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Abstract

We propose a finite element approximation for an evolution model describing the
spatial population distribution of two salt tolerant plant species, such as mangroves,
which are affected by inter- and intra-specific competition (Lotka-Volterra), pop-
ulation pressure (cross-diffusion) and environmental heterogeneity (environmental
potential). The environmental potential and the Lotka-Volterra terms are assumed
to depend on the salt concentration in the roots region, which may change as a result
of mangroves ability for uptaking fresh water and leave the salt of the solution be-
hind, in the saturated porous medium. Consequently, partial differential equations
modeling the population dynamics on the surface are coupled with Darcy-transport
equations modeling the salt and pressure-velocity distribution in the subsurface.
We provide a numerical discretization based on a stabilized mixed finite element
method for the transport-Darcy flow problem coupled to a finite element method
for a regularized version of the cross-diffusion population model, which we use to
numerically demonstrate the behavior of the system.

Key words: Population dynamics, cross-diffusion, Darcy flow, stabilized mixed
formulation, finite element method.

1 Introduction

We present a model for analyzing the spatial distribution evolution of two
plant populations which are affected by
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• competition for similar resources,
• population pressure, and
• environmental quality.

These conditionings are realized mathematically in the form of a time evolu-
tion drift-cross diffusion system of partial differential equations for the biomass
densities, ui(x̄, t) ≥ 0, of species i = 1 and i = 2, introduced by Shigesada et
al [20]:

∂tui − div Ji = Fi(·, u1, u2), Ji = ∇(ciui + aiiu
2
i + aijuiuj) + diui∇Φ, (1)

where i 6= j, holding in ST = ΓD × (0, T ), with x̄ ∈ ΓD ⊂ RN−1, N = 2
or 3, open, bounded and with Lipschitz continuous boundary, ∂ΓD, and for
t ∈ (0, T ) the time, for an arbitrarily fixed T > 0. The spatial domain ΓD rep-
resents the soil surface and is given as the top boundary of an N−dimensional
bounded set, Ω, the subsurface domain.

The diffusion coefficients ci and aij are non-negative constants, and di ∈ R
(i, j = 1, 2). The source terms are of competitive Lotka-Volterra type

Fi(x̄, t, u1, u2) =
(
αi(x̄, t)− βi1(x̄, t)u1 − βi2(x̄, t)u2

)
ui, i = 1, 2, (2)

where αi ≥ 0 is the intrinsic growth rate of the i−specie, βii ≥ 0 are the co-
efficients of intra-specific competition, β12, β21 ≥ 0 are those of inter-specific
competition. Function Φ = Φ(x̄, t) is the environmental potential, modeling
areas where the environmental conditions are more or less favorable [20,18].
We shall describe later how the Lotka-Volterra terms and the environmen-
tal potential are related to the evolving environment. The above system of
equations is completed with non-flux boundary conditions and initial data:

Ji · ν = 0 on ∂ΓD × (0, T ), (3)

ui(·, 0) = u0i ≥ 0 on ΓD, (4)

for i = 1, 2, where ν denotes the exterior unit normal to ΓD. We shall refer to
problem (1)-(4) as to Problem PS, the surface problem.

This population model has received much attention since its introduction due
to the interesting spatial pattern formation that its solutions may exhibit,
referred to as segregation. Numerical experiments for the evolution problem,
see [8,9,3,12], as well as analytical results on the corresponding steady state
problem (with di = 0), see [15,16], seem to indicate that while the intensity
of diffusion (ci) and self-diffusion (aii) tend to suppress pattern formation,
those of cross-diffusion (a12, a21) seem to help create segregation patterns. We
refer to [22,8,9,5,3,12] and the references therein for analytical results on the
existence of solutions and numerical approximations of the problem.
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General competitive strategies of populations may include modifying the local
environment. A good example is mangrove ecosystems [14], which are tropical
communities of tree species typically growing in saline coastal soils. Mangroves
are salt tolerant species which are able to exclude most of the salt from the sea-
water their roots extract from the saturated soil [2]. In this way, they further
salinize poorly flushed soils resulting in an increase of their comparative fitness
to such areas. As pointed out by Passioura et al [19], differences between
species in strategies of water use may affect the spatial distribution of these
species: species with high transpiration rates 4 may dominate less saline well-
flushed habitats while those adapted to low transpiration rates may occupy
more saline poorly flushed intertidal areas.

Passioura et al [19] provided an analytical approach to the mechanisms of soil
salinization produced by mangroves and investigated the consequences of salt
concentration increase on mangroves transpiration rate. Their work was later
generalized and extended in a series of papers [6,10,7] from where we recall
the following mathematical model. We assume the subsurface region, Ω ⊂ RN ,
to be an open and bounded set that, after the introduction of dimensionless
variables, see [7], takes the form Ω = ΓD × (0, 1). We denote a point in Ω
by x = (x̄, z), being z the depth. The subsurface is decomposed into a roots
region, Ωd = ΓD × (0, d), d ∈ (0, 1) where a continuous extraction of fresh
water takes place, and a region free of roots, Ω/Ωd. Let c ∈ [0, 1] be the salt
concentration, q the water flow discharge and p the pressure, and consider the
domain QT = Ω × (0, T ), for T > 0. The problem reads: Find c, p : Q̄T → R
and q : Q̄T → RN such that

ct + divx(Rcq−∇xc) = 0, (5)

divx q+ g(·, c) = 0, (6)

q+∇xp+ cez = 0, (7)

in QT . Here, divx = div+ ∂
∂z
, ∇x = (∇, ∂

∂z
) and the vector ez is the canonical

vertical vector pointing upwards. Positive parameter R is a Rayleigh number.
The usual example considered in the literature [19,7,11] for the extraction
function, g, is

g = g1 + g2, gi(z, c, u1, u2) = miki(z, u1, u2)(1− c)ri+, (8)

for i = 1, 2, withmi > 0 the extraction numbers, expressing the water uptaking
strengths (related to the transpiration rates), ri > 0, and

ki(z, u1, u2) = k(z)
ui

u1 + u2
, with k(z) = d−11(0,d)(z)

4 Transpiration rate is the rate of loss of water vapor from plants surface, taking
place mainly from leaves. The amount of water given off depends upon how much
water the roots of the plant may absorb.
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describing the presence of roots of each specie [21]. In order to prescribe bound-
ary conditions, we decompose the spatial boundary as ∂Ω = (ΓD ×{0})∪ΓN ,

with ΓN =
(
ΓD × {1}

)
∪

(
∂ΓD × (0, 1)

)
. Here and it what follows, we make

the identification ΓD ≡ ΓD × {0}. We prescribe

c = cD, p = 0 on ΓD × (0, T ), (9)

∇xc · n = q · n = 0 on ΓN × (0, T ). (10)

Finally, the initial distribution

c(·, 0) = c0 in Ω, (11)

is assumed to satisfy 0 ≤ c0 ≤ 1 in Ω. We shall refer to problem (5)-(7) and
(9)-(11) as to Problem PSS, the subsurface problem.

Although the environmental potential in equation (1), Φ, is usually assumed
to be given, in this model we consider the case in which it depends on the
roots zone salt concentration in a way expressing that mangroves populations
prefer to establish in regions with low salt concentration. More concretely, we
take

Φ(x̄, t) =
∫ d

0
c(x̄, z, t)dz, (12)

where z = d is the roots maximum depth below the surface ΓD. In addition,
we assume that the Lotka-Volterra coefficients depend on the amount of water
that each specie is able to extract (which depends on the salt concentration,
c) and on other constant coefficients expressing that the species differ both in
their ability to exclude salt and in other biological capabilities such as light
or nutrients absorption, see [21]. Hence, for

Gi(x̄, t; c, u) =
∫ 1

0
gi(z, c(x̄, z, t), u(x̄, t))dz i = 1, 2, (13)

where we used the notation u = (u1, u2), we define Fi(x̄, t, u1, u2) as in (2)
with

αi = αi(Gi(x̄, t; c, u)), βij = βij(G1(x̄, t; c, u), G2(x̄, t; c, u)), (14)

for some non-negative functions αi : R+ → R+ and βij : R2
+ → R+.

The coupled surface-subsurface problem, which we shall refer to as to Prob-
lem P, is formed by the surface Problem PS with the environmental poten-
tial given by (12) and the Lotka-Volterra coefficients given by (14), together
with the subsurface Problem PSS for an extraction function depending on the
biomass u1 and u2, e.g. function g defined in (8). To state the result on exis-
tence of weak solutions of Problem P obtained in [10] we first introduce the
usual concentration and flow-pressure functional spaces corresponding to the
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Darcy flow problem:

V =
{
η ∈ H1(Ω) : η = 0 on ΓD

}
,

H0,N(div,Ω) =
{
φ ∈ L2(Ω)N : divx φ ∈ L2(Ω),φ · n = 0 on ΓN

}
,

WT =
{
φ ∈ L2(QT )

N : divxφ ∈ L∞(QT )
}
,

and the precise assumptions on the data problem:

H1. The spatial domain Ω ⊂ RN , N ≤ 3 is bounded with a Lipschitz continuous
boundary, ∂Ω, which is decomposed as ∂Ω = ΓD ∪ ΓN , with ΓD ∩ ΓN = ∅
and with ΓD of positive N − 1 dimensional measure.

H2. Let x = (x, y, z), v = (v1, v2). The function g : Q̄T ×[0, 1]×R2 → R satisfies,
for i = 1, 2,

g(·, ·, s, ·) ∈ L∞(QT × R2) for all s ∈ [0, 1],

g(x, t, ·, ·) ∈ C([0, 1]× R2) for a.e. (x, t) ∈ QT ,

g(x, t, ·, v) is non-increasing in [0, 1] and g(x, t, 1, v) = 0 for a.e. (x, t) ∈ QT

and for all v ∈ R2.

Note that, in particular, g ≥ 0 in Ω̄× [0, 1]× R2.
H3. The initial and boundary data have the regularity

c0 ∈ L∞(Ω) and 0 ≤ c0 ≤ 1 a.e. in Ω,

cD ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)) and 0 ≤ cD ≤ 1 a.e. in QT ,

u0i ∈ LΨ(ΓD) and u0i ≥ 0 a.e. in ΓD (i = 1, 2),

with LΨ(ΓD) the Orlicz space for Ψ(s) = (1 + s) ln(1 + s)− s, see [1].
H4. For i, j = 1, 2, i 6= j, the constant parameters satisfy ci ≥ 0, aii >

0, aij ≥ 0, R ≥ 0, and m ≥ 0. The Lotka-Volterra coefficients satisfy
αi ∈ C0(R), βij ∈ C0(R2), with αi ≥ 0, βii > β > 0, and β12 = β21 ≥ 0, for
some constant β.

The following theorem was proven in [11].

Theorem 1 Let T > 0 and assume Hypothesis H1-H4. Then Problem P has
a weak solution (u1, u2, c,q, p) satisfying, for i = 1, 2, the regularity

ui ∈L2(0, T ;H1(ΓD)) ∩ L∞(0, T ;LΨ(ΓD)) ∩W 1,r(0, T ; (W 1,r′(ΓD))
′),(15)

c ∈ cD + L2(0, T ;V) ∩H1(0, T ;V ′) ∩ L∞(QT ), (16)

q ∈ L2(0, T ;H0,N(div,Ω)) ∩WT , (17)

p ∈ L2(0, T ;V), (18)
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for r = (2N + 2)/(2N + 1) and r′ = r/(r − 1), and with

ui ≥ 0 in ST and min {c0, cD} ≤ c ≤ 1 in QT .

Equations (1), (5)-(7) are satisfied in the sense

∫ T

0
< ∂tui, ϕ >1 +

∫
ST

(ci∇ui + 2aiiui∇ui + aij∇(uiuj) + diui∇U) · ∇ϕ

=
∫
ST

Fi(·, u1, u2)ϕ, (19)

for all ϕ ∈ Lr′(0, T ;W 1,r′(ΓD)), i 6= j, and

< ct, η >2 −
∫
Ω
(Rcq−∇xc) · ∇xη = 0, (20)∫

Ω
q · φ−

∫
Ω
p divxφ−

∫
Ω
cez · φ = 0, (21)∫

Ω
(divx q+ g(·, c, u1, u2))ξ = 0, (22)

for all η ∈ V, ξ ∈ L2(Ω), φ ∈ H0,N(div,Ω) and for a.e. t ∈ (0, T ). The
notation < ·, · >1 and < ·, · >2 stands for the dual products W 1,r′(ΓD) ×
(W 1,r′(ΓD))

′ and V ′ × V, respectively. Finally, the initial data ui,0 and c0 are
satisfied in the LΨ and L2 senses, respectively.

2 Finite element approximation

Before describing the fully finite element discretization scheme of Problem
P let us point out the main difficulties involved in the approximations of
Problems PSS and PS. On one hand, let us consider the Darcy flow equations
of Problem PSS uncoupled from Problem PS

divx q+ g = 0 in Ω, (23)

q+∇xp+ cez = 0 in Ω, (24)

q · n = 0 on ∂Ω, (25)

for some regular functions g and c. As it is well known, not all elections of the
discrete spaces for the pressure and the velocity satisfy the Babuska-Brezzi
stability condition. Indeed, the most natural and simple implementation of
continuous piecewise linear functions defined in the same mesh is not stable,
see [4]. However, Masud et al [17] introduced an alternative stabilized formu-
lation in which this spaces may be used. The idea is, instead of using the usual
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mixed finite element formulation

〈ξ,q〉 − 〈divx ξ, p〉+ 〈η, divx q〉 = −〈ξ, cez〉 − 〈η, g〉 ,

for all test functions ξ ∈ H(div,Ω) and η ∈ L2(Ω), with 〈·, ·〉 the usual L2(Ω)
scalar product, consider the following (stabilized) formulation

〈ξ,q〉 − 〈divx ξ, p〉+ 〈divx q, ψ〉+
1

2
〈q+∇xp,∇xη − ξ〉

= −〈cez, ξ〉 − 〈g, η〉 − 1

2
〈cez,∇xη − ξ〉 ,

for all ξ ∈ H0,N(div,Ω) and η ∈ V . In particular, for this stabilized formulation
we have that the approximation obtained considering the continuous piecewise
lineal spaces in the same mesh for both unknowns verifies the error estimate

||q− qh||2L2(Ω)2 + ||∇(p− ph)||2L2(Ω) ≤ C1|q|2h2 + C2|p|2h,

where | · |2 is the 2−th Sobolev seminorm, see [17].

On the other hand, the discretization of Problem PS involves other kind of
difficulties. A key step of the existence proof of Problem PS, considered for the
following discussion uncoupled from Problem PSS, is to establish and exploit
the following entropy inequality, obtained formally when using ln(ui) as a test
function in the weak formulation of Problem PS, see [5],

d

dt

∫
ΓD

2∑
i=1

F (ui)+
∫
ΓD

2∑
i=1

(ciu
−1
i + 2aii)|∇ui|2

+
∫
ΓD

2∑
i=1

|a12(u2u−1
1 )1/2∇u1 + a21(u1u

−1
2 )1/2∇u2|2

=
∫
ΓD

2∑
i=1

(
− di∇Φ · ∇ui + Fi(u1, u2)F

′(ui)
)
,

with

F (s) = s(ln s− 1) + 1 ≥ 0 for all s ≥ 0.

Since this estimate is only justified for ui > 0, in the construction of the
numerical approximation on has to use a regularization procedure. Barret et
al [3] consider the following regularization, Fε ∈ C2,1(R), of F :

Fε(s) =


s2−ε2

2ε
+ (ln ε− 1)s+ 1 s ≤ ε,

(ln s− 1)s+ 1 ε ≤ s ≤ ε−1,

ε(s2−ε−2)
2

+ (ln ε−1 − 1)s+ 1 ε−1 ≤ s,

(26)
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for any ε > 0. Then, using the approximation of lnui given by F ′
ε(ui) as a test

function in a correspondingly regularized version of Problem PS we obtain the
estimates

sup
t∈(0,T )

∫
ΓD

2∑
i=1

Fε(uε,i) +
∫ T

0

∫
ΓD

2∑
i=1

aii|∇uε,i|2 ≤ C,

and

sup
t∈(0,T )

∫
ΓD

2∑
i=1

|[uε,i]−|2 ≤ Cε,

with [s]− denoting the negative part of s. With these estimates one can pass
to the limit ε→ 0 to obtain a non-negative weak solution of Problem PS, see
[3], meanwhile for ε > 0 a discrete solution uε,i with a small and controlled
negative part may be computed.

We now turn to describe the finite element approximation of Problem P. On
the set Ω we consider a family of quasi-uniform partitionings

{
T h
SS

}
h
consisting

of disjoint and open simplices κ with hκ = diam(κ) and h = maxκ∈T h
SS
hκ, so

that Ω̄ = ∪κ∈T h
SS
κ̄. Associated with T h

SS are the finite element spaces

V h =
{
ξ ∈ H0,N(div,Ω) ∩ C(Ω̄)2 : ξ|κ is linear for all κ ∈ T h

SS

}
,

SSh =
{
η ∈ V ∩ C(Ω̄) : η|κ is linear for all κ ∈ T h

SS

}
.

Similarly, on the interval ΓD we consider the corresponding family of partition-
ings

{
T h
S

}
h
given by I = κ ∩ ΓD with κ ∈ T h

SS, hI = |I| and h = maxI∈T h hI ,

so that Γ̄D = ∪I∈T h
S
Ī. Associated with T h

S is the finite element space

Sh =
{
ϕ ∈ H1(ΓD) ∩ C(Γ̄D) : ϕ|I is linear for all I ∈ T h

S

}
.

Let J be the set of nodes of T h
S and {pj}j∈J the coordinates of these nodes.

Let {ϕj}j∈J be the standard basis functions for Sh, that is ϕj ∈ Sh, ϕj ≥ 0
in ΓD, and ϕj(pi) = δij for all i, j ∈ J . In addition to Fε given by (26),
the following functions were introduced in [3], see also [13,23], to control the
possible negativity of discrete approximate solutions. For ε > 0, we define
λε : R → R as λε(s) = (F ′′

ε (s))
−1, and Λε : S

h → L∞(Ω) as

Λε(z
h)|I =


zh(pk)−zh(pj)

F ′
ε(z

h(pk))−F ′
ε(z

h(pj))
zh(pk) 6= zh(pj),

λε(z
h(pk)) zh(pk) = zh(pj).

Observe that we always have Λε(z
h)|κ = λε(z

h(ξ)) for some ξ ∈ I and λε(s) →
s1[0,∞)(s) as ε→ 0.

For the time discretization, we consider a partitioning 0 = t0 < t1 < . . . <
tK−1 < TK = T of [0, T ] into possibly variable time steps τk = tk − tk−1,
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k = 1, . . . , K, and set τ = maxk τk. We now assume, for simplicity, that the
concentration boundary data is cD = 0. To treat the general case, we just
would introduce the new unknown ĉ = c− cD, and perform the corresponding
substitution. For any given ε ∈ (0, 1) let ck−1

ε ∈ SSh, uk−1
ε,i ∈ Sh, i = 1, 2

be given approximations of a solution of Problem P for time tk−1. For k = 1
we define c0ε and u0ε,i to be the L2 projections of c0 and u0i on SSh and Sh,
respectively. We then consider the following stabilized mixed finite element
approximation of Problem PSS: For k ≥ 1 find qk

ε ∈ Vh and pkε , c
k
ε ∈ SSh such

that for all ξ ∈ Vh and all η ∈ SSh,〈
qk
ε , ξ,

〉
−

〈
pkε , divx ξ

〉
+

〈
divx q

k
ε , η

〉
+

1

2

〈
qk
ε +∇xp

k
ε ,∇xη − ξ

〉
= −

〈
ckεez, ξ

〉
−

〈
g(·, ckε , uk−1

ε,1 , u
k−1
ε,2 ), η

〉
− 1

2

〈
ckεez,∇xη − ξ)

〉
, (27)

and, for all φ ∈ SSh,

1

τk

〈
ckε − ck−1

ε , φ
〉
+

〈
∇xc

k
ε ,∇xφ

〉
= R

〈
−qk

ε · ∇xc
k
ε + ckεg(·, ckε , uk−1

ε,1 , u
k−1
ε,2 ), φ

〉
.

(28)
Then, once we have an approximation ckε for time tk, we consider the following
finite element approximation of Problem PS: find (ukε,1, u

k
ε,2) ∈ (Sh)2 such that

for i, j = 1, 2, with j 6= i, and for all ϕ ∈ Sh

1

τk

〈
ukε,i − uk−1

ε,i , ϕ
〉
+

〈[
ci + 2aiiΛε(u

k
ε,i) + aijΛε(u

k
ε,j)

]
∇ukε,i,∇ϕ

〉
+

〈
Λε(u

k
ε,i)

[
aij∇ukε,j + di∇Φk

ε

]
,∇ϕ

〉
=

〈
ukε,i

[
αk−1
ε,i − βk−1

ε,i1 λε(u
k−1
ε,1 )− βk−1

ε,i2 λε(u
k−1
ε,2 ))

]
, ϕ

〉
. (29)

Here, Φk
ε is determined through relation (12) with c replaced by ckε . Similarly

are defined the coefficients αk−1
ε,i and βk−1

ε,ij from relations (13)-(14).

We finish this section with the following observations on the well-possedness
of the finite element approximation. On one hand, as shown in Theorem 2.1 of
[3], Problem (29) (for an uncoupled version of Problem PS) admits a solution.
More concretely, if (un−1

ε,1 , u
n−1
ε,2 ) ∈ (Sh)2, ε ∈ (0, e−2) and τn ≤ ω−1, with

ω = max {2α1 + β11 + β12, 2α2 + β21 + β22}

then there exists a solution (unε,1, u
n
ε,2) ∈ (Sh)2 to the k-th step of Problem

(29). In addition, they prove (Theorem 3.1 of [3]) that if τ → 0 with either
τ1 ≤ Ch2 or u0i ∈ H1(Ω), and if εh−1/2 → 0 then a subsequence (not relabeled)
of

uε,i(t) =
t− tn−1

τn
unε,i +

tn − t

τn
un−1
ε,i t ∈ [tn−1, tn], n ≥ 1,
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may be extracted such that (uε,1, uε,2) → (u1, u2) in a suitable sense, being
(u1, u2) a weak solution of Problem PS. On the other hand, we are not aware of
a similar result for the transport-Darcy flow problem, Problem PSS. However,
the existence proof of [11] is based in uncoupling the Problem P in a similar
way than the scheme (27)-(29) and a subsequent coupling of the problem by a
fixed point argument in which the actual implementation of the finite element
approach is carried out, see (32)-(35).

3 Numerical experiments

Before presenting some numerical experiments in space dimension N = 2,
i.e., Ω ⊂ R2 (a square, in the simulations) and Γ ⊂ R, an open interval, we
state briefly our fixed point type algorithms for solving the resulting system of
nonlinear algebraic equations for qk

ε , p
k
ε , c

k
ε , u

k
ε,i arising at each time level from

the approximation (27)-(29). We used the following iterative approach: Given
ck,0ε , uk,0ε,i , i = 1, 2, for l ≥ 1, find qk,l

ε ∈ Vh, pk,lε , c
k,l
ε ∈ SSh and uk,lε,i ∈ Sh, such

that for i = 1, 2 and for all ξ ∈ Vh, η, φ ∈ SSh and ϕ ∈ Sh we have〈
qk,l
ε , ξ,

〉
−

〈
pk,lε , divx ξ

〉
+

〈
divx q

k,l
ε , η

〉
(30)

+
1

2

〈
qk,l
ε +∇xp

k,l
ε ,∇xη − ξ

〉
= −

〈
ck,l−1
ε ez, ξ

〉
(31)

−
〈
g(·, ck,l−1

ε , uk−1
ε,1 , u

k−1
ε,2 ), η

〉
− 1

2

〈
ck,l−1
ε ez,∇xη − ξ)

〉
, (32)

1

τk

〈
ck,lε − ck−1

ε , φ
〉
+

〈
∇xc

k,l
ε ,∇xφ

〉
= (33)

R
〈
−qk,l

ε · ∇xc
k,l−1
ε + ck,l−1

ε g(·, ck,l−1
ε , uk−1

ε,1 , u
k−1
ε,2 ), φ

〉
, (34)

and

1

τk

〈
uk,lε,i − uk−1

ε,i , ϕ
〉
+

〈[
ci + 2aiiΛε(u

k,l−1
ε,i ) + aijΛε(u

k,l−1
ε,j )

]
∇ukε,i,∇ϕ

〉
+

〈
Λε(u

k,l−1
ε,i )

[
aij∇uk,l−1

ε,j + di∇Φk,l−1
ε

]
,∇ϕ

〉
=

〈
uk,l−1
ε,i

[
αk−1
ε,i − βk−1

ε,i1 λε(u
k−1
ε,1 )− βk−1

ε,i2 λε(u
k−1
ε,2 ))

]
, ϕ

〉
. (35)

We set, for k ≥ 1, ck,0ε = ck−1
ε and uk,0ε,i = uk−1

ε,i and adopt the stopping criteria

max
i=1,2

{
‖ck,l − ck,l−1‖∞, ‖uk,li − uk,l−1

i ‖∞
}
< tol,

with tol = 10−7 in the experiments, and set qk
ε = qk,l

ε , pkε = pk,lε , ckε = ck,lε

and uk−1
ε,i = uk,lε,i. Although there is not a proof of the convergence of the

iteration (32)-(35), we observed good convergence properties in practice. In
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all experiments we integrated in time until a numerical stationary solution,
uSi , was achieved. This was determined by

max
i=1,2

{
‖ck,1 − ck,0‖∞, ‖uk,1i − uk,0i ‖∞

}
< 5× 10−12.

3.1 Experiments

We consider the spatial domain Ω = (0, 4) × (0, 1), which is discretized by a
triangular finite elements mesh containing 900 nodes. The top spatial bound-
ary ΓD = (0, 4)×{0} contains 30 nodes. The time step is selected considering
the main time scales of the problem i.e., diffusion and convection. We take
dt = min {0.5 dx−2, (R dx)−1}, with dx = 1/30. In some situations, for in-
stance when large gradients of populations density arise, we interpolate the
data of Problem PS to a finer mesh on ΓD in order to get a smoother approxi-
mation. The data on Table 1 is common for all the experiments. Observe that
the linear diffusions are set to zero, and that the cross-diffusion coefficients
have the same value, indicating that population pressures affect in a simi-
lar way to both species. The differences between the biological characteristics
of the species (mangroves represented by u1 and a less salt tolerant specie
represented by u2) are captured by (i) the convection coefficients, d1 � d2,
indicating a bigger attraction of Specie 2 than mangroves towards the low
salinity areas, and (ii) the coefficients appearing in the extraction function, g,
i.e., the extraction numbers, m1 < m2, indicating a more efficient behaviour of
Specie 2 for extracting water when no salt is present, and r1 < 1 < r2, imply-
ing a larger capacity of mangroves to uptake fresh water from saline waters.
Since we take a relatively low Rayleigh number we do not expect neither large
gradients of the salt concentration nor important variations of the flow in the
subsurface. However, the situation changes on the surface due to the powerful
combination of the drift effects produced by the environmental potential and
the repulsive effects of the cross-diffusion. This combination results on large
gradients of the populations density in the “good” environmental regions.

Experiment 1. We test the model in a standard situation. We take the salt
concentration data as c0 = cD = 0.5, and initial population distributions which
contain areas where the species are isolated and areas where the species share
the space with equal population density, see Fig. 1. We set the Lotka-Volterra
terms to zero, implying for the continuous model that the populations mass
have to be conserved. Indeed, for the discrete model, recalling that the time
discretization scheme is explicit, the mass conservation property is quite well
captured, having a relative error of the order of 10−5. More precisely, for the

11



Table 1
Parameter values common for all the experiments

Parameter Symbol Value

Diffusion coefficients c1, c2 0

Cross and self diff. coeff. aij 0.1

Convection coefficients d1, d2 1, 40

Rayleigh number R 100

Extraction coefficients m1,m2 0.05, 0.1

Extraction powers r1, r2 0.5, 2

Roots depth d 0.25

stopping time T = 80 years (dimensional model), we have

max
i=1,2

{( ∫ 4

0
ui0(x)dx−

∫ 4

0
ui(x, T )dx

)( ∫ 4

0
ui0(x, t)dx

)−1
}
= 1.3794× 10−5.

In Fig. 1 we show the initial and final population density distributions for
both species. Since the initial salt concentration distribution is homogeneous,
the environmental potential is initially not attracting the populations to a
definite place. However, as time evolves, mangroves salinize the region they
occupy, creating a gradient on the environmental potential which drives the
population of Specie 2 rapidly (40 = d2 � d1 = 1) towards the potential
minimum. Fig. 2 shows the population distributions evolution by plotting
ui(x, t) for t = 0, 15, 30, 45, 60, 80 years. In Figs. 3 and 4 we show some
aspects of the concentration-flow problem in the porous medium: the evolution
of the environmental potential (same time slices than above), given by

U(x, t) =
∫ 0.25

0
c(x, z, t)dz,

the water flow, and two time slices of the salt concentration. Observe that the
absolute changes of the environmental potential are very small, but enough to
induce the populations segregation.

Experiment 2. We use the same initial population distributions than in
Experiment 1 but assume an initial and boundary salt concentration which
increases with x, simulating a usual situation in the mangroves habitats near
the shore, see Fig. 6, left. We again set the Lotka-Volterra terms to zero. We
run the program till T = 80 years and check that the relative error for the
populations mass conservation is of the order 10−16. In Fig. 5 we show the pop-
ulation distributions evolution by plotting ui(x, t) for t = 0, 15, 30, 45, 60, 80
years. The drift effect is notorious for Specie 2. In Fig. 6, right, we plot the
salt concentration distribution for T = 80 years and z = 0, 0.25, 1, i.e., on
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the surface, at the lower limit of the roots region, and on the bottom. We
observe that, although increasing faster than in other regions, the boundary
x = 0 keeps being an attraction point region (lower salt concentration) where
population of Specie 2 tends to concentrate.

In the following two experiments we explore the effects of the competition
terms. We take initial population distributions constant and equal, u10 =
u20 = 0.5, and keep the initial salt concentration as in Experiment 2.

Experiment 3. We consider two sets of Lotka-Volterra terms in order to
compare the evolution of population densities for fixed and varying growth
and competition coefficients. More explicitly, we take, for i = 1, 2,

F1(x, t) = G1(x, t)
(
300− 100u1(x, t)− 50u2(x, t)

)
u1(x, t),

F2(x, t) = G2(x, t)
(
300− 50u1(x, t)− 100u2(x, t)

)
u2(x, t),

with Gi given by

Gi(x, t) = mi
ui(x, t)

u1(x, t) + u2(x, t)

∫ d

0
(1− c(x, z, t))ri+dz,

and similar functions F̃i with Gi(x, t) replaced by the constant value

G̃i =
1

4

∫ 4

0
Gi(x, 0)dx.

We denote by ũi the solutions corresponding to F̃i (Problem P̃) . We observe
that, although the Lotka-Volterra coefficients would give a coexistence state
for the corresponding dynamical system, in both cases (Problems P and P̃)
the system seems to converge to the extinction of Specie2, u2 = ũ2 = 0, and
to the equilibrium value u1 = ũ1 = 3 for the mangroves population. However,
although qualitatively similar, the solutions of both problems have impor-
tant quantitative differences. In Fig. 7, left, we plot the relative differences
‖ui − ũi‖L2(ΓD)‖ũi‖−1

L2(ΓD). The magnitude of the difference is well explained
by the time evolution of the coefficients of Problem P, which are captured by
the extraction functions Gi, in comparison with the constant coefficients of
Problem P̃. We plot in Fig. 7, center, the space average of these functions, i.e.,

1

4

∫ 4

0
Gi(x, t)dx.

Another visualization of the quantitative differences between the tho sets of
solutions is given in Fig. 7, right, where we plot the space averaged mass
populations

Ui(t) =
1

4

∫ 4

0
ui(x, t)dx, Ũi(t) =

1

4

∫ 4

0
ũi(x, t)dx,
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and the semi-total mass populations (U1 + U2)/2, and (Ũ1 + Ũ2)/2. We see
that after a transient state of about one hundred years, both systems enter
in a phase of slow increase (decrease) of the mass of mangroves (Specie2).
However, the quantitative differences between both problems are significant.
Mangrove (Specie 2) population is always larger (smaller) for Problem P than
for Problem P̃. We also observe that the mass of Specie 2 corresponding to the
constant coefficients, ũ2, is always above the initial mass, whereas the same
quantity for the variable coefficients problem drops below the initial state after
some 150 years. It is also interesting to notice that the total mass is practically
constant for both problems, after the transient state.

Finally, in Fig. 8 we plot time slices showing the evolution of the populations
distributions for problems P and P̃. We see that after a fast initial growth of
Specie 2, its population declines and tends to disappear from the bad envi-
ronmental region. This effect is specially visible for solutions of Problem P. In
fact, the competition between both populations seems to be more extreme in
the case of variable coefficients, as may be seen in the good region boundary
x = 0. The evolution of the system seems to lead to the semi-trivial steady
state (u1, u2) = (3, 0), i.e. extinction of Specie 2.
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Fig. 1. Experiment 1. Continuous line: mangroves. Dotted line: Specie 2.
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Fig. 2. Experiment 1. Time slices of the evolution of Specie 2 (left) and mangroves
(right).
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(a) Time slices of the evolution of the en-
vironmental potential.
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Fig. 3. Experiment 1. In the subsurface.
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Fig. 4. Experiment 1. Salt concentration in the porous medium for T=10 years (left)
and T=80 years (right). z = 1 corresponds to the top boundary ΓD.
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Fig. 5. Experiment 2. Time slices of the evolution of Specie 2 (left) and mangroves
(right).
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Fig. 6. Experiment 2. Salt concentration in the soil. Left: for T = 0. Right: for
T = 80 years and at the bottom, z = 1, (continuous line), lower limit of the roots
region, z = 0.25, (crossed line) and surface z = 0 (dotted line).
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Fig. 7. Experiment 3. Several visualizations of the differences among solutions of
Problems P and P̃. Mangroves: dotted lines, Specie 2: continuous lines.
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Fig. 8. Experiment 3. Populations evolution. Mangroves: dotted lines, Specie 2:
continuous lines. Problem P: thick lines. Problem P̃: thin lines.
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