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Abstract

This study contributes to the literature on estintat market power in
homogenous product markets. We estimate a compes&d model, where the
stochastic part of the firm’s pricing equation @rhed by two random variables: the
traditional error term, capturing random shocksy anrandom conduct term, which
measures the degree of market power. Treating ficorsduct as a random parameter
helps solving the issue that the conduct paraneetervary between firms and within
firms over time. The empirical results from the i@ahia wholesale electricity market
suggest that realization of market power varies tvagh time and firms, and reject the
assumption of a common conduct parameter for athsi Notwithstanding these
differences, the estimated firm-level values of ttenduct parameter are closer to
Cournot than to static collusion across all speatfons. For some firms, the potential
for realization of the market power unilaterallyassociated with lower values of the
conduct parameter.
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1. Introduction

Starting from seminal research works of Iwata ()97@ollop and Roberts
(1979), and Appelbaum (1982), measuring the degfemompetition in oligopolistic
markets has become one of key activities in emgliiiedustrial organization. A large
and growing economic literature in New Empiricaduistrial Organization (NEIO)
relies on structural models to infer what typesfioin behaviour (“conduct”) are
associated with prices that exceed marginal coatsypical structural model based on
the conduct parameter approach for homogenous progarkets starts with specifying
a demand function and writing down the first-ordawndition of firm’s profit-

maximization problem:
P(Q,)-mdq, )+P(Q ), [6, =0, 1)

where P(Q) is inverse demandQ=25"q; is total industry’s outputg; is the firm’s
output in period tmc(q) is the firm’s marginal cost, ang is a “conduct” parameter
that parameterizes the firm’s profit maximizatiamdition. Under perfect competition,
0y=0 and price equals marginal cost. In equilibrimamen 8;=1/s; (wheres; denotes
firm’s market share of output) we face a perfeatetaand when 0&;<l/s; various
oligopoly regimes apply? In these models the (firm or industry) degree afrkat
power is measured by a conduct param@tbat is jointly estimated with other cost and

demand parametefs.

! For an excellent survey of other approaches tonasing market power in industrial organization
literature, see Perloét al. (2007).

% In a symmetric equilibrium, the upper bound ofguality 0<9,<1/s; would be equal to the number of
firms, N.

® Some studies interpret estimated conduct pararastar‘conjectural variation’, i.e., how rivals’tput
changes in response to an increase in fimmutput. It is also sometimes argued that thegemtaral
variation parameter results from the reduced fofna anore complex dynamic game, such as a tacit
collusion game (see e.g., Itaya and Shimomura 2[@ja and Okamura 2003, Figuiergsal 2004,
and references therein). Other studies (Bresnal8&9,1Reiss and Wolak 2007) argue that with an
exception of limited number of special cases (ggrfect competition, Cournot-Nash, and monopoly)
there is there is no satisfactory economic intdégti@n of this parameter as a measure of firm bielayv
Sorting out between these theoretical complicatisnbeyond the scope of this study. We therefore
interpret this parameter as a simple descriptivasuee of firm’'s degree of market power.



The conduct parameté: may vary across time as market conditions change,
and firms change their own pricing stratediddoreover, the conduct parameter may
also vary across firms as “there is nothing in lttggc of oligopoly theory to force all
firms to have the same conduct” (Bresnahan, 1982080)> Obviously, allowing the
conduct parameter to vary both by firms and timeéesaesults in an overparameterized
model. To avoid this problem, empirical studiessinuctural econometric literature
always impose someestrictions on the way the value of conduct parameter varies
across firms and time. The overparameterizatiotypgcally solved by estimating the
average of the conduct parameters of the firmsha ibdustry (Appelbaum 1982),
reducing the time variation into a period of susfeiscartel cooperation and a period of
price wars or similar breakdowns in cooperationr{@ol983a), allowing for different
conduct parameters between two or more groupsrmosf{Gollop and Roberts 1979), or
assuming firm-specific, but time-invariant, conduparameters in a panel data
framework (Puller 2007).

This study proposes a new econometric approach ttedls with
overparameterization problem and helps obtainiegvtilues of firm’s conduct that vary
acrossboth time and market participants. Instead of estingatire firm’s conduct as a
common parameter together with other parametermidgf cost and demand, we
propose treating firms’ behaviod; as a random variable. Our approach is based on
composed error model, where the stochastic pddrised by two random variables -

traditional error term, capturing random shocksy anrandom conduct term, which

* As the problem of repeated oligopoly interacti@s eceived greater attention, the estimationnoé-i
varying conduct parameters that are truly dynangis hecome an issue. Indeed, the Stigler's (1964)
theory of collusive oligopoly implies that, in amaertain environment, both collusive and price-war
periods will be seen in the data. Green and P@1884) predict a procyclical behaviour patternrwark-

ups because of price reversion during a periocdowf demand. Hence the conduct parameter changes
from collusive value to competitive value when thé an unanticipated negative demand shock. On the
contrary, Rotemberg and Saloner (1986) predict phats and mark-ups are countercyclical, and hence
the conduct parameter will decrease when dematigls Moreover, Abreu et al. (1986) find that in
complex cartel designs the length of price wams,(changes in conduct parameter) is random because
there are “triggers” for both beginning a price wad for ending one. It is therefore difficult tmpose
plausible structural conditions and estimate firo@duct over time.

> In many treatments of oligopoly as a repeated gdinms expect deviations from the collusive
outcome. Firms expect that if they deviate from twlusive arrangement, other will too. This
expectation deters them from departing from thieirs of the collusive output. Because these deviati

are unobserved in an uncertain environment, eachrfiight have its own expectation about what would
happen if it deviates from collusive output.



measures market power. The model is estimatedrée thtage8.In the first stage, all

parameters describing the structure of the priaggation (1) are estimated using
appropriate econometric techniques. In the sectagksdistributional assumptions on
random conduct term are invoked to obtain consisestimates of the parameters
describing the structure of the two error composeht the third stage, market power
scores are obtained for each firm by decomposiegetitimated residual into a noise

component and a market-power component.

The main contribution of the proposed approaclb@iaithe way the asymmetry
of the composed error term is employed to get Bpreific market power estimates.
While the first stage of our model is standard,ftil®wing stages take advantage of the
fact that the distributiomf conduct term is truncated and is likely to besipeely or
negatively skewed. Though the idea of identificatad structural econometric models
through asymmetries in variance of error term i$ new in applied econometric
literature,” to our knowledge skewness of conduct parametefigopolistic industry

settings is not examined explicitly in most (if oy the previous studies.

The proposed approach can be viewed as belongitinge teame family as Porter
(1983b), Brander and Zhang (1993), and Gallet acttrdgter (1995) who estimate a
regime-switching model where market power entethénmodel as a supply shock. As
in our model, the identification of market power timese studies relies on making
assumptions about the structure of unobservabte &rm. However, while previous
papers estimated the pricing relationship (1) agsg=6; to be adiscreterandom
variable that follows a bimodal distribution (“peievars” vs. “collusion”), heré; varies
both across firms and over time and is treated @manuousrandom term. Therefore,
while the switching regression models can only senmeated when there are discrete
“collusive” and “punishment” phases that are eitbbservable or could be inferred

from the data, our model can be estimated in alesaficregime switche’.The

® As in Porter (1983b), Brander and Zhang (1993)] @ullet and Schroeter (1995), Maximum
Likelihood techniques can be used to estimateaatupeters of the model in a unique stage. Howéngr t
does not allow us to address the endogeneity ishaegappear when estimating the pricing equatign (

" See Rigobon (2003), and references therein.

® The regime switches only occur when a firm's qityaris never observed by other firm and, hence,
deviations cannot be directly observed. This isthetcase in the electricity generating industrglyred

in the empirical section as market participants &exkss to accurate data on rivals’ real-time geioer.



continuous nature of our conduct random term thilsva us to capturegradual

changes in firm behaviodr.

Another feature that distinguishes our paper freavipus studies is the attempt
to estimate @ouble-bounded distribution that imposes both loaret upper theoretical
bounds (i.e., 80;:<1/s) to a continuous random conduct term. To achibigdbjective
we have explored the stochastic frontier litergtlrand adapted the doubly truncated
normal distribution recently introduced by Almarsét al.(2011) to our framework. To
our knowledge, this is the first time the stocha$tontier models are used to measure
market power. Because our model relies on disiobat assumptions on the stochastic
part, firm-specific market power estimates can b&ioed just using cross-sectional
data sets, unlike in previous papers that usededl feffect treatment to estimate firm
average conduct in a panel data framework. Thexetar approach is especially useful
when:i) no panel data sets are availallé) the time dimension of the data set is short;
12iii ) the available instruments are valid when estingaéi common pricing equation to
all observations, but not when we try to estimapasable pricing equations for each
firm; or iv) the assumption of time-invariant conduct is reatsonable.

While economic theory imposes both lower and uppeoretical bounds to the
random conduct term, the skewness of its distiilouis an empirical issue. We argue,
however, that the skewness assumption of the loligion of conduct term is reasonable
because oligopolistic equilibrium outcomes ofteal¢yiskewed conduct random terms
where large (collusive) conduct values are eitless lor more probable than small
(competitive) conduct values. For instance, the idant firm theory assumes that one

(few) firm(s) has enough market power to fix prieeger marginal cost. This market

° Kole and Lehn (1999) argue that for many firms teeision-making apparatus is slow to react to
changes in the market environment within whichpiexates, due to the costs to reorient decision-rsake
to a new “game plan”. In particular, the existingtare or the limited experience of the firm in dgw
restructured markets may be such that strategiesnb@mnce market power may not be immediately
undertaken. In addition, we would also expect gehdhanges in firms conduct in a dynamic framework
if firms are engaging in efficient tacit collusiand are pricing below the static monopoly level amen
there is a high persistence in regimes (Elliso®4)9

9 For a comprehensive survey of this literature, iKeenbhakar and Lovell (2000), and Fried al
(2008).

In particular, our approach is useful in crossisecapplications when there is not prior inforrati
about the identities of suspected cartel membedshemce a benchmark of non-colluding firms is not
available.

12 The fixed-effect treatment is only consistent wiaty panel data sets are available (i.e., asdJ. In
addition, the incidental parameter problem appears,the number of parameters grows with sampke s
(i.e., as N- ).



power is, however, attenuated by a fringe of (smétims that do not behave
strategically*®* The most important characteristic of this equililbni is that the modal
value of the conduct random term (i.e., the mosfdent value) is close to zero, and
higher values ob); are increasingly less likely (frequent). In othmearketsall firms
might be involved in perfect cartel scheme. In sactartel-equilibrium, firms usually
agree to sell “target” quantities, and the resgltnarket price is the monopoly price,
which is associated with the maximum conduct vadug,,6;; = 1/s.. Smaller values of
6 are possible due, for instance, to cheating bebalf This means that the modal
value of the conduct random term in this equilibriits one, with smaller values 6§
increasingly less likelyThat is, firm-conduct is negatively skewéd.general, similar
equilibria that yield asymmetric distributions fbie firm-conduct parameter with modal
values close to zero or to the number of colludimgs may also arise.

We illustrate the model with an application to ti@alifornia electricity
generating market between April 1998 and DecemB@02This industry is an ideal
setting to apply our model because there were bagiterns regarding market power
levels in California restructured electricity matkeduring that period, and detailed
price, cost, and output data are available asudtralsthe long history of regulation and
the transparency of the production technology. Tdasa set allows us to compute
directly hourly marginal cost and residual dematastecities for each firm. We can
therefore avoid complications from estimating dedhand cost parameters and focus
our research on market power, avoiding biasesmamxurate estimates of marginal cost
and residual demarfd. Hence, this data set provides a proper framevoréliscuss
methodological issues and to apply the empiricgdragch proposed in the present
paper. In addition, these data have been usedewigos papers to evaluate market
power in California electricity market. In partiem) Borenstein et al. (2002) and Joskow

and Kahn (2001) calculate hourly marginal costtfar California market and compare

13 This partial collusion equilibrium is reasonahteniarkets with many firms where coordination among
all firms is extremely difficult to maintain as tmember of firms in the collusive scheme is toohhay
other market characteristics make coordinationetqmensive, e.g., markets with differentiated prasluc
41t is well known that secret price cuts (or seaes) by cartel members are almost always a gmobl
in cartels. For instance, Ellison (1994) finds thedtret price cuts occurred during 25% of the tpdasod
and that the price discounts averaged about 208alSe Borenstein and Rose (1994).

15 See Kim and Knittel (2006) using data from theif@atia electricity market. See also Genesove and
Mullin (1998) and Clay and Troesken (2003) for amtions to the sugar and whiskey industries
respectively.



these estimates to wholesale prices. They find, timatcertain time periods, prices
substantially exceeded marginal cost. Wolak (20€drulates the residual demand
based on bidding data in California IndependentesyOperator’'s (CAISO) real-time
energy market. He concludes that the increase mke@hgaower in summer 2000 can be
attributed to firms’ exercise of unilateral markgwwer. Puller (2007) analyses the
pricing behaviour of California electricity generat firms and finds that price-cost

margins varied substantially over time.

Our first-stage results are generally similar tevowus findings of Puller (2007).
The estimated market power values are closer tor@bp;; =1) than to static collusion
(#i=1/s:). We find an increase in collusive behavior offalins above Cournot levels
during the period of price run-up in June — Noven@00, using the residual demand
elasticities based on Puller (2007) but not usheyresidual demand elasticities based
on PX data. The analysis of firm-specific conduatgmeters suggests that realization
of market power varies ovdyoth time and firms, and rejects the assumption of a
common conduct parameter for all firms. Estimatech-Epecific conduct parameters
generally tend to move in the same direction actioss, suggesting that firms pursue

similar market strategies as market conditions ghan

Finally, we use the estimates of firm-specific coctdparameters to clarify the
extent to which firms’ potential for exercising rkat power unilaterally affects their
market conduct. Similar to Wolak (2003) we compilte residual demand elasticities
facing each firm individually on the California Piarket, and use their reciprocals
(Lerner indices) as a measure of the firms’ po&diti exercise unilateral market power.
We find strong negative correlation between Lermglices and estimated conduct
parameters for 3 out of 4 firms during the firstipe of our sample (before entry of
Southern) and for 2 out of 5 firms during the setperiod of our sample. This result
indicates that, for some firms the potential foaliwation of the market power

unilaterally is associated with lower values of te&duct parameter.

The rest of the paper is structured as followsSéttion 2 we describe the
empirical specification of the model. In Sectionv8 discuss the three-stage procedure
to estimate the model. The empirical illustratioh the model using California

electricity data is described in Section 4. Seciawoncludes.



2. Empirical Specification

The traditional structural econometric model ofrke& power is formed by a
demand function and a pricing equation. Becausaneanterested in the estimation of
industry or firm-specific market power scores, wayodiscuss here the estimation of
the pricing equation (1), conditional on observealization of residual demari@lf the
demand function parameters are not known, theyldhmel estimated jointly with cost

and market power parameters.

In this section we develop a simple model wherendirsell homogenous
products (e.g., kilowatt-hours of electricity) amtioose individual quantities each
period so as to maximize their profits. Our modelstatic as we assume that firms
maximize their profits each period without explicibnsideration of the competitive

environment in other period$. Firmi’s profit function in period can be written as:
T = P(Qt)'qit _C(qit ), (2

wheref is a vector of previously estimated demand pararsgtinda is a vector of

cost parameters to be estimated. We assume thet ¢ihoose different quantities each
period and their marginal cost varies across fiams over time.

In a static setting, the firm’s profit maximizatipnoblem is
max  P(Q.B)d, - C(q,.a) . ®3)

The first order conditions (FOC’s) of the staticdsbare captured by equation
(1), that is:

R =mdgq,,a)+g, (6,

'® This is the strategy followed, for instance, byader and Zhang (1993), Nevo (2001) and Jaumandreu
and Lorences (2002).

7 Corts (1999) argues that traditional approachesstisating the conduct parameter from static pgici
equations yield inconsistent estimates of the congarameter if firms are engaged in an effectaastt
collusion. The robustness of the conduct paranmagiproach depends, in addition, on the discounbfact
and the persistency of the demand. Puller (200%9iveke and estimates a more general model that
addresses the Corts critique. The results frormasiing the more general model for the Californiakat
yielded estimates very similar to the static mod#ilis similarity comes from the fact that “Califaan
market [can be] viewed as an infinitely repeatech@avith a discount factor between days very close t
1" Puller (2007, p.84). Our empirical applicatiom €alifornia electricity market as a static model i
therefore sufficient for estimating market powensistently.



where mdq,,0) stands for firm's marginal cost, g, = Rq, /Q#,, and

ne =P'(Q)P/Q is the (observed) elasticity of product demande Wtochastic

specification of the above FOC’s can be obtaineaddding the error term, capturing

measurement and optimization errors:

R =mdq,,a) +g; [6; +V,. (4)

Instead of viewing firm’s behaviour as a structyratameter to be estimated we
here treat firms’ behaviour as a random variabl&il®etaining standard assumption

that the error termy, is i.i.d. and symmetric with zero mean, we also assume@that

follows a truncated distribution that incorporatdse theoretical restriction that
0<6:<1/s:. The distinctive feature of our model is that gtechastic part is formed by
two random variables - the traditionsymmetricerror term,vi, and anasymmetric
random conduct terng;-6;, that reflects the market power. The restrictibat tthe
composecerror term is asymmetric allows us obtaining sejgaestimates ofi; and v
from an estimate of the composed error term.

Our static model can be easily adapted to a dyn&ameework following Puller
(2009). He notices that the dynamic part of the BOE€ common to all firms and,
hence, Corts’ critique can be avoided by estimattiegpricing equation (4) with a set of
time-dummy variables. Because firm’'s dynamic bebwawiis affected by current
demand, expected future demand, and expected fobsts (Borenstein and Shephard,
1996), consistent estimates can be also obtainedephlacing the set of dummy
variables by a function of expected demand andstustks measured relative to current
demand and costé.

Challenges are greater if we want to estimate reergd specification of the
pricing equation that explicitly includes conduetefminants? If conduct determinants
affect both the shape and magnitude of the asynonetndom conduct term, their

coefficients must be estimated using maximum likedid (ML) techniques. However, a

'8 Kim (2006) proposes a similar solution to addr@ssts’ critique. He suggests modelling the conduct
parameter as aore time-invariant conduct parameter, and a (lineancfion of dynamic behaviour’s
determinants, i.e., demand and cost shocks.

19 Because estimating the pricing equation doesewpiire any distributional assumptions on eitheorerr
component, this issue can be easily handled latésee next section) once distributional assumptare
invoked to estimate the structure of the two eromponents, provided first-stage parameters are
consistently estimated.

10



method-of-moments (MM) estimator can still be udet} satisfies the so-callextaling
property, which implies that changes in conduct determimaaitect the scale but not
the shape of4.?° Whether or not the scaling property should holdais empirical
guestion, but if this property cannot be rejecteoine attractive features arise (see
Wang and Schmidt, 2002).

3. Estimation strategy

We now turn to explaining how to estimate theipgaelationships presented in
the previous section. Two estimation methods arssipte: a method-of-moments
(MM) approach and maximum likelihood (ML). The MMpm@oach involves three
stages. In théirst stage, all parameters describing the structuthefpricing equation
(i.,e., cost, demand and dynamic parameters) ar@nastl using appropriate
econometric techniques. In particular, because soegeessors are endogenous, a
generalized method of moments (GMM) method shoeléimployed to get consistent
estimates in this stagé.This stage is independent of distributional asgionp on
either error component. In tleecondstage of the estimation procedure, distributional
assumptions are invoked to obtain consistent estgnaf the parameter(s) describing
the structure of the two error components, conaiioon the first-stage estimated
parameters. In théhird stage, market power scores are estimated for fanhby
decomposing the estimated residual into an erron-tomponent and a market-power

component.

The ML approach uses maximum likelihood technigieesbtain second-stage
estimates of the parameter(s) describing the sireicbf the two error components,
conditional on the first-stage estimated parametitrsan be also used to estimate

simultaneously both types of parameters, if theogedous regressors in the pricing

% The scaling property corresponds to a multiplieatiecomposition o, into a scaling function h{zp)
times a random variable; uhat does not depend or, zZvhere z is a vector are of firms’ behaviour
covariates. An alternative that has sometimes lgeposed in the literature on frontier production
functions (Huang and Liu, 1994; Battese and Co&Ri95) is an additive decomposition of the form
0i(z,9) = h(z,$) + 7. However, this can never actually be a decommusiinto independent parts,
becaus#(z;,d) > 0 requireg;; < h(z,$).

%l The GMM estimator has the additional advantager dWe in that it does not require a specific
distributional assumption for the errors, which mmkthe approach robust to nonnormality and
heteroskedasticity of unknown term (Verbeek, 2@0Q,43).

11



equation are previously instrumented. In this c#se ML approach combines the two

first stages of the method of moments approachant

While the first-stage is standard in the NEIOrhtere, the second and third
stages take advantage of the fact that the condutis likely positively or negatively
skewed, depending on the oligopolistic equilibritimat is behind the data generating
process. Models with both symmetric and asymmeticdom terms of the form in
Section 2 have been proposed and estimated in tthehastic frontier analysis

literature??

3.1. First Stage: Pricing Equation Estimates

Let us rewrite the pricing equation (4) as:
R =mdq,,a)+g, [0+, (5)

wherea is the vector of cost parametéfsd =E(&) can be interpreted as a measure of

the industry market power, and
Ei =V T 0y [ﬂ@n _9}' (6)

The possible endogeneity of some regressolislead to least squares being
biased and inconsistent. This source of inconsigtean be dealt with by using GMM.
Though first-step GMM parameter estimates are stersi, they are not efficient by
construction because thw’'s are not identically distributed. Indeed, assugnihat &;
andv; are distributed independently of each other, #msd moment of the composed

error termcan be written as:
E(gif) = Uvz + gif wez’ (7)

whereE(w?)=a?, andVar(&)=o¢. Equation (8) shows that the error in the regossi

indicated by (5) is heteroskedastic. Therefore fagient GMM estimator is needed.

2 See, in particular, Simar, Lovell and Vanden EetK4994), and the references in Kumbhakar and
Lovell (2000).

% |n the empirical illustration below we include ammy variable for binding capacity constraints that
helps explaining the differential of prices overrgiaal costs. This variable is interpreted hereaas
determinant of marginal cost.

12



Suppose that we can find a vector rafinstrumentsM;; that satisfy the following

moment condition:
E[M, ¢,] = E[M, (R -mdq,.a) - g, B)] = E[m, (a.6)] = 0. (8)
The efficient two-step GMM estimator is then thegmaeter vector that solves:
(2.6)=argmin[z,z,m, (@,6)W[z,5m, (@.6)], ©)

whereW is an optimal weighting matrix obtained from a sistent preliminary GMM

estimator’

3.2. Second Stage: Variance Decomposition

The pricing equation (5) estimated in the firstgstas equivalent to standard
specification of a structural market power econometnodel, where an industry-
average conduct is estimated (jointly with othemdad and cost parameters in most
applications). As we mentioned earlier in the idtrction section, our paper aims to
exploit the asymmetry of the composed error tere,(the skewness of the conduct
random variable) to get firm-specific market povestimates in the second and third

stages. These stages therefore are central tonalysss.

In the secondstage of the estimation procedure, distributicasgdumptions are
invoked to obtain consistent estimates of the patar(s) describing the variance &f
andv; (i.e., 0g anda,), conditional on the first-stage estimated paransetThis stage is
critical as it allows us to distinguish variationmarket conduct, measured &y from
variation in demand and costs, measuredpyWe can estimate, andog using either
MM or ML. ® Given that we have assumed a particular distdbufor the conduct
term, the ML estimators are obtained by maximizimg likelihood function associated

to the error termg, =v, +g,0, that can be obtained from an estimate of the-first

stage pricing equation (5).

24 This optimal weighting matrix can take into accbbath heteroskedasticity and autocorrelation ef th
error term.

5 Olsonet al (1980) showed that the choice of estimator (Mtsue MM) depends on the relative values
of the variance of both random terms and the sarsgle. When the sample size is large (as in our
application) and the variance of the one-sidedreroonponent, compared to the variance of the noise
term, is small, then ML outperforms MM in a meantaigd error sense.

13



The MM estimators are derived using the secondtlaind moments of the error

term & in equation (5)°° The third moment of; can be written as:
E(e) = o7 (E[(6, - 6| (10)

Equation (10) shows that the third momenigpfs simply the third moment of

the random conduct term, adjusted gy That is, while the second moment (7)

provides information about botby, and ogg, the third moment (10) only provides
information about the asymmetric random conduchtédow, if we assume a specific
distribution for &, we can infelog from (10), and thew, from (7).In practice, the MM
approach has two potential problems. First, it asgible that, given our distribution
assumptionsg; has the “wrong” skewness implying a negatige The second problem
arises wherg; has the “right” skewness, but the implieglis sufficiently large to cause
0,<0.Because earlier versions of the present studytesbul negative values using the
MM approach in some time-periods and specificatioms$Section 4 we only report the

results using the ML approach.

Whatever the approach we choose in the preseng,steg need to choose a
distribution for g;. The selected distribution for the random condeamn reflects the
researcher’'s beliefs about the underlying oligatmi equilibrium that generates the
data. Therefore, different distributions for thendact random term can be estimated to
test for different types of oligopolistic equiliom. The pool of distribution functions is,
however, limited as we need to choosamapledistribution for the asymmetric term to
be able to estimate the empirical model, while s§gtig the restrictions of the
economic theory The need for tractability prevemsfrom using more sophisticated
distributions that, for instance, would allow us rmdel industries formed by two
groups of firms with two different types of behawipi.e., an industry with two modes

of the conduct term.

The distribution for the asymmetric term adoptedhis study is thedouble-
boundeddistribution that imposes both lower and upperothcal bounds on the

values of the random conduct term, i.es¢1/s;. In doing so, we follow Almanidist

% Note thatg, is simply the error term in equation (5), p®, and hence botl, and ¢, have the same
third moments.
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al. (2011) who propose a model where the distributibrithe inefficiency (here, the
conduct) term is a normal distribution A\g,) that istruncated at zero on the left taid

at 1/s; on the right taif” The model is estimated by maximizing a well-dedfine
likelihood function associated to the error termattban be obtained from an estimate of
the first-stage pricing equatish.

As it is well known in the stochastic frontier léure, neglected
heteroskedasticity in either or both of the twod@m terms causes estimates of
inefficiency (here, the market power scores) tbilased® To address this problem we
propose estimating our model allowing for firm-sfiecand/or heteroskedastic random
terms. In particular, we extend the classical haredastic model by assuming that
variation in the error term is an exponential fumrctof an intercept term, the day-ahead
forecast of total demand and its square (i.e., K@), that are included in the model in
order to capture possible demand-size effects, andector of days-of-the-week
dummies (DAY). These variables allow for time-vayiheteroskedasticity in the error
term. In addition, firm-specific dummy variablesIRM) are included to test whether
variation of the error term is correlated with (beervable) characteristics of

firms/observations. Therefore, the variation in tioése term can be written in logs®s:

Ino

v,it

7 N
=1, +T,FQ, +1,FQ] + ) m,-DAY, + > &,-FIRM, . (11)
d=2

i=2
Regarding the conduct random term, we assume thatariation is also an
exponential function of several covariates. Becdhseupper bounds are firm-specific,
we should expect a higher variationédpfor those firms with lower market share, and
vice versa. For this reason, we inclugeas a determinant of variation in market

conduct and we expect a negative coefficient far vhariable. Since Porter (1983), who

2" Table A.1 and Figure A.1 in the technical appenitlixstrate the density function of this double-
bounded distribution.

%8 An important caveat in estimating doubly truncatedmal models is whether it is globally identifiab
Almanidis et al. (2011) show that when both the maad the upper-bound of the pre-truncated normal
distribution are estimated simultaneously, and dbmbination of these two parameters yield a (post-
truncated) symmetric distribution identificationoptems may arise. Fortunately, these problems kanis
in a structural model of market power because gperbound is fixed by the theory and it does reatch

to be estimated in practice.

9 See Kumbhakar and Lovell (2000), for more detilsut this important issue in the stochastic feamti
analysis framework.

% In empirical application we have scaled the dagaahforecast of total demand dividing it by its péen
mean in order to put all explanatory variables gimilar scale.
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estimates a regime-switching model, there is aelargdition in the empirical industrial

organization literature that extended Porter’s nhbgeadding a Markov structure to the
state (i.e., discrete) random variable capturingogs of either price wars or collusion
(see, for instance, Ellison, 1994, and Fabra and,T2005). Under this structure, the
regimes are not independent and they are corretatedtime, so that a collusion state

today can be likely to lead to another collusiatesnext day.

Although imposing an autoregressive structure encitnduct ternd); might be
a more realistic assumption, in this study we siisume thaf; is independent over
time. There are two reasons for doing so. Firstunmodel, random conduct parameter
Oy varies across both firms and over time, and ist&e as a continuous random term
that, in addition, it is truncated twice. This make difficult to allow for correlation
over time in the random conduct term. In a finitetess framework, the model can be
estimated by maximizing the joint likelihood furanti of viy andé;; if a Markov structure
is not imposed. When this structure is added, timeputation of the likelihood function
of the model is much more complicated becausecéssaties to integrate 0@, ... fiir.
Several filtering methods have been proposed (Eanilton, 1989) to make tractable
the likelihood function, and to jointly estimatesthidden states and the parameters of
the model. As pointed out by Emvalomatisal. (2011), these filtering methods cannot
be easily adapted to a continuarsd non-negative random variable. For instance, the
traditional Kalman filtering techniques cannot [sed in our framework when the latent
variable (here ;) is not normally distributed, and a one-to-one,n-tinear
transformation of; should be used before puttidg in an autoregressive form. It is
clearly out of scope of the present paper to exthedproposed approach to double
truncated random variables. Second, Alvageal. (2006) pointed out that we can still
get consistent parameter estimates if the corogladf unobserved conduct term over
time is ignored. The justification is based on asmaximum likelihood argument,
where the density of a firm'’s efficiency scoreiatdt, could still be correctly specified,

marginally with respect to the efficiency scorgnevious periods.

Although we do not explicitly incorporate autoreggie specification of

unobserved conduct terfly, we do attempt to control for observed past bahavin
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some target variabléd.In particular, and following Fabra and Toro’s (8p@pplication

to the Spanish electricity market, we include thgged first-difference of market
shares, i.e.ASt1=St1-St-2, as a target variable A negative valueAsf; indicates that
other strategic rivals have got yesterday a higharket share than the day before. If
the increase in rivals’ market share is taken agyaal of weakness of a potential tacit
collusion arrangement among firms, it might encgardirm i to behave more
aggressive next day. If this is the case, we sha&xlpect a positive sign of the
coefficient associated to this variaBfeHence, our final specification of the conduct

variation is:

= Uy +U;S; + VA8, + Zci'FIRMi (12)

3.3. Third Stage: Obtaining Firm-Specific Marketwo Estimates

In the third stage we obtain the estimates of nigkever for each firm. From

previous stages we have estimatesgpf=v, +g,0, =v, +8,, which obviously

it
contain information o;. The problem is to extract the information tiggtcontains on
f¢. Jondrowet al. (1982) face the same problem in the frontier potidn function
literature and propose using tbenditionaldistribution of the asymmetric random term
(here67it) given the composed error term (hé&tg). In the technical appendix, Table A.2
we provide distributional assumptions for the atiedy form forE(®, | £,), which is

the best predictor of the conduct term (see Kumahakd Lovell, 2000, and Almanidis

%1 Since these variables in a regime-switching fraor&wmainly affect the probability of starting a qi
war, they are label as “trigger” variables or “trggs”. We prefer using the term “target” becausetin
model we do not have collusion and price-war reginaad hence we do not have to estimate transition
probabilities from one discrete regime to another.

%2 We have also included other variables in ordecapture the influence of past behaviour on actual
market conduct. In particular, we have also usedkwgifferences and other lags of the first-diffares

of market shares. Following Ellison (1994) we halso created more sophisticated target variabled s
as, deviations with respect it predicted valuengighe average of the same variable for the previou
seven days. The results were almost the same s tiibained usings;. ;.
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et al.,2011)> Once we have a point estimator #pr the conduct parametéx can be

obtained using the identigy = 6, / g, .**

4. Empirical Application to California Electricity Market

In this section we illustrate the proposed approath an application to the
California electricity generating market. This ketr was opened to competition in
1998 allowing firms to compete to supply electyicib the network. The wholesale
prices stayed at “normal” levels from 1998 to M&0@, and then skyrocketed during
summer and fall 2000, resulting in the breakdowrhef liberalized electricity market
by the end of 2000. While the California electgcitrisis was a complex situation
affected by a number of factors, such as poor vdladdemarket design, absence of long-
term contracting, unexpected increase in generatipat costs, and hike in end-use
electricity demand due to unusually hot weathenumber of studies pointed to the
evidence of significant market power in this restmued market. Borenstein (2002) and
Wolak (2005) are two excellent surveys of the @afifa electricity market

restructuring disaster.

Our empirical application analyzes the competitivehavior of five strategic
large firms from Puller’'s (2007) study of monopgigwer in California restructured
electricity markets using the same sample periomr(fApril 1998 to November 2000).
Following Borensteinet al. (2002), Kim and Knittel (2006), and Puller (200We
define five large firms that owned fossil-fueledngeators (AES, DST, Duke, Reliant
and Southern) as ‘strategic’ firms, i.e., pricingcarding to equation (1). The
competitive fringe includes generation from nuclednydroelectric, and small
independent producers, and imports from outsidédzala. Puller (2007, p.77) argues
that these suppliers were either relatively smalddiol not face strong incentives to

% Both the mean and the mode of the conditionatitlision can be used as a point estimator for the
conduct term’ﬁit . However, the mean is, by far, the most employettié frontier literature.

3 Although én is the minimum mean squared error estimaté, pfnd it is unbiased in the unconditional
sense E®, -6,)=0], it is a shrinkage off; toward its mean (Wang and Schmidt, 2009). An

implication of shrinkage is that on average we wilerestimateé; when it is small and underestima#e
when it is large. This result, however, simply eefs the familiar principle that an optimal (coralial
expectation) forecast is less variable than thm teging forecasted.
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influence the pric& Other studies (Bushnell and Wolak 1999, Borensé¢ial 2008),
however, find that competitive fringe occasionaltj]d have incentives to act
strategically and bid elastic supply and deman&dales to counter exercise of market
power by the strategic firms. Because electricityage is prohibitively costlyf both
strategic and non-strategic firms had to producguantity equal to demand at all
times>’ The five large firms and a competitive fringe haieted daily in a market where
rivals’ costs were nearly common knowledge, whiokated strong incentives for tacit
collusion (Puller, 2007). And the residual demaad dlectricity was highly inelastic,
which, given institutional weaknesses of CalifornRower Exchange, allowed

individual firms to raise prices unilaterally (W&le2003).

We first carry out a standard econometric exeraisd estimate consistently by
GMM the parameters of the pricing equation (1)pérticular, and in order to be sure
that our first stage is sound, we try to reprodBadler’'s (2007) results, using the same
dataset, and the same specification for the prieiggation (1), and the same set of
dependent and explanatory variabfesinlike Puller (2007) we use a different estimate
of the elasticity of residual hourly demand funotiof the five strategic firms. This is

because Puller (2007) does not observe actualuasttemand schedules. Instead, he

3 Specifically, Puller (2007) argued that independamd nuclear units were paid under regulatory side
agreements, so their revenues were independertteofottice in the energy market. The owners of
hydroelectric assets were the same utilities tleaevalso buyers of power and had very dulled ircest

to influence the price. Finally, firms importinger into California were likely to behave compety
because most were utilities with the primary resaility of serving their native demand and them gy
exporting any excess generation.

% One of the ways of storing electricity for loaddring is through pumped-storage hydroelectricity.
The method stores energy in the form of water, prdnfrom a lower elevation reservoir to a higher
elevation. Low-cost off-peak electric power is usedun the pumps. During periods of high electrica
demand, the stored water is released through ®skim produce electric power. In California, thisra
significant amount of hydropower including some jpach storage. Notwithstanding relative abundance
pumped storage in California, it's potential fomtbbalancing is limited as hydropower schedules are
relatively fixed in part due to environmental (Iélw maintenance, etc.) rules.

3" Modelling of market power in wholesale electricibarkets becomes more complex if firms forward-
contract some of their output. As Puller (2007,5p.80tes, in the presence of unobserved contract
positions the estimate of conduct parameters wdnddbiased. This was generally not an issue in
California wholesale electricity market during sdenperiod. As Borenstein (2002, p. 199) points out,
“Although the investor owned utilities had by 20@@eived permission to buy a limited amount of powe
under long-term contracts, they were [...] still prang about 90 percent of their “net short” positio
[...] in the Power Exchange’s day-ahead or the sysiperator’s real-time market. Puller (2007, p. 85)
argues that “there is a widespread belief thafid02Duke forward-contracted some of its productiti.
data on contract positions were available, onedcoatrect this bias by adjusting infra-marginaksaby

the amount that was forward-contracted. Unfortugatas in earlier studies on market power in
California wholesale electricity market the contrpasitions are not observable in our dataset.

3 Careful description of the dataset can be fourttiéntechnical appendix of Puller (2007, pp.86-87).
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estimates the supply function of competitive fringed calculates the slope of the
fringe supply, “which has the same magnitude buiogfie sign of the slope of the
residual demand faced by the five strategic firnjBuller 2007, p. 78). This is
problematic because Puller’'s (2007) estimates anmect if and only if the fringe firms
act non-strategically (i.e., bid perfectly inelassupply and demand schedules). As we
noted above, this assumption is questioned by abeumf studies. Instead we use the
estimates of residual demand elasticities basedatunal bids from California Power
Exchange (PX) as suggested by Wolak (2003). Fompeonison purposes we also report
the results based on Puller's (2007) elasticitymestes using the same definition of

strategic/non-strategic firms.

After estimating the parameters of the pricingagoun, we carry out the second
and third stages assuming particular distributifmmsthe conduct random term, all of
them imposing the conduct term to be positivel less than the number of strategic

firms.

4.1. Pricing Equation and Data

Following Puller (2007, eq. 3) the pricing equattonbe estimated in the first

stage of our procedure is:

(P-ma), = a [CAPBIND, +HGM+£ (13)

”Stratt
where a and &=E(§;) are parameters to be estimatBdis market pricemg; is firm’s
marginal costsg; is firm’s output,CAPBIND; is a dummy variable that is equal to 1 if
capacity constraints are binding and equal to @mitise, andd’at, is total electricity
supply by the strategic firms angPsyai;is the elasticity of residual hourly demand

function of the five strategic firms.

We use hourly firm-level data on output and margaust. As in Puller (2007),
we focus on an hour of sustained peak demand fram& p.m. (hour 18) each day,
when inter-temporal adjustment constraints on #e at which power plants can
increase or decrease output are unlikely to bintlowing Borensteiret al. (2002), we

calculate the hourly marginal cost of fossil-fulgatricity plants as the sum of marginal
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fuel, emission permit, and variable operating araintenance costS.We assume the
marginal cost function to be constant up to theacdp of the generator. A firm’s
marginal cost of producing one more megawatt hduelectricity is defined as the
marginal cost of the most expensive unit that itoperating and that has excess
capacity.

Our measure of output is the total production bgherm’s generating units as
reported in the Continuous Emissions Monitoringt&ys (CEMS), that contains data
on the hourly operation status and power outputossil-fuelled generation units in
California. We use the California Power ExchangX)(Eay-ahead electricity price,
because 80%—-90% of all transactions occurred ifP¥ePrices vary by location when
transmission constraints between the north andhsbind?® Most firms own power
plants in a single transmission zone, so we us&X adhal price. Table A.4 in the

technical appendix reports the summary statisticalt these variables.

We compute the value of the residual demand eigsfiacing the five large
suppliers evaluated at the hourly market clearingep P,, as described in Wolak
(2003). We first compute the aggregate demand flectrecity in the PX day-ahead
energy market and subtract from that the total atheupplied at different prices in the
neighborhood of th®;, by all market participants besides five stratdgims. As the
resulting residual demand curve is a step functtomputing the slope of the residual
demand curve at th&, involves some approximation. Wolak (2003) argukes t
approximation of the step function is reasonablyuaate as there are large numbers of
steps in the residual demand curve, particularlyhim neighborhood of the market-
clearing price. To compute the slope of the redideanand curve at the hourly market-
clearing price, we find the closest price ab&esuch that the residual demand is less
than the value &y, Following the notation in Wolak (2003), IB(low) be this price,
and DRsyai{Pn(low)) be the associated value of the residual daemtacing five
strategic firms aPy(low). Next, we find the closest price beld® such that residual

%9 We do not observe the spot prices for naturalfga€alifornia hubs in 1998 and 1999, and use price
from Henry Hub instead. The difference between nadtyas prices between these hubs before 2000 (for
which we have the data available) was relativelgls(see Woo et al., 2006, p. 2062, Fig. 2).

“9 An important implication of transmission congestids that they cause the slope of residual derfmnd
differ for firms in the north and south of Califéan Puller (2007) estimated his model based on a
subsample of uncongested hours and found smalletuch parameter estimates relative to full sample
(though his qualitative conclusions did not chan@®)r choice of residual demand elasticities based
PX data (see below) captures the effect of trar@amnsconstraints.
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demand is greater than the valu€’@tLet Py(high) be this priceand DRtrat {Prn(high))
be the associated value of the residual demandddoie strategic firms alPy(high).
The elasticity of the residual demand curve fading strategic firmsjointly during
hourh at priceP;, is equal to the arc elasticity, compused

DRy (B (high)) = DRy, (R, (low))
P, (high) — P, (low)
P. (high) + P, (low) : (14)
" DR,on (P (high)) + DR, (R, low))

D —
”strat,h -

Following Wolak (2003) we sd®,(low) andPy(high) equal to $1 below and abave **
For comparison purposes we also replicate Pull@®7) residual demand elasticity
estimates to compute the expected value of theorancbnduct term. Puller (2007)

computes residual demand elasticity as

/7 b stratt = BQfSringe,t /sttrat,t ’ (15)

P

+ is
Pt eringe,t

WhereQSfringe,t is electric power supply by the competitive fringed [;’ =

the price elasticity of the fringe supply. We obhtdhe estimates oﬁ’ from Puller

(2007, Table 3, p. 83).

Figure A.2 in the technical appendix shows caledlgrice-cost margins. This
figure is almost identical to Figure 1 in PullelO(Z), and shows that margins vary
considerably over sample period. They are also dnigluring the third and fourth
quarters of each year, when total demand for étégtris high. Figure A.3 in the
technical appendix shows variation across timédnefresidual demand elasticities based
on California PX bidding data and from Puller (2RO&hile both series exhibit similar
trend, the elasticities based on PX data are ceraitly higher (in absolute terms) and
more volatile. We next analyze the extent to whayher margins resulted from less
competitive pricing behavior rather than from leksstic demand.

4.2. Pricing Equation Estimates

“l Wolak (2003) notes that this procedure does noaraptee that the difference between
DRsyrat {Pn(high)) and DRyt (Pr(low)) is positive and therefore can produce zero vadljey,Dst,at,t. We
used $0.50, $1, and $5 to determiglow) and Py(high), and, similar to Wolak (2003), did not find
noticeably different distributions of honzero vadief nDstrat,t.
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This section describes estimation results of pg@quation (5), which result in
the first-stage parameter estimates. We considéereint specifications, estimation
methods, and time-periods. First, we estimate enu#b) using elasticities of residual
demand, calculated based on PX data and basedlerig?(2007) estimates.

Second, we allow for output to be an endogenousiaras the error tergy in
(5) could include marginal cost shocks that areepkes by the utility’? To account for
endogeneity of output we estimate equation (5)Hey drdinary least squares (OLS),
treating Pi-qi/Q%yar: (hereafterx;) as exogenous variable, and by GMM using
instruments fox;. We use four instruments fag: the inverse of the day-ahead forecast
of total electricity output, HQ;, the dummy variable for binding capacity constisin

CAPBINDy, the ratio of one week lagged output to curreripou Q,_,/Q, , andfirm’s

generation capacity;. The first two instruments are from Puller (2067yVe assume
that the ratio of one week lagged output to cureartput is exogenous based on the
standard argument in economic literature that uhptable random variables do not
affect realizations of firms’ past planning decigqHall, 1988). We assume that firm’s
generation capacity is orthogonal to the error tbewause it can be viewed as a quasi-
fixed variable, independent of current levels otmgion. We then perform Hansen’s
(1982) J test, F-test for weak instruments (Staiger and Stock, 199w Hausman’s
(1978) specification test to test for overidentifyirestrictions, instruments’ strength,

and consistency of the OLS estimates.

Finally, we estimate equation (6) over two peria@scribed in Puller (2007).
The first period from July 1998 to April 1999 cosefour strategic firms (AES,
DST/Dynegy, Duke, and Reliant). The second periminf May 1999 to November

2000 covers five strategic firms following Southertry**

“2 puller (2007) makes similar point.

“3 puller (2007) adopts the day-ahead forecast af &ectricity output, rather than it's inverse. \tle

not use the day-ahead forecast of total electrmitiput here as an instrument because it failedsetas
(1982)J test. Notwithstanding this difference, the ecorointerpretation of using this instrument is the
same as in Puller (2007).

“4 puller (2007) also reports estimates for the piefiom June 2000 to November 2000, which covers the
price run-up preceding collapse of California Idlered electricity market. We chose not report ¢hes
estimates because though the incentives of soméemmgarticipants changed during this period
(Borensteiret al. 2008), the market structure itself was not fundatally different.
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Table la. Pricing equation estimates (July 1, 1998 - Ap#i] 1999)

Dependent variabléP-mc); No. of strategic firms: 4; Method: OLS and TwegsGMM®

Elasticities based on Puller (2007)

Elasticitiasdd on PX bids

Explanatory variables Coef. oLS GMM oLS GMM®
CAPBIND A -4.98 10.74 36.67" 8.11
(3.70) (4.21) (6.08) (10.63)
X = R A/ Qe 6 1.42" 0.95" 0.125" 0.74"
(0.07) (0.06) (0.04) (0.11)
Observations 864 864 864 864
Mean of the dependent variable 8.56 8.56 8.56 8.56
Standard error of residuals 13.14 14.18 20.28 £8.3
Hausman tesf’ 61.4" 41.647
Hansen tes? 4.48 1.78
Test for weak instrument§ 226.5" 32.6"

Notes:

Kk | AR

@ Standard errors robust to heteroskedasticity immthesis.(")(™") stands for statistically significance at 10%(5%4}).

®) InstrumentsCAPBIND, ki, 1/FQ , where FQ is day-ahead forecast of total (pdyfétlastic) demand arkj is capacity.

©) Both Hausman and Hansen tests follow’ aistribution with 1 degree of freedom. The Hausrtest is sometimes based in only one parameter in
order to provide a positive value. The test for kvestruments follows F distribution with 2 and &8) degrees of freedom.



Table 1b. Pricing equation estimates (April 16, 1999 — Naber 30, 2000)
Dependent variabléP-mc); No. of strategic firms: Sylethod: OLS and Two-step GMf@

Elasticities based on Puller (2007)

Elasticitiasddl on PX bids

Explanatory variables Coef. OLS GM OLS GMM®
CAPBIND, A -5.16 30.01 76.591" 50.39"
(4.19) (6.69) (10.78) (13.19)
X = R G/ Mouter Qs 0 1.363" 0.80" 0.065" 1.05"
(0.059) (0.034) (0.021) (0.123)
Observations 2300 2300 2300 2300
Mean of the dependent variable 18.43 18.43 18.43 8.431
Standard error of residuals 27.83 34.80 57.69 60.7
Hausman tesf” 20.51" 66.28"
Hansen tes? 0.65 1.41
Test for weak instrument§ 412.5" 716"

Notes:

@ Standard errors robust to heteroskedasticity inmihesis. *(**)(***) stands for statistically sigficance at 10%(5%)(1%).

®) InstrumentsCAPBIND, k;, Q(-7)/Q where Q(-7) is total demand lagged one week kaigicapacity.

©) Both Hausman and Hansen tests follow’ aistribution with 1 degree of freedom. The Hausrtest is sometimes based in only one parameter in
order to provide a positive value. Test for weadtruitments follows F distribution with 2 and (obsd&grees of freedom.



Tables 1a and 1b summarize the specification, asitm and fit of the pricing
equation (5) using different set of instruments aattulated elasticities of residual
demand, over the periods analyzed in Puller (208If estimated values of the conduct
parameter are statistically significant from z€efbe results of Hansen&test andr-
test for weak instruments indicate that the chasstruments are generally v&ird
whereas Hausman'’s (1978) specification test indgc#that the OLS results are biased
and inconsistent. The size of this OLS bias, (mesisby the difference between OLS
and GMM estimates) is large indicating a significaarrelation between the term

and unobserved error term.

The columns 4 and 5 of Tables 1a and 1b showsdtmated coefficients for
the pricing equation (5) using residual demandtieiéies calculated based on PX data.
The GMM estimates of the conduct parameter arescgirilar to those obtained by
Puller (2007). Compared to Puller's (2007) estimdsze columns 2 and 3 of Tables 1a
and 1b), the estimated value of the conduct pammetsmaller over the period from
July 1998 to April 1999 (0.74 vs. 0.95) and largeter the period May 1999 to
November 2000 (1.05 vs. 0.80). However, in botresast is not statistically different
from Puller’s (2007) estimate of 0.97.

4.3. Variance Decomposition

Once all parameters of the pricing equation (5) esémated, we can get
estimates of the parameters describing the stmictdirthe two error components
included in the composed random ters (second-stage). Conditional on these
parameter estimates, market power scores can e efigmated foreach firm by
decomposing the estimated residual into a noisepooent and a market-power
component (third-stage).

Following the discussion in the section 3.2, toagbtthe estimates of the
parameters describing the structure of error coraptsnwe first need to specify the
distribution of the unobserved random conduct téie. must also impose both lower
and upper theoretical bounds on the values ofghdam conduct term, i.e.<@:<1/s:.

%> Chosen Instruments fail Hansen’s J test at 5% lefysignificance over the period from July 1998 -
April 1999 using residual demand elasticities cltad based on Puller's (2007) estimates.



Table 2. Second-stage Parameter Estim&es.

Elasticities based on Puller (2007) Elasticities based on PX bids
Component / Parameter July, 1998 —April, 1999 April, 1998 —November, 2000 July, 1998 —April, 1999 April, 1998 -November, 2000
Symmetric component, o,
Intercept 1.14 (0.07) 1.88 (0.04) 2.27" (0.03) 3.62" (0.02)
FQ -1.827 (0.45) -1.26° (0.20) 3.78" (0.16) 5.04" (0.04)
0.5-FQ 11.77 (2.81) 3.35° (1.27) 3.28" (0.87) 251" (0.58)
Dost 0.03 (0.07) 0.29 (0.06) 0.01 (0.04) 0.05" (0.02)
Dbuke -0.18" (0.07) 0.47° (0.05) -0.07 (0.04) -0.01 (0.02)
DhReliant 0.10 (0.08) 0.05 (0.05) 0.01 (0.04) 0.02 (0.02)
Dsouthern -0.37" (0.07) -0.14” (0.02)
Diuesday 0.23 (0.15) 0.25 (0.11) -0.19 (0.16) -0.96" (0.08)
Duednesday 0.74” (0.10) 0.17 (0.20) 0.44" (0.12) -0.47" (0.06)
Dihuersday 0.58" (0.13) 0.22 (0.112) 0.417 (0.10) -0.26" (0.05)
Drriday -0.23 (0.24) -0.09 (0.12) -0.40° (0.20) 0.01 (0.04)
Dsaturday 0.32 (0.31) 0.07 (0.13) -0.17 (0.20) -0.51" (0.05)
Dsunday 0.19 (0.30) 0.16 (0.14) -0.60” (0.18) -0.117 (0.05)
Awmmetric Component, (o}
Intercept 0.78 (0.13) 1.22" (0.09) 0.86" (0.31) 1.12" (0.25)
St -2.59" (0.39) -6.45" (0.37) -3.33" (0.78) -6.23" (1.06)
Dost 1.69" (0.15) -0.15 (0.07) 1.06~ (0.33) -0.49 (0.30)
Douke 0.43" (0.15) -0.08 (0.08) 0.61" (0.30)
Dreliant 0.16 (0.10) -0.04 (0.07) 0.12 (0.27) -0.13 (0.24)
Dsouthern 0.08 (0.07) 0.58" (0.16)
St1-St2 0.17 (0.49) -0.19 (0.45) 1.22 (1.29) 0.85 (1.12)
Mean log-likelihood -3.24 -3.93 -3.77 -5.03
Observations 864 2300 864 2300

Note: ® Standard errors in parenthesis. *(**)(***) stanis statistically significance at 10%(5%)(1%).



To achieve this objective, we consider the doubiyn¢ated normal model
introduced by Almanidiset al. (2011) that allows us to impose both theoretical
restrictions’® For robustness grounds, several specificationthefdoubly truncated
normal model were estimated, corresponding to miffelevels ofu, i.e., the mean of
the pre-truncated random term that, after trunoatields 6;. For all models, we
examine the values @fequal to 0, 1, and 2 because the value of theumnmhrameter
estimated in the first stage of our procedure aaiad one. We then estimate the model
using maximum likelihood and choose the preferecell of truncation based on the
lowest value of the Akaike information criterionI() from estimated specifications. In
the technical appendix, Table A.4, we show theltesi the test to select the value of
the mean of the pre-truncated normal distributipn, Table A.4 in the technical
appendix shows that the preferred level of truocais O across all specifications. This
implies that the conduct random term can be modes#ag the truncated half normal

distribution that assumes zero modal valué;of

Table 2 describes the parameter estimates of thielgltruncated normal model

describing the structure & andv; (i.e., g,and o,) across different specifications,

conditional on the first-stage estimated parametérsall cases, the variance of
asymmetric component (the conduct term) is lowantthe variance of the symmetric
component (traditional error term). This outcomdicates that both demand and cost
random shocks, which are captured by the traditienar term, explains most of the

overall variance of the composed error teom,

In all models we reject the hypothesis of homosstdavariation in both the
noise term and the conduct term (see Table A.Bantéchnical appendix). Many of the
day-of-the-week dummy variables are statisticalignificant in most periods. As
expected, variation in conduct decreases with firmasrket shares,i;s The coefficient
of the target variablés;; is not significant at all in all periods and usielgsticities

based either on Puller or PX bids. This result abust to the inclusion of other

“6 To measure the convenience of using double-boudidbutions in practice, in previous versions of
the present paper we also estimated the traditibaHtnormal distribution, which only imposes the
conduct term be positive. The market power scooedhfe half-normal distributions were, on average,
much higher than the upper-bound indicated by lieery, indicating that the one-sided specificatjon
traditional in the stochastic frontier literatusdould not be used in the present application,thaedry-
consistent double-bounded distributions need tedtienated.



alternative variables to capture the influencehefpast behaviour on the present market
conduct, such as week-differences and other lagtheffirst-differences of market
shares. The coefficient of dummy for DST in the duoet term part of the model has a
large positive and significant coefficient in thesf period. This result and the fact that
the average market share of DST in the first pesaduch less than the average market
share of its rivals explain our subsequent findingt DST market power scores are

much higher than those obtained for the otheresiratfirms.

4.4. Firm-specific market power scores

Based on the previous estimates, the third stdgesus to obtain firm-specific
market power scores. Table 3 provides the arittimatierage scores of each firm
obtained using ML estimates of doubly truncatedmmadr model. For comparison

purposes we also report the firm-specific estimatduller (2007).

Table 3 illustrates several interesting points #ratworth mentioning. First, like
in Puller (2007), the estimated firm-level valuégte conduct parameter are closer to
Cournot @i =1) than to static collusiord{ =1/s;) across all specifications. A notable
exception is DST, whose average market power sisoreuch larger than the other
averages during this period. Puller (2007, p.8ddgisimilar result and argues that from
these high conduct parameter estimates may resumit incomplete quantity data for
some of Dynegy’s small peaker units. Unlike Pu(2907), we do not find an increase
in market power if we compare the average valuekarfirst period with those obtained

in the second, regardless of which residual denedasticity measure we use.

Second, we find notable differences among utilitteserms of market power.
This suggests that assuming a common conduct psanie all firms is not
appropriate. For instance, firms with smaller marishares (e.g., DST) have
consistently higher market power scores, whereassfwith larger market share (e.g.,
Duke) have consistently lower market power scocesppared to other firms. These

results seem to indicate that the traditiondisthge parameter estimate tends to
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overweight the market power of larger firms and emcight the market power of

smaller firms*’

Table 3. Firm-Specific Conduct Parameter Estimates

Market Elasticities based Elasticities based Puller

Firm Share (8 on Puller 2007)  onPXbids  (2007)

Mean  St. Dev. Mean  St. Dev. Mean St. Dev.

July 1, 1998 - April 15, 1999

AES 0.28 0.15 0.92 0.53 0.83 0.45 0.99
DST 0.07 0.08 6.89 4.58 4.29 1.67 5.15
Duke 0.48 0.20 0.83 0.56 0.78 0.53 1.02
Reliant 0.19 0.10 1.30 0.74 1.17 0.49 1.48
Industry average 2.49 1.77 2.16
Industry average (excl. DST) 1.02 0.93 1.16
1° stage mean 0.95 0.74 0.97

April 16, 1999 — November 30, 2000

AES 0.17 0.09 1.02 0.70 0.94 0.48 0.82
DST 0.12 0.05 1.11 0.65 0.72 0.20 1.75
Duke 0.31 0.12 0.48 0.53 0.47 0.41 0.81
Reliant 0.20 0.07 0.76 0.47 0.66 0.27 1.01
Southern 0.20 0.08 0.93 0.54 1.38 0.66 1.21
Industry average 0.86 0.83 1.12

1°* stage mean 0.80 1.05 0.97

Third, as illustrated in the technical appendixgufe A.4, our approach based on
the estimated distribution of the random condueidd similar firm-specific market
power scores to those of Puller (2007) using adfigtfect approach. This result
demonstrates that both approaches are, in praetipgyalent or interchangeable. Our
procedure has the advantage over Puller's apprtbathit can be applied with cross-
sectional data sets; when the time dimension ofdd#&a set is short; or when the

available instruments are valid to estimate a comnpuicing equation to all

“" Interesting enough, the average industry scorehfirst period (July 1, 1998 - April 15, 199%ka
much larger than thedstage common conduct parameter in all modelselexclude DST in all models,
the averages are again similar. This also happerBuiller (2007). This suggests that the common
parameter isot the simple average of individual conduct paransetéor this reason, we have not
imposed this condition when estimating the struetof the error term in the second stage of our
procedure.
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observations (see Hansen tests in Tables 1la andoab}they are not valid when a
separable pricing equation is estimated for eaa. fi

In a panel data setting the most important advantdgur methodology is that
we can analyze changes in market conduct over tBaeause our approach does not
impose the restrictions on the temporal path ofalegcores they are allowed to change
from one day to another. In Figures 1a-1b, andt2a#2 show the temporal evolution of
the average market power scores of the four/fivategic firms during the periods
analyzed in the present paf®rOur results indicate that the estimated firm-sieci
conduct parameters do vary significantly across etimNotwithstanding these
differences, firm-specific conduct parameters galhertend to move in the same
direction across time. This result indicates thang tend to pursue similar market
strategies across time, and is consistent withinmgied equilibrium behaviour of
repeated dynamic games in homogenous product msekétg. The notable exception
is Duke, whose market strategies are occasiondtigreint from other firms. Puller
(2007) notes that there is a widespread belief Ehéte violated California electricity
market rules and forward-contracted some of itsdpetion, which in part explains

observed Duke’s behaviour.

Figures la and 1b show the intertemporal variaiionestimated conduct
parameters over the period from July 1, 1998 tal Ay, 1999. Both figures show that
during this period firms electricity pricing weré¢ @r slightly above) Cournot levels.
The most notable exception is DST/Dynegy, whosedaonwas well above Cournot
level during summer 1998 and close to full collasio winter 1998/1999. As explained
above, high estimates of the conduct parameteDf®F during these periods may
reflect the bias from incomplete generation asseh dor this firm. Another notable
observation is rapid increase in the conduct teom Reliant and DST in winter
1998/1999.

“8 To smooth the variation across time, we reportrtiesithly moving averages of the estimated conduct
parameter.
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Figure 1a. Firm-Specific Conduct Parameter Estimates Figure 1b. Firm-Specific Conduct Parameter Estimates

(Monthly Averages over July 1, 1998 — April 15, 999 (Monthly Averages over July 1, 1998 — April 15, 299
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Figure2a. Firm-Specific Conduct Parameter Estimates
(Monthly Averages over April 16, 1999 — May 30, PQ0

Elasticities based on Puller 2007)
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Figure2b. Firm-Specific Conduct Parameter Estimates
(Monthly Averages over April 16, 1999 — May 30, PQ0
Elasticities based on PX Data)
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Figures 2a and 2b show the intertemporal variatioestimated conduct parameters
over the period from April 16, 1999 to May 30, 20@0owing the entry of Southern.

Both figures demonstrate that firms’ pricing stgpés are still close to Cournot levels
for most of this period. On average, over this gerthe new entrant Southern tends to
have a higher value of the estimated conduct paeamehereas Duke tends to have a

lower value of the estimated conduct parameter.

Firms’ pricing strategies exhibit a larger vamati during this period. For
example, the market conduct of Southern increabeseaCournot levels in summer
1999, and the market conduct of Southern, Rel@md, AES increases above Cournot
levels in summer 1999. There is also a differencthé inferred firms’ conduct for the
results using the residual demand elasticities hasePuller (2007) and the residual
demand elasticities based on PX bid data. The teesuding the residual demand
elasticities based on Puller (2007) show that thedact parameter of all firms (and
most notably, DST) increases above Cournot levetthd the notorious price run-up
period of summer 2000. On the contrary, the resultis\g the residual demand
elasticities based on PX bid data show that prigtigtegies of all firms, except for
Southern, are at Cournot levels. As regards Southiough pricing strategy is above
Cournot levels, it is not different from its strgyein summer 1999. These results
indicate that correctly specified residual demaladteities are critical to understanding

market conduct.

4.5. Unilateral vs. Coordinated Market Power

Wolak (2003) used the actual bids submitted to @adifornia Independent
System Operator’s real-time energy market, and deimated that residual demand
curves facing five largest electric power suppliemsre steep enough so that it was
“unilaterally expected-profit-maximizing for eachirni to bid to raise prices
significantly in excess of the marginal cost ofittiéghest-cost unit operating*Based
on that finding, Wolak (2003) argued that the pbt&rfor exercising market power
unilaterally “made collusive behavior on the pafrtsappliers to the California market

unnecessary to explain the enormous increase iket@aower exercised starting in

49 Wolak (2003, p.430)



June 2000 although these considerations cannot rule oupdssibility that collusive

behavior took place.

We use the results of the analysis carried othisygaper to clarify the extent to
which firms’ potential for exercising market powenilaterally affects their market
conduct. In doing so, we follow Wolak (2003) anglgpequation (15) to compute the
residual demand elasticities facing each fingividually on the California PX market,
and use their reciprocals (Lerner indices) as asoreaof the firms’ potential to exercise
unilateral market powet. We then compare estimated firms’ conduct pararaeter
calculated Lerner indicesto deduct whether firms’ conduct is correlatedhwhiigher

potential for exercising of unilateral market power

Figures 3a and 3b show the variation of calculdtedher indices across time
over the periods from July 1, 1998 to April 15, @99receding entry of Southern), and
from April 16, 1999 to November 30, 2000. For mokthe sample period their values
fluctuate between 0.05 and 0.15, and are closeet@vterages reported in Wolak (2003,
Table 1). However, for some periods, such as susmmoiei998, 1999, and 2000, and
the winters of 1998 and 1999 the values of caledlaterner indices exceed 0.2,

indicating substantial potential for the unilatez&ercise of market power.

We then examine the relationship between firmsliteds to exercise unilateral
market power, measured by Lerner index, and engagellusive practices, measured
by the conduct parameter. Figures 4a and 4b shewdhation of both unilateral and
coordinated market power across time over the gerfoom July 1, 1998 to April 15,
1999, and from April 16, 1999 to November 30, 20Di@e shaded areas in these figures

*0 |bid.

L |t is important to point out that because suppliead the opportunity to sell their capacity in the
CAISO ancillary services markets and the real-tanergy market, the calculated Lerner indices ate no
the actual measure of the unilateral market powdike in Wolak (2003). Rather, we use this measisre

a (maximum) potential for the unilateral exercide¢h® market power. However, given that PX market
accounted for 85% of all electricity delivered metCAISO control area, whereas CAISO’s real time
market accounted for just 5% (Borenstetral. 2002), the ancillary services market was very sraald
there was no substantial divergence between PX@@dmarket clearing prices for the most of the time
covered in this study (Borenstein et al. 2008) waliebe our measure provides a reasonable
approximation for the exercise of the unilateratkeapower.

2 Wolak (2003, p.426) points out that regardlessthaf residual-demand realization, the following
equation holds for each hour of the dayand each suppliey(P,-MC;,)/Pr=-1/&,; where wherd, is the
market price in houn, MCj, is the marginal cost of the highest cost produgefirtn j in hourh, ands;; is
elasticity of the residual demand curve facing fijrmuring hourh evaluated aPn. Following Wolak
(2003) we define the Lerner index for fifrin hourh as. ly=-1/&;.
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Figure 3a. Firm-Specific Lerner Indices

(Monthly Averages over July 1, 1998 — April 15, 299

Elasticities based on PX data)
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Figure 3b. Firm-Specific Lerner Indices

(Monthly Averages over April 16, 1999 — November 2000,
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Figure4a. Unilateral vs. coordinated conduct scores Figure 4b. Unilateral vs. coordinated conduct scores
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indicate that both sources of market power roughdye in opposite directions,
and hence the non-shaded areas indicate co-moverokninilateral and coordinated
market power scores. Figures A.5 and A.6 in tlohrieal appendix show firm-level
correlations between calculated Lerner indices @stinated conduct parameters over
two periods covered in this study. Figure 4a derrates that, with the exception of
Duke, unilateral and coordinated market power scareve in opposite directions most
of the period between July 1, 1998 and April 139.9This is confirmed by Figure A.5
in the appendix where a strong negative correlatias found between Lerner indices
and conduct parameters for all firms but Duke dfierperiod between July 1, 1998 and
April 15, 1999. This finding implies that firms wemore likely to engage in collusive

practices when their potential for unilateral mankewer was limited.

Figure 4b shows a slight change in firms’ condaitér the entry of Southern.
With the exception of DST where both unilateral @oedrdinated market power scores
clearly move in opposite directions during mostloé period between April 16, 1999
and November 30, 2000, there are not a clear oelstip between both sources of
market power. This is confirmed by Figure A.6 teRbws a strong negative correlation
between Lerner indices and conduct parametersriigrtavo firms out five — DST and
Reliant (R is 0.24 and 0.08 respectively) over the periodvbeh April 16, 1999 and
November 30, 2000. For other three firms, suchetation is weak or does not exist.
This result indicates that firms’ market conductnst necessarily affected by its

potential to exercise unilateral market power.

5. Conclusions

This study contributes to the literature on estintat market power in
homogenous product markets. Our econometric appr@dows for the value of
estimated conduct parameter to vary acrbeth firms and time. We estimate a
composed error model, where the stochastic partheffirm’s pricing equation is
formed by two random variables: the traditionabetierm, capturing random shocks,
and a random conduct term, which measures the elexfrenarket power. Treating
firms’ behaviour as a random parameter helps sglvine over-parameterization

problem in the continuous time. Other advantagesuofapproach are its applicability



to cross-sectional or short data sets, and to éasekich individual pricing equations
cannot be consistently estimated with the availablstruments. In addition, by
imposing upper bound on the value of estimated wonhgarameter we ensure that
estimated market power scores are always consistdnthe economic theory.

The model can be estimated in three stages udingraiross-sectional or panel
data sets. While the first stage of our model ésghme as in the previous literature, the
second and the third stages allow us to distinguistation in market power from
volatility in demand and cost, and get firm-specifiarket power scores, conditional on
the first-stage parameter estimates. Model ideatifbn is based on the assumption that
the conduct term is asymmetrically distributed, elhito our best knowledge, has not

been previously used in the empirical industrigiamrization literature.

We illustrate the proposed approach with an apjpdicato the California
wholesale electricity market using a well-known ad&t from Puller (2007). We
supplement the dataset with a different, and mooeirate measure of the elasticity of
residual hourly demand function of the five strate§rms, calculated based on
California Power Exchange bidding data. After eating the parameters of the pricing
equation, we implement the second and third stégesd on the truncated normal
distributions, which imposes both lower and uppeotetical bounds on the values of

the random conduct term.

Our first-stage results based on the estimatedlliton of the random conduct
are generally similar to previous findings of Pull2007) using a fixed-effect approach.
This result demonstrates that both approaches iarepractice, equivalent or
interchangeable for estimating firms’ pricing eqoiat However, our approach yields
more reasonable market power scores than a fiXedtdfeatment as estimated market

power scores are always consistent with the ecantirapry.

Similar to Puller (2007) our average conduct patemestimates are closer to
Cournot than to static collusion. We find an insean collusive behavior of all firms
above Cournot levels during the period of price-upnn June — November 2000, using
the residual demand elasticities based on Pulle07qR but not using the residual
demand elasticities based on PX data. The analy$isn-specific conduct parameters

suggests that realization of market power varigsificantly overbothtime and firms.
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We find strong negative correlation between Lermglices and estimated conduct
parameters for 3 out of 4 firms during the firstipe of our sample (before entry of
Southern) and for 2 out of 5 firms during the setperiod of our sample. This result
indicates that, for some firms the potential foalimtion of the market power

unilaterally is associated with lower values of teaduct parameter.
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Technical Appendix

Table A.1. Double-bounded density functions(&B)

Model Density function of(e = v + u)

] 2

Doubly truncated [q)((B—e‘)/] +(B—,u)]_¢{_g/1_,uﬂ

normal o ol o gl

og=.\o’+0? A=0,l0,

Source: Almanidigt al. (2011)

Table A.2. Conditional means for selected distributions

Model Functional form oE(u | v + u)

normal

2 2
= lua—v +€0—U 0— - Uuav
o® o

) (B-p | (B ()]
Doubly truncated Mm{‘”[a] ¢[ o. Hq{ o. J (D[ o. H

Source: Almanidiet al. (2011)




TableA. 3. Summary statistics (hour 18)

Mean St.dev. Min Max Obs
July 1, 1998 - April 15, 1999
Price @) 35.2 21.0 4.9 180.4 864
Marginal cost ing,) 26.6 3.1 19.5 33.7 864
Margin (P, -mc;) 8.6 21.0 -25.0 158.6 864
CAPBIND, 0.05 0.22 0.00 1.00 864
Capacity k) 2463 1054 670 3879 864
Output 6) 813 844 0 3720 864
Market demand@,) 30395 4146 20057 43847 864
Elasticities based on PX bids 6.91 6.36 0.05 24.65 864
Elasticities based on Puller (2007) 2.12 1.33 0.56 10.77 864
April 16, 1999 — November 30, 2000
Price @) 61.2 68.4 9.5 750.0 2300
Marginal cost fng) 42.7 22.9 22.3 214.5 2300
Margin P -mci) 18.4 57.3 -33.4 697.1 2300
CAPBIND, 0.05 0.21 0.00 1.00 2300
Capacity k) 2955 769 1020 3879 2300
Output 6) 1223 793 0 3317 2300
Market demandQ,) 30604 3658 22076 42404 2300
Elasticities based on PX bids 4.02 4.35 0.01 24.89 2300
Elasticities based on Puller (2007) 1.02 0.68 0.35 5.26 2300
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Table A.4. Selection of Pre-truncated Mean

Elasticities based on Puller (2007)

Elasticities based on PX bids

Null Hypothesis Average log-likelihood AIC

July 1, 1998 - April 15, 1999

p=0 -3.24 5601.4
u=1 -3.30 5702.5
u=2 -3.37 5829.0
Obs. 864

April 16, 1999 — November 30, 2000

u=0 -3.93 18092.3
n=1 -4.09 18833.8
u=2 -4.42 20319.6
Obs. 2300

Average log-likelihood AIC

-3.77
-3.80
-3.83

-5.03
-5.06
-5.08

6517.4
6565.4
6610.1

864

23135.8
23284.6
23396.4

2300

Note: AIC: Akaike Information Criterion; Obs.: nuebof observations. The values, which correspond to

the minimal value of AIC are shown lold.
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Table A.5. Likelihood Ratio Tests foreteroscedasticity in Composed Error Term

Elasticities based Elasticities based

on Puller (2007) on PX bids
Null Hypothesis Average LR Test,x’ Average LR test,x’

log- log-
likelihood likelihood

July 1, 1998 - April 15, 1999
01=0,=0, {,={5={,=0 -3.42 306.9" (5) -3.79 88.4" (5)
1,=1,=0, 8,=8,=5,=0 -3.49 1175 (11) -4.16 1710.3" (11)
To=TL=TL=TG=T=T=0
Unrestricted model -3.24 -3.77

April 16, 1999 — November 30, 2000

01=0,=0, {,=(5={,={s=0 -4.04 197.1° (6) -5.04 59.1T (5)

1,=T,=0; 5,=8,=8,=0:=0 -4.09 78.3" (12) -5.47 19481 (12)
TL=TL=TL=TG=T=T=0

Unrestricted model -3.93 -5.03

Notes: Tests are based on equations (11) and({13)indicate that the null hypothesis
is rejected at 1% level; degrees of freedom inmtheses.
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Figure A.1. Double-boundediistributions
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Figure A.2. Price-cost margins in hour 18 (July 3, 1998 — Nowven80, 2000)
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Figure A.3. Residual Demand Elasticities Facing Strategic Fimisour 18
(Median Monthly Absolute Values, July, 1998 — Nown 2000)
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Figure A.4. Comparison of market power scores using elasticiissed on Puller (2007).

Figure A.5. Firm-Specific Conduct Parameter Estimates vs. FBpecific Lerner Indices
(over July 1, 1998 — April 15, 1999, elasticitiesbd on PX data)
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Figure A.6. Firm-Specific Conduct Parameter Estimates vs. FBpecific Lerner Indices
(over April 16, 1999 — November 30, 2000, elasgsitbased on PX data)
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