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A B S T R A C T

Some of the characteristics of sloping terrain may favour the development of 𝑃 𝑉 power plant projects.
However, the deployment of the solar trackers must be optimised in order to avoid significant production
losses due to the azimuth angle and the angle of inclination of the terrain. Such optimisation leads to a
complex problem, involving 14 variables. The optimal choice of azimuth angle (𝛾) and tilt angle (𝛼) of a solar
tracker for terrain defined by a given azimuth angle (𝛾𝑔) and tilt angle (𝛼𝑔) is by no means trivial. This is
the main objective of this paper. Moreover, an optimal 𝑃 𝑉 power plant design requires inter-row spacing
that avoid shading between adjacent 𝑃 𝑉 modules in addition to determining the ideal operating periods.
Numerical values are presented for 10 locations in the Northern Hemisphere, with terrain azimuth angles
between 0(◦) and ±45(◦), and terrain tilt angles between 0(◦) and 15(◦). The following main conclusions can
be highlighted: (i) The robustness of the derived equations was proven by validating them from three points
of view: numerical validation, validation using PVsyst and Mathematica software and experimental validation;
(ii) The azimuth angle of the 𝑃 𝑉 system located at high latitudes is strongly affected by the azimuth angle
of the terrain. In contrast, at low latitude locations, the azimuth angle of the terrain has very little influence;
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(iii) The azimuth angle of the 𝑃 𝑉 system, if the latitude of the site is kept constant, is affected by the weather
conditions throughout the year; (iv) Regarding energy gain (𝐸 𝐺), for 𝑃 𝑉 system site latitudes between 6(◦)
and 19(◦), the optimal deployment does not achieve significantly better results than deploying the 𝑃 𝑉 system
in a southerly direction. In contrast, if this comparison is made at locations with latitudes above 19(◦), the
𝐸 𝐺 is significant: (a) The higher the latitude, the higher the 𝐸 𝐺; (b) The higher the 𝛾𝑔 , the higher the 𝐸 𝐺;
and (c) The higher the 𝛼𝑔 , the higher the 𝐸 𝐺. Using Almeria as a baseline for comparison purposes, with
𝛼𝑔 = 5(◦), 𝛾𝑔 = 20(◦) and 𝐸 𝐺 = 240 (Wh∕m2), the 𝐸 𝐺 is 390 (Wh∕m2) in Helsinki with the same parameters.
When 𝛾𝑔 = 30(◦) in Almeria, the 𝐸 𝐺 is 530 (Wh∕m2). When 𝛼𝑔 = 15(◦) in Almeria, the 𝐸 𝐺 is 1030 (Wh∕m2).
(v) Regarding 𝐿𝐶 𝑂 𝐸 efficiency, for latitudes between 6(◦) and 19(◦), the values obtained are similar to those
provided by the southward deployment of solar trackers. For latitudes higher than 19(◦) the following hold:
(a) The higher the latitude, the higher the 𝐿𝐶 𝑂 𝐸 of the optimal deployment. (b) The higher the azimuthal
terrain angle, the higher the 𝐿𝐶 𝑂 𝐸, and (c) The higher the terrain tilt angle, the higher the 𝐿𝐶 𝑂 𝐸. Therefore,
it can be concluded that the deployment of 𝑃 𝑉 systems at high latitudes is strongly affected by the azimuth
angle of the terrain.
t

t

a

d

1. Introduction

The signatories to the Paris Agreement aim to curb CO2 emissions
nd ensure sustainable development [1]. In this respect, the European
nion (𝐸 𝑈) has the ambitious goal of becoming climate neutral by

2050 [2], which requires the decarbonisation of energy systems. To
omply with the Paris agreements, it has been estimated that the
nergy capacity of renewable energies must grow by more than 1000
𝐺 𝑊 ∕𝑦𝑒𝑎𝑟) by 2030 [3]. In 2022, 83% (300 (𝐺 𝑊 )) of new electricity
eneration capacity came from renewable energies [3], compared to
7% from fossil fuels and nuclear power. Therefore, the share of
enewable energies should grow substantially. Solar and wind energy

are expected to play a dominant role in achieving this goal [4]. An
 𝐸 𝐴 report forecasts a significant increase in the use of photovoltaic

technologies [5] because of their contribution to the ongoing reduction
in the levelized cost of energy (𝐿𝐶 𝑂 𝐸), among other aspects. The
evolution of the installed capacity of 𝑃 𝑉 systems compared to 2012 is
hown in Fig. 1 [6]. This technology has grown by 280% in five years
nd by 910% in ten years. The trend is very positive for this technology.

Three 𝑃 𝑉 mounting system configurations are typically used in
arge-scale 𝑃 𝑉 power plants [7]: dual-axis trackers, single-axis trackers,

and annual fixed tilt angle. Dual-axis trackers are characterised by two
egrees of freedom in their movement to ensure that the maximum
ossible beam irradiance is received [8]. This advantage is the cause of

their major disadvantages, sensitivity to wind loads and high operating
and maintenance costs [9]. Single-axis trackers are characterised by
a degree of freedom of movement. This tracker is divided into three
configurations: (i) horizontal single-axis tracker, (ii) vertical single-
xis tracker and (iii) tilted single-axis tracker. The most commonly
sed is the first configuration. This configuration is characterised by
he fact that its axis of rotation is horizontal with respect to the

ground, and therefore the 𝑃 𝑉 modules are oriented parallel to the
axis of rotation. In turn, this horizontal axis can be oriented in two
configurations: East–West (𝐸 −𝑊 ) or North–South (𝑁 − 𝑆). With the
𝑁 −𝑆 (𝐸−𝑊 ) configuration, the modules follow the Sun in the 𝐸−𝑊
(𝑁 − 𝑆) tracking direction. The 𝑁 − 𝑆 configuration produces the
most energy [8]; therefore, they are the most commonly used single-
xis trackers (hereinafter referred to as horizontal single-axis trackers).

This type of tracker, however, produces less energy than a dual-axis
tracker [8], yet is less sensitive to wind loads and leads to lower
operating and maintenance costs [9]. Finally, the 𝑃 𝑉 mounting system
onfiguration with an annual fixed tilt angle produces the least energy
f the three configurations [8], in addition to generating the lowest

operating and maintenance costs [9].
𝑃 𝑉 power plant developers have historically based their choice

f a 𝑃 𝑉 mounting system on the highest system reliability, dura-
ility and maintenance efficiency [10]. Due to their longer lifespan
hen compared with dual-axis trackers, horizontal single-axis trackers
utperform the former in terms of reliability [11]. They also outper-
orm dual-axis trackers because of their lower initial and maintenance
2 
costs [9]. For these reasons, the use of horizontal single-axis trackers
is prioritised [10]. According to a report by [12], horizontal single-axis
rackers have a market share of more than 95%. The most important

reasons: they are inexpensive, easy to install and operate at a minimal
cost. These reasons were the motivation in this study to focus on
this solar tracker configuration. The economic data available support
his choice. According to a research report published by [10], the

worldwide global solar tracker market size was valued at 𝑈 𝑆 𝐷 3.2
billion in 2022, and is expected to reach 𝑈 𝑆 𝐷 7.2 billion by 2033.

The first large-scale 𝑃 𝑉 power plants have been installed on flat
land with minimal variation in terrain topography. The cost reduction
t these locations is obvious. Several studies are available to facilitate

the simulation and design of such projects [13,14]. However, consid-
ering the remarkable growth of 𝑃 𝑉 energy, projects are now being
eveloped in areas where the topography is irregular. Some character-

istics of areas with irregular topography can favour the development of
𝑃 𝑉 power plant projects, such as:

(i) An increase in available arable land. Land with irregular topogra-
phy is not suitable for use as arable land. The need for large areas
of flat land for the implementation of a 𝑃 𝑉 power plant has been
identified as one of the main negative impacts on agriculture [15].
The land available for agricultural activities has in fact decreased
due to 𝑃 𝑉 power plant projects [16]. According to a report
by the Food and Agriculture Organisation [17], approximately
33% of the world’s land surface is used for agricultural purposes,
with arable land accounting for 33% of this agricultural land.
Considering that only 10% of the world’s land surface is arable
land, decreasing this percentage by installing 𝑃 𝑉 power plants is
a decision that could lead to a rise in food shortages. Therefore,
66% of agricultural land (forests, mountains and inland water
bodies) can be put to other uses, such as the installation of 𝑃 𝑉
power plants, in order to free up arable land. Inland water bodies
are already being used for the installation of floating 𝑃 𝑉 power
plants [18].

(ii) An increase in annual incident solar irradiation. A study con-
ducted by [19] at 10 locations in the northern hemisphere, with
latitudes ranging from 6 (◦) to 60 (◦), showed that the average
annual incident energy gain with horizontal single-axis trackers
installed on land with irregular topography reached values of
more than 13.5% compared to their installation on flat land.

(iii) The cost of land with irregular topography. The average price
of arable land in the European Union (𝐸 𝑈) was 10,578 (e∕ℎ𝑎)
in 2022 [20]. Obviously, the average price of arable land varies
significantly from region to region. On the other hand, in the same
year, the average price of renting arable land and/or permanent
pasture was 199 (e∕ℎ𝑎) [20]. There are also notable differences
from one Member State to another. The physical characteristics of
any given land surface, i.e. the topography, determine the value
of the land. The cost of land with uneven topography is cheaper.
If the slope of the land is higher than 15%, the price of the land
decreases significantly [21].
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Nomenclature

𝐴𝑇 𝑃 𝑉 Total photovoltaic modules area (m2)
𝑑min Minimum distance 𝐸 − 𝑊 between two adjacent

mounting systems (m)
𝑑𝑟 Annual degradation rate
𝑑𝑠𝑡 Standard distance 𝐸 − 𝑊 between two adjacent

mounting systems (m)
𝐸𝑎 Total incident energy on the 𝑃 𝑉 field (Wh)
𝐸 𝐺 Energy Gain (kWh∕m2)
𝑒𝑙 Distance 𝑁 − 𝑆 between two adjacent mounting

systems (m)
𝑒𝑡 Pitch (m)
𝐻𝑎 Annual incident solar irradiation on the 𝑃 𝑉 field

(Wh∕m2)
𝐻𝑡 Daily incident solar irradiation on the 𝑃 𝑉 field

(Wh∕m2)
𝑘𝑑 Cloudiness index (dimensionless)
𝐼𝑏ℎ Beam irradiance on a horizontal surface (W/m2)
𝐼𝑑 ℎ Diffuse irradiance on a horizontal surface (W/m2)
𝐼𝑔 ℎ Global irradiance on a horizontal terrain (W/m2)
𝐼𝑡 Total incident solar irradiance on the 𝑃 𝑉 field

(W/m2)
𝐿 Length of the solar tracker (m)
𝐿𝑃 𝑉 Length of the photovoltaic modules (m)
𝐿𝐶 𝑂 𝐸 Levelised cost of electricity (e/kWh)
efficiency Ratio between the 𝐿𝐶 𝑂 𝐸 𝑠 deployment solar track-

ers
𝑁 Lifetime of the project (𝑦𝑒𝑎𝑟𝑠)
𝑁 𝑂 𝐶 𝑇 Normal Operating Cell Temperature (◦C)
𝑁𝑃 𝑉 Number of photovoltaic modules
𝑛 Ordinal of the day (day)
𝑞𝑃 𝑉 Load due to the weight of the 𝑃 𝑉 modules (kN/m2)

𝑟 Discount rate for 𝑖 − 𝑡ℎ year
𝑆 𝐸 𝐷 Energy difference due to the software used (%)
𝑇 Solar time (h)
𝑇𝑅 Sunrise solar time (h)
𝑇𝑆 Sunset solar time (h)
𝑇𝑏1 End of the backtracking mode (h)
𝑇𝑏2 Start of the backtracking mode (h)
𝑇𝛽1 Start of the normal tracking mode (h)
𝑇𝛽2 End of the normal tracking mode (h)
𝑇𝑎 Ambient temperature (◦C)
𝑇𝑐 𝑃 𝑉 cell temperature (◦C)
𝑇𝑟𝑒𝑓 Reference temperature (◦C)
𝑊 Width of the solar tracker (m)
𝑊𝑃 𝑉 Width of the photovoltaic modules (m)
𝛼 Tilt angle of solar tracker (◦)
𝛼𝑔 Tilt angle of the terrain (◦)
𝛽 Tilt angle of photovoltaic module (◦)
𝛽𝐵 Backtracking angle (◦)
𝛽𝑐 Tilt angle between rows of trackers (◦)
𝛽max Limited range of motion angle (◦)
𝛽𝑠𝑡 Standard tilt angle of photovoltaic module (◦)
𝛾 Azimuth angle of solar tracker (◦)
𝛾𝑔 Azimuth angle of the sloped surface (◦)
3 
𝛿 Solar declination (◦)
𝜂𝑒 Electrical efficiency (dimensionless)
𝜂𝑟𝑒𝑓 Reference electrical efficiency (dimensionless)
𝜃 Incidence angle (◦)
𝜃𝑡 Transversal angle (◦)
𝜃𝑡𝑏 Backtracking angle (◦)
𝜃𝑡𝑠𝑡 Standard transversal angle (◦)
𝜃𝑧 Zenith angle of the Sun (◦)
𝜆 Latitude angle (◦)
𝜌𝑔 Ground reflectance (dimensionless)
𝜔 Hour angle (◦)

Fig. 1. Global PV systems installed capacity.

1.1. Review of the literature

Nowadays, land levelling for the installation of photovoltaic power
plants is discarded due to its high cost [7]. Despite studies optimising
the levelling of the terrain [22], it is always cheaper to adapt to the
conditions of the terrain [7]. This requires the development of an
optimisation methodology for solar trackers on sloping terrain with
variable orientation.

The operating modes of an horizontal single-axis tracker are defined
by the position of the Sun, the shadows cast by the PV modules and the
rotational constraints. There are three different possibilities [14]: (i)
backtracking mode, (ii) static mode, and (iii) normal tracking mode.

During the operation mode of a horizontal single-axis tracker, shad-
ing between the 𝑃 𝑉 modules should be avoided, especially at periods
of low solar elevation (sunrise and sunset), when some of the 𝑃 𝑉
modules may cast shadows on others. This gives rise to the backtracking
mode, during which a specific algorithm determines the tilt angle of
the 𝑃 𝑉 modules which avoids casting shadows on other modules while
maximising the solar irradiance.

Solar trackers have a limited rotation range (influenced in part by
the wind and snow loads at the location of the power plant), which
is usually 𝛽max = ±60◦ [7]. This creates a constraint which prevents,
at some times, the optimal theoretical orientation of the panels, and
forces them to remain static at a specific tilt angle 𝛽max. This mode of
operation is referred to as static.

During the normal tracking operation, the algorithm places the 𝑃 𝑉
modules in the position that maximises the cosine of the solar incidence
angle [23] in order to maximise the incident beam solar irradiance on
the 𝑃 𝑉 modules.

When designing a single-axis tracker control system, the equations
that define the operating modes must be known [14]: (i) backtracking
mode, (ii) static mode, and (iii) normal tracking mode. The precise
times when each of these operating modes begins and ends must also
be known. The power generated by 𝑃 𝑉 modules depends on the exact
knowledge of these parameters. However, only a few studies related
to these trackers take into account all three modes of operation. The
variations in topography with respect to flat land means that equations
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Table 1
Input variables involved in the design of a PV power plant.

Identifier Variable

𝐼 𝑑1 Location: latitude (𝜆), longitude (𝑙), altitude (𝐴), cloudiness index (𝑘𝑑 )
𝐼 𝑑2 Azimuth angle of the generic sloped surface (𝛾𝑔)
𝐼 𝑑3 Tilt angle of the terrain (𝛼𝑔)
𝐼 𝑑4 Azimuth angle of solar tracker (𝛾)
𝐼 𝑑5 Tilt angle of solar tracker (𝛼)
𝐼 𝑑6 Configuration of 𝑃 𝑉 modules (1𝑉 , 2𝑉 )
𝐼 𝑑7 𝑃 𝑉 module dimensions (𝐿𝑃 𝑉 , 𝑊𝑃 𝑉 )
𝐼 𝑑8 Limited range of motion angle (𝛽max)
𝐼 𝑑9 Min. dist. between rows of trackers to allow maintenance (𝑑min)
𝐼 𝑑10 Transversal solar angle for avoiding shading in Standard (𝜃𝑡𝑠𝑡)
𝐼 𝑑11 Inter-row spacing (𝑒𝑡)
𝐼 𝑑12 Periods of operation in normal tracking mode (𝑇𝛽1 , 𝑇𝛽2)
𝐼 𝑑13 Periods of operation in backtracking mode (𝑇𝑅, 𝑇𝑏1 ), (𝑇𝑏2 ,𝑇𝑆 )
𝐼 𝑑14 Periods of operation in static mode (𝑇𝑏1 , 𝑇𝛽1 ), ( 𝑇𝛽2, 𝑇𝑏2 )

Fig. 2. Possible orientations and tilt angles of the land.

designed for flat surfaces [14] are not applicable in these cases. De-
signing of new equations that adapt to sloped land will be one of the
objectives of this paper.

Very few studies have focused on the design of 𝑃 𝑉 power plants
deployed on terrain oriented in any direction and on any slope [24].
This is a complex problem due to the number of design variables
involved. There are 14 input variables involved in the design of a 𝑃 𝑉
power plant deployed on terrain oriented in any direction and any
inclination.

Section 2 details each of these variables, which are presented in
Table 1. The first three identifiers are determined by the location
chosen for the 𝑃 𝑉 power plant. The remaining identifiers affect plant
design and an optimal choice thereof affects the energy generated
by a 𝑃 𝑉 power plant and, therefore, its profitability. Thus, choosing
these identifiers well is necessary when seeking to maximise the annual
incident energy in the 𝑃 𝑉 field. Fig. 2 shows the possible orienta-
tions and tilt angles of the land used for the layout of horizontal
single-axis trackers. We proceed to survey the studies related to each
configuration.

Fig. 2a shows the layout of horizontal single-axis trackers on a
horizontal surface.

(i) Casares et al. [25] presented a study of the layout of a 𝑃 𝑉 plant
on a horizontal surface (variable 𝐼 𝑑2 and 𝐼 𝑑3 not considered)
in which the backtracking mode and the normal tracking mode
are taken into account. The equations for these operating modes
are presented, however the limited rotation range of the solar
tracker is not taken into account (variable 𝐼 𝑑 not considered).
8
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The equations presented cannot be used in the case under study.
(ii) This layout has also been studied in a paper by [14], which

presented an optimisation methodology that takes into account
design variables such as irregular land shape, the size and con-
figuration of the 𝑃 𝑉 mounting system, row spacing and the
three operating periods. Equations for calculating the optimal
row spacing and operating periods were presented, and a packing
algorithm was used to optimise the number of solar trackers for
a given available area. Nonetheless, variable 𝐼 𝑑2 and 𝐼 𝑑3 were
not considered given that the layout of the horizontal single-axis
trackers is on a horizontal surface. The only variables considered
were 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10, and 𝐼 𝑑11. Due to the slope of the
terrain, the equations presented cannot be used in this study.

Fig. 2b shows the layout of several horizontal single-axis trackers
fulfilling the following conditions: (i) south-facing sloping terrain, and
(ii) south-facing trackers. This layout is a particular case of the study
presented here.

(iii) The equations governing the motion of a horizontal single-axis
tracker deployed on sloped terrain are deduced and experimen-
tally verified in this work [19]. Although variable 𝐼 𝑑2 is consid-
ered in this paper, it is considered to be constant (𝛾𝑔 = 0 (◦)).
Instead, if you consider the variables 𝐼 𝑑3, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9,
𝐼 𝑑10, and 𝐼 𝑑11. Since the sloped surface can feature any azimuthal
angle, the equations presented cannot be used in this study.

(iv) Huang et al. [26] determine the optimal tilt angle of solar track-
ers based on a spatial projection model and a dynamic shadow
evaluation method. As it covers a single location (Ningxia, China),
weather conditions are not studied. It does not take into account
the indicators (𝐼 𝑑2, 𝐼 𝑑4, 𝐼 𝑑5, 𝐼 𝑑6, and 𝐼 𝑑7).

(v) Pierce et al. [27] model the backtracking mode of operation in
the deployment of solar trackers on sloping terrain. It does not
take into account the indicators (𝐼 𝑑2, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10,
and 𝐼 𝑑11).

(vi) Bruno et al. [28] presented the equations for two strategies aimed
at controlling the angle of rotation of 𝑃 𝑉 modules around a
horizontal tilted axis. Said paper does not consider most of the
variables raised in this study (𝐼 𝑑2, 𝐼 𝑑3, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10,
and 𝐼 𝑑11). Therefore, the equations submitted cannot be used in
this study.

Fig. 2c shows the layout of several horizontal single-axis trackers
fulfilling the following conditions: (i) east-facing sloping terrain, and
(ii) south-facing trackers. This layout is a particular case of the study
presented here.

(vii) Anderson [29] presents the equations for three backtracking
strategies as a function of the array geometry and the steepness
of the cross-axis grade. Said paper does not consider most of the
variables raised in this study (𝐼 𝑑2, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10, and
𝐼 𝑑11). As it is a particular case of the study presented here and
does not take into account fundamental identifiers in the design
of a 𝑃 𝑉 power plant, the equations presented cannot be used in
this study.

Fig. 2d shows the layout of several horizontal single-axis trackers
fulfilling the following conditions: (i) sloping terrain oriented in any
direction, and (ii) trackers oriented in the optimal direction and tilt
angle (which must be determined in order to maximise the incident
solar irradiance on the 𝑃 𝑉 field).

viii) Lorenzo et al. [30] presents the equations for the position of
the Sun, but does not present the equations needed to calculate
the tracker operating periods nor does it take into account indi-
cators (𝐼 𝑑2, 𝐼 𝑑3, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10, and 𝐼 𝑑11) which are
fundamental to the design of a 𝑃 𝑉 power plant.
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(ix) Anderson and Mikofski [31] present the equations for the true
tracking angle, the backtracking angle, and the shaded fraction
of horizontal-axis solar trackers deployed on slopes of arbitrary
orientation. It does not take into account the indicators (𝐼 𝑑4, 𝐼 𝑑5,
𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10, and 𝐼 𝑑11) which are essential to the
design of a 𝑃 𝑉 power plant. In addition, it does not calculate
energies. It only calculates tracker positions with the aforemen-
tioned limitations. Furthermore, it does not optimise the tracker
position for sloped land.

(x) Gómez-Uceda et al. [24] presented a study on the optimal ori-
entation of horizontal single-axis trackers over sloping terrain
with a variable orientation. One limitation of said study is that
it focused only on one location in southern Spain. Moreover, the
study does not present a layout that is optimal for planning or
the influence of weather conditions. The results obtained in said
study indicated that for non-south-facing terrain, the azimuth of
the axis of rotation of horizontal single-axis trackers should be
non-zero. It determined the incident energy in the 𝑃 𝑉 field and
optimises the tracker position for the tilted land using Lagrange
multipliers. It does not take into account the indicators (𝐼 𝑑1, 𝐼 𝑑6,
𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9, 𝐼 𝑑10, and 𝐼 𝑑11) essential for the design of a 𝑃 𝑉
power plant.

(xi) Ledesma et al. [32] study the optimal orientation of horizontal
single-axis trackers on sloping terrain with a variable orientation.
The study is focused on one single location in central Spain,
and therefore does not analyse the influence of meteorological
conditions. None of the essential indicators (𝐼 𝑑1, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑9,
and 𝐼 𝑑10) are covered in it.

(xii) López [33] present an analysis of the tilt angle and orientation of
solar trackers in a real 𝑃 𝑉 power plant in central Spain. Again,
as it deals with a single location, It does not take into account the
weather. Also, indicators (𝐼 𝑑1, 𝐼 𝑑2, 𝐼 𝑑3, and 𝐼 𝑑6) are not covered.

xiii) Aronescu and Appelbaum [34] study fixed tilt angle mounting
systems deployed in any azimuth in horizontal or inclined plane.
Obviously, the equations derived cannot be applied to solar track-
ers.

xiv) Anderson and Jensen [35] generalise the equations for horizontal
single-axis trackers deployed on cross-slope terrain. This study
does not take into account the indicators (𝐼 𝑑2, 𝐼 𝑑6, 𝐼 𝑑7, 𝐼 𝑑8, 𝐼 𝑑9,
𝐼 𝑑10, and 𝐼 𝑑11).

Decision-making in 𝑃 𝑉 projects is associated with the analysis of
the economic benefits associated with the deployment of solar trackers.
We provide a cost analysis in ANNEX B, which none of the papers above
do.

The above literature review indicates that studies that take into
ccount the necessary indicators for the optimal design of a 𝑃 𝑉 power
lant with horizontal single-axis trackers deployed on tilted land and
riented in any direction are incomplete. Therefore, research is needed
hat takes into account all indicators of an optimal design for a 𝑃 𝑉

power plant deployed on an inclined surface oriented in any direction,
as the equations needed to apply them in practice are not currently
available to 𝑃 𝑉 power plant design professionals.

1.2. Scientific contributions

Based on the limitations and shortcomings of the works above, we
have identified objectives and proposed a methodology to address the
research gaps found in previous studies.

The proposed methodology focuses on determining three factors:
i) the equations defining the correct motion of the tracker, (ii) its
perating periods, and (iii) the optimal layout on a sloping terrain with
rbitrary orientation. This methodology uses the following steps: (i)
ind the optimal coordinate system, (ii) find the relationship between

the angles of the terrain (𝛼𝑔 and 𝛾𝑔) and those of the tracker (𝛼 and 𝛾),
(iii) transform the reference system 𝑆′ into the system 𝑆′′, (iv) establish
 b
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the inter-row spacing, (v) determine the three operating periods and
the motion of the tracker, (vi) optimise the position of the trackers, and
(vii) validation. That is, we have developed equations that optimise the
azimuthal angle and tilt angle of the solar tracker as a function of tilted
land orientation. Unlike all previous work reviewed, this study takes
into account all the indicators necessary for the design of a photovoltaic
plant. In addition, a detailed economic study is presented.

Various commercial software programs (PVsyst [36], SolarFarmer
[37], RETScreen [38], etc.) can be used to determine the power output
of a 𝑃 𝑉 power plant with horizontal single-axis trackers oriented in any
irection and with any slope. However, the layout of the solar trackers

must be entered in these programs as the main data. Such process is
ighly complicated given the large number of identifiers. The work
resented here facilitates this task by optimising the layout of the solar
rackers on the available terrain. Specifically, the main contributions of
his study are as follows:

(i) Determining the equations for each of the operating modes: track-
ing mode, static mode and normal tracking mode, in order to
maximise the electrical energy production.

(ii) Optimising the position of horizontal single-axis trackers (tilt
angle (𝐼 𝑑4) and the azimuth angle (𝐼 𝑑5)) to maximise the annual
incident solar irradiance on the 𝑃 𝑉 field. The layout of the solar
tracker must be entered in specialised software (PVsyst [36],
SolarFarmer [37], RETScreen [38], etc.) as the main data in order
to calculate the photovoltaic systems.

(iii) Analysing the influence of latitude on the optimisation of a solar
tracker layout.

(iv) Analysing the influence of local weather conditions on the opti-
misation of a solar tracker layout.

(v) Analysing the energy gain from optimising the layout of a solar
tracker.

(vi) Analysing the economic benefit of optimal solar tracker deploy-
ment.

In summary, there are two issues to be solved: (i) the optimal choice
f a solar tracker layout for a sloping terrain oriented in any direction,
nd (ii) the determination of the equations that define the correct
peration of the solar tracker movement.

The remainder of the paper is organised as follows: Section 2
presents the detailed formulation of the problem. Section 3 shows the
roposed methodology, which consists of the following steps: (i) co-
rdinating the system deduction, (ii) the deduction of the relationship
etween the angles of the sloping terrain and the angles of the solar

tracker, (iii) the transformation of the reference system 𝑆′ into the
ystem 𝑆′′, (iv) the inter-row spacing design, (v) the determination

of operating periods and the motion of the solar tracker, (vi) the
ptimisation of the position of the solar trackers, (vii) the validation
f the model, and (viii) the limitations of the study. Section 4 provides

the evaluation indicators. Section 5 presents the results obtained at ten
locations in the northern hemisphere. Finally, the main conclusions of
this work are drawn in Section 6.

2. Problem statement

The annual energy incident on 𝑃 𝑉 modules is one of the key data
when deciding on the installation of a 𝑃 𝑉 power plant at a given
location. It is even more important in this case given that, the terrain
may be oriented in any direction and at any inclination, as all previous
tudies are quite limited. This engineering problem is very complex, as
t involves 14 input variables. These input variables will be determined
n this section. Although the determination of the incident energy is the
im of this study, the equations of several output variables must first
e established.
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2.1. Identification of input parameters

2.1.1. Location parameters
Several studies have shown the influence of the latitude of a site

on the incident solar irradiance in the layout of horizontal single-axis
trackers on sloping terrain [19,39].

The extraterrestrial solar irradiance normal to the Earth’s surface
varies with latitude and longitude due to orbital effects throughout
the year. The angle at which the Sun’s rays strike the Earth’s surface
depends on the latitude. Beam solar irradiance at higher latitudes is less
than at lower latitudes. On the other hand, the local time at a given
location depends on the longitude, which is essential to characterising
the daily motion of the Sun.

In addition to latitude, local weather conditions are influenced by
altitude and local and regional geography (relief, distance to the sea,
etc.). Therefore, the identifier (𝐼 𝑑1) will take into account the latitude
(𝜆) and the cloudiness index (𝑘𝑑), which relates the horizontal diffuse
solar irradiance and the horizontal global solar irradiance. The 𝑘𝑑 can
be used to classify skies, i.e. to define clear, partial and cloudy sky
conditions [40].

2.1.2. Sloping terrain parameters
In order to plan the layout of 𝑃 𝑉 modules on a generic sloped

terrain, several characteristics of this surface have to be taken into ac-
count. The Earth’s surface can be flat, sloping, undulating, uneven, etc.
These characteristics can be continuous or discontinuous and marked
by abrupt, constant or gradual changes. The number of combinations of
these characteristics is therefore high. This study will focus on sloping
terrain with a constant slope.

Several aspects must be taken into account when classifying sloping
terrain, including but not limited to:

(i) The direction in which a slope is oriented (𝛾𝑔) (𝐼 𝑑2). This aspect
directly determines the amount of solar irradiance received by the
sloped surface. The orientation of the slope can be: (a) south, (b)
north, (c) east, (d) west, as well as (e) somewhere in between
them. This type of orientation will be the subject of this study. A
southerly orientation receives the most solar irradiance. The slope
orientation is divided into shaded and sunny slopes based on the
exposure to light from the slope. This parameter will be another
input variable to be considered in this study.

(ii) The tilt angle of the terrain (𝛼𝑔) (𝐼 𝑑3). This parameter heavily
influences on the amount of solar irradiance incident on the solar
tracker [19]. Therefore, it will also be taken into account.

Other sloping terrain parameters also influence the layout of 𝑃 𝑉
modules: the available sloping terrain surface and the sloping terrain
shape. In this study, however, the slope is considered to be relatively
homogeneous in area and continuously distributed.

2.1.3. Horizontal single-axis tracker parameters
The components of a horizontal single-axis tracker are: the struc-

tural system (columns, shaft and beams), the transmission system
(spherical bearings), the drive device (𝐷 𝐶 motor and drivers) and the
control system. Fig. 3 shows a photograph of a single-axis tracker.

When designing 𝑃 𝑉 power plants with solar trackers, there must
never be any shadows [7]. Therefore, the layout of the 𝑃 𝑉 modules
will have to comply with this essential condition.

The input variables related to horizontal single-axis trackers are:

(i) The configuration of 𝑃 𝑉 modules (1 V, 2 V) (𝐼 𝑑6). A horizontal
single-axis tracker can support several 𝑃 𝑉 modules configura-
tions, such as 1𝑉 , 1𝐻 , 2 V and 2𝐻 [7]. The letter 𝑉 (𝐻) refers
to the 𝑃 𝑉 module configuration where the 𝑃 𝑉 module length
(𝑃 𝑉 module width) is the reference for the module tilt angle.
The number 1 (2) represents the number of consecutive vertical
𝑃 𝑉 modules in each row. These 𝑃 𝑉 module configurations on
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Fig. 3. Photograph of prototype.

Fig. 4. Configuration of 𝑃 𝑉 modules.

single-axis trackers are shown in Fig. 4. In this figure, 𝐿𝑃 𝑉 is the
length of the commercial 𝑃 𝑉 module, and 𝑊𝑃 𝑉 is the width of
the commercial 𝑃 𝑉 module. The 1 V and 2 V configurations are
the most commonly used in 𝑃 𝑉 power plants [7].

(ii) The dimensions of commercial 𝑃 𝑉 modules (𝐿𝑃 𝑉 , 𝑊𝑃 𝑉 ) (𝐼 𝑑7).
The dimensions of a 𝑃 𝑉 module are its length (𝐿𝑃 𝑉 ) and width
(𝑊𝑃 𝑉 ). The number of commercial 𝑃 𝑉 modules available on the
𝑃 𝑉 market is very high. For example, Belsky et al. [41] developed
a comprehensive study of the technical characteristics of 𝑃 𝑉
modules from the middle of the year 2021 in the power range of
100 to 450 (𝑊 ). Said study analysed 1300 𝑃 𝑉 modules.

(iii) The direction in which the horizontal single-axis tracker is ori-
ented (𝛾) (𝐼 𝑑4). In the northern hemisphere and in a horizontal
position, a southerly orientation generates the most energy with
horizontal single-axis trackers. Efficiency losses occur if the track-
ers are not perfectly oriented to the south. When the position is
not horizontal, as in this case, an analysis must be done to find the
most suitable orientation in order to maximise the solar irradiance
received.

(iv) The tilt angle of the horizontal single-axis tracker (𝛼) (𝐼 𝑑5).
This parameter greatly influences the amount of solar irradiance
incident on the solar tracker [19]. This parameter will be another
input variable to be considered in this study.

(v) The limited range of motion angle (𝛽max) (𝐼 𝑑8). For various tech-
nical reasons, any given horizontal single-axis tracker have a
limited range of motion angles. Each manufacturer has their own
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particular design. However, the typical values for this parameter
are 𝛽max = ±60 (◦) [7].

(vi) The minimum distance between rows of trackers for the mainte-
nance of the solar field (𝑑min) (𝐼 𝑑9). 𝑃 𝑉 power plants, require
inspections, cleaning, and maintenance operations in the 𝑃 𝑉
field, which is why a certain minimum distance between rows
of single-axis trackers is established in the design phase of any
power plant.

(vii) The transversal solar angle for avoiding mutual shading in Stan-
dard (𝜃𝑡𝑠𝑡) (𝐼 𝑑10). Certain spacing between trackers is necessary to
avoid shading between rows of 𝑃 𝑉 modules. Different countries
have different laws requiring minimal spacing between rows of
𝑃 𝑉 modules to minimise shading between rows [42,43]. For
example, regulations in Spain state that the distance between
rows of 𝑃 𝑉 modules must guarantee a minimum of 4 (h) of
sunshine around noon during the winter solstice with no shading
between 𝑃 𝑉 modules [42]. This criterion is used by several
authors [44,45]. For ease of calculation, this distance is associated
with a certain transverse angle 𝜃𝑡𝑠𝑡.

viii) The inter-row spacing (𝑒𝑡) (𝐼 𝑑11). Input variables (𝛽max), (𝑑min)
and (𝜃𝑡𝑠𝑡) influence the choice of inter-row spacing. This parame-
ter plays a very important role in the design phase of any power
plant since poorly designing this parameter can lead to lower
power production and can even damage the 𝑃 𝑉 modules due to
development of hot spots. Increasing the distance between the
rows of trackers eliminates the effect of shading, but increases
the initial investment costs (the cost of land, civil engineering
work, wiring, etc.). Parameters (𝛽max), (𝑑min) and (𝜃𝑡𝑠𝑡) must be
met simultaneously for optimal inter-row spacing. The process of
choosing the inter-row spacing is complicated because there are
several possible cases [14].

(ix) The periods of operation of a horizontal single-axis tracker (𝐼 𝑑12),
(𝐼 𝑑13), and (𝐼 𝑑14). A solar tracker can operate in three different
modes [14]: backtracking mode, static mode, and normal tracking
mode.

In summary, the main conditions to be fulfilled are:
- The movement must ensure that there are no shadows [7]. When

the solar elevation is low, i.e. at sunrise and sunset, the solar tracker
uses the so-called backtracking movement to avoid shadows [25]. As
the usual installation of horizontal single-axis trackers is on a horizontal
surface, equations have been developed that define the backtracking
mode for this type of surface [14]. However, these equations cannot
be used when the terrain is oriented in any direction and with any
inclination, as they do not completely avoid shading between rows of
horizontal single-axis trackers [29]. The determination of the equation
defining the backtracking tilt angle (𝛽𝐵), the start (𝑇𝑏2) and end (𝑇𝑏1)
times of this period of operation, will be variables under study.

– Horizontal single-axis trackers have a limited rotation range,
±𝛽max. When the tracker reaches this value, the tracker stops, remaining
in the static mode of operation until the other modes of operation begin.
The duration of this period of time will depend on the location and the
day of the year.

– Finally, as regarding the layout, there is a distance between rows
to allow maintenance (𝑑min), and a distance to guarantee the standard
IDAE [42], expressed as a function of (𝜃𝑡𝑠𝑡).

In normal tracking mode, the motion of the horizontal single-axis
tracker is defined by 𝛽. This angle is determined to maximise the cosine
of the solar incidence angle [23]. To do this, the control system matches
the tracker rotation to the projection of the Sun’s position on the tracker
plane of rotation. The equation defining 𝛽, as well as the start (𝑇𝛽1 )
and end (𝑇𝛽2 ) times of this operating period must be determined for
the control system. Depending on the location and the day of the year,
you may or may not be able to use all three modes of operation [14].
Each mode of operation is governed by a specific equation. This is one
of the objectives of this paper. Fig. 5 shows an example of the three
periods of operation.
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Fig. 5. Periods of operation of a horizontal single-axis tracker.

Fig. 6. Photovoltaic power plant design parameters.

2.1.4. Summary of input parameters
Table 1 lists the variables that need to be known in order to design

a 𝑃 𝑉 power plant. Fig. 6 shows these parameters.
Some of these input variables are related to each other, which

further complicates the matter. All these input parameters are needed
to maximise the annual incident energy on the 𝑃 𝑉 field, which is the
ultimate goal of any 𝑃 𝑉 power plant design. Commercial software is
available to model a 𝑃 𝑉 power plant with horizontal single-axis track-
ers oriented in any direction and any slope. For example: PVsyst [36],
SolarFarmer [37], RETScreen [38], etc. The layout of the solar trackers
has to be entered into these programs as the main data. Such process is
highly complicated given the large number of input variables. The work
presented here facilitates this task by optimising the layout of the solar
trackers on the available land.

3. Methodology

The proposed methodology focuses on determining three factors:
(i) the equations defining the correct solar tracker motion operation,
(ii) the solar tracker operating periods, and (iii) the optimal choice of
solar tracker layout on a sloping terrain oriented in any direction. Fig. 7
shows a flow chart summarising the proposed methodology.

This methodology has been used to establish these equations based
on the following steps: (i) coordinating system deduction, (ii) deducing
the relationship between the sloping terrain angles (𝛼𝑔 and 𝛾𝑔) and the
solar tracker angles (𝛼 and 𝛾), (iii) transforming the reference system 𝑆′

into the system 𝑆′′, (iv) the inter-row spacing design, (v) determining
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Fig. 7. A flowchart outlining the proposed methodology.

the operating periods and motion of the solar tracker, (vi) optimising
the position of the solar trackers, and (vii) validating of the model.

3.1. Coordinating system deduction

One of the most important aspects of this methodology is the
appropriate choice of the reference system. Two reference systems
can be used to determine the equations governing the motion of a
horizontal-axis tracker deployed on a horizontal surface:

(i) The global reference system (𝑆). This reference system uses the
centre of the Earth as the origin and is characterised by [23]: (a)
the 𝑂 𝑥𝑦 plane coinciding with the equatorial plane; (b) the 𝑂 𝑧
axis being the axis of rotation; (c) the 𝑂 𝑧𝑦 plane coinciding with
the meridian plane of the site. The 𝑂 𝑥 axis is the vector product of
the 𝑂 𝑦×𝑂 𝑧 axes, and is therefore perpendicular to the 𝑂 𝑧𝑦 plane
in a westerly direction. The position of the Sun in this system is
given by two coordinates: the solar declination (𝛿) and the hour
angle (𝜔). The corresponding can be found in [23].

(ii) The local reference system (𝑆 ′ ) (see Fig. 10). This reference
system uses the solar tracker located on the Earth’s surface as
the origin. This local reference system is characterised by [23]:
(a) the 𝑂 𝑥′ axis points west; (b) the 𝑂 𝑦′ axis points south; (c)
the 𝑂 𝑧′ axis points towards the zenith. The position of the Sun
in this system is given by two coordinates: the solar altitude (𝛼𝑠)
and solar azimuth (𝛾𝑠). The corresponding equations can be found
in [23]. This reference system (𝑆′) is used in horizontal single-axis
tracker surveys deployed on a horizontal surface [14].

As this paper analyses a terrain slope oriented in any direction, the
reference system (𝑆′) is not the most appropriate. A new reference
system linked to the solar tracker axis (𝑆′′) was already used in a
paper [19] devoted to the study of horizontal single-axis trackers
deployed on sloping terrain and oriented north–south. The reference
system (𝑆′′) was obtained by rotating the reference system (𝑆′). This
technique will be used in the work presented here. Fig. 8 shows the
reference systems (𝑆′′) and (𝑆′).

The solar tracker array in this figure is represented by the solar
trackers 𝑇1 and 𝑇2. The concept of the line of greatest slope (𝐿𝐺 𝑆)
of a plane surface will be used in this study. 𝐿𝐺 𝑆 is the line of the
plane that develops the greatest angle of the plane with respect to the
horizontal plane of projection (𝑂 𝑥′, 𝑂 𝑦′) of the reference system (𝑆′),
and is therefore perpendicular to the horizontal trace of the plane. As
mentioned above (see Table 1), the position of the sloping terrain is
defined by the angles: 𝛾 (𝐼 𝑑 ) and 𝛼 (𝐼 𝑑 ), and the position of the
𝑔 2 𝑔 3
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Fig. 8. Reference systems (S’) and (S’’).

Fig. 9. Detail of angles.

solar tracker by the angles: 𝛾 (𝐼 𝑑4) and 𝛼 (𝐼 𝑑5).
These angles can be defined with respect to the reference system

(𝑆′):

(i) 𝛾𝑔 is the angle between the horizontal projection of the 𝐿𝐺 𝑆 of
the tilted terrain and the south axis (𝑂 𝑦′). The following sign
convention was used: 𝛾𝑔 < 0 (𝛾𝑔 > 0) if the sloping terrain is
turned to the east (west).

(ii) 𝛼𝑔 is the angle between the 𝐿𝐺 𝑆 of the sloping terrain and
its projection onto the horizontal plane of projection (𝑂 𝑥′, 𝑂 𝑦′)
of the reference system (𝑆′). The sign convention used was as
follows: 𝛼𝑔 > 0 (𝛼𝑔 < 0) if the slope goes up (down) from south to
north.

(iii) 𝛾 is the angle between the horizontal projection of the tracker
axis and the South axis (𝑂 𝑦′). The following sign convention was
used: 𝛾 < 0 (𝛾 > 0) if the tracker is turned to the east (west).

(iv) 𝛼 is the angle between the tracker axis and its projection onto the
horizontal plane of projection (𝑂 𝑥′, 𝑂 𝑦′) of the reference system
(𝑆′). The sign convention used was as follows: 𝛼 > 0 (𝛼 < 0) if
the tracker goes up (down) from south to north.

The sign criteria for 𝛾𝑔 and 𝛾 were chosen to be consistent with the
criterion that the solar azimuth 𝛾𝑆 < 0 before noon while after noon,
𝛾𝑆 > 0. And, the sign criteria for 𝛼𝑔 and 𝛼 were chosen to be consistent
with the criterion that the solar height is 𝛼𝑆 > 0.

A new reference system (𝑆′′) linked to the axis of the tracker must
be used to the characteristics of the sloping terrain (see Fig. 8). The
reference system (𝑆′′) can be defined as follows:
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Fig. 10. Transformation of the reference system (S’) into the system (S’’).
(i) The 𝑂 𝑦′′ axis is the straight line defining the tracker axis. The
positive direction of the 𝑂 𝑦′′ axis is towards the south.

(ii) The 𝑂 𝑧′′ axis is the normal to the sloped terrain (⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒). The
positive direction of the 𝑂 𝑧′′ axis is towards the zenith.

(iii) The 𝑂 𝑥′′ axis was determined by the vector product of the axes
𝑂 𝑧′′ and 𝑂 𝑦′′, 𝑂 𝑧′′ × 𝑂 𝑦′′. The positive direction of the 𝑂 𝑥′′ axis
is towards the west.

3.2. Relationship between the sloping terrain angles and the solar tracker
angles

The relationship between the sloping terrain angles (𝛼𝑔 and 𝛾𝑔) and
the solar tracker angles (𝛼 and 𝛾) can be deduced from Fig. 9. The
parameters 𝛥𝛾 and 𝛼 can be defined as:

𝛥𝛾 = 𝛾𝑔 − 𝛾 (1)

𝛼 = ar ct an(t an 𝛼𝑔 cos(𝛾𝑔 − 𝛾)) (2)

Eq. (2) is fundamental to optimising the layout of the solar trackers on
the sloping terrain. In other words, the optimal design objective for a
given sloping terrain, defined by (𝛼𝑔 , 𝛾𝑔), is the optimal choice of (𝛼,
𝛾) for the solar trackers. According to relationship (2), only one degree
of freedom is available; therefore, the objective will be to calculate the
optimal angle 𝛾 that completely defines the solar tracker system.

3.3. Transforming the reference system 𝑆′ into the system 𝑆′′

The matrices that allow the reference system (𝑆′′) to be obtained
from the reference system (𝑆′) must be determined (see Fig. 10).

The reference system (𝑆′′) can be obtained from the reference
system (𝑆′) by means of three rotations, according to the sequence: blue
(𝑆′) (Pivot axis 𝑂 𝑧′ at angle 𝛾, see Fig. 10a) ⟶ green (Pivot axis 𝑂 𝑥′1
at angle 𝛼, see Fig. 10b) ⟶ black (Pivot axis 𝑂 𝑦′′ at angle 𝛽𝑐 , Fig. 10c)
⟶ red (𝑆′′)). Each of these rotations will be discussed below.

1𝐬𝐭 rotation: rotation around the 𝑂 𝑧′ axis by an angle 𝛾.
With this rotation, the reference system (𝑆′) rotates around the 𝑂 𝑧′

axis by an angle 𝛾. The rotation matrix is as follows:

𝑀𝑧′ =
⎛

⎜

⎜

⎝

cos 𝛾 − sin 𝛾 0
sin 𝛾 cos 𝛾 0
0 0 1

⎞

⎟

⎟

⎠

(3)

The matrix 𝑀𝑧′ transforms the reference system (𝑆′) (𝑂 𝑥′, 𝑂 𝑦′, 𝑂 𝑧′)
to the green reference system (𝑂 𝑥′1, 𝑂 𝑦′1, 𝑂 𝑧′). As the chosen sign
convention is 𝛾 < 0, the matrix corresponds to a counterclockwise
rotation.

2𝐧𝐝 rotation: rotation around the 𝑂 𝑥′1 axis by an angle 𝛼
With this rotation, the green reference system rotates around the

𝑂 𝑥′1 axis by an angle 𝛼. The rotation matrix is as follows:

𝑀𝑥′1
=
⎛

⎜

⎜

1 0 0
0 cos 𝛼 − sin 𝛼

⎞

⎟

⎟

(4)

⎝ 0 sin 𝛼 cos 𝛼 ⎠
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The matrix 𝑀𝑥′1
transforms the green reference system (𝑂 𝑥′1, 𝑂 𝑦′1, 𝑂 𝑧′)

to the black reference system (𝑂 𝑥′1, 𝑂 𝑦′′, 𝑂 𝑧′1). As the chosen sign
convention is 𝛼 > 0, the matrix corresponds to a clockwise rotation.
The rotation matrix 𝑀12 of the first two rotations can be expressed as:

𝑀12 = 𝑀𝑥′1
⋅𝑀𝑧′ (5)

The rotation matrix (5) takes into account the parameters 𝛾 and 𝛼.
3𝐫 𝐝 rotation: rotation around the 𝑂 𝑦′′ by an angle 𝛽𝑐
With this rotation, the black reference system rotates around the

𝑂 𝑦′′ axis by an angle 𝛽𝑐 . 𝛽𝑐 is the tilt angle between rows of solar
trackers referenced to the black system (see Fig. 8). The rotation matrix
is as follows:

𝑀𝑦′′ =
⎛

⎜

⎜

⎝

cos 𝛽𝑐 0 − sin 𝛽𝑐
0 1 0

sin 𝛽𝑐 0 cos 𝛽𝑐

⎞

⎟

⎟

⎠

(6)

The matrix 𝑀𝑦′′ transforms the black reference system (𝑂 𝑥′1, 𝑂 𝑦′′, 𝑂 𝑧′1)
to the reference system (𝑆′′) (𝐴𝑥′′, 𝐴𝑦′′, 𝐴𝑧′′). As the chosen sign
convention is 𝛽𝑐 > 0, the matrix corresponds to a counterclockwise
rotation.

The angle 𝛽𝑐 can be calculated by the vector ⃖⃗𝑣′′ (see Fig. 8). The
vector ⃖⃗𝑣′′ is the vector product of the normal to the sloping terrain
(⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒) and the axis 𝐴𝑦′′:

⃖⃗𝑣′′ = ⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒 × 𝐴𝑦′′ (7)

These two vectors referring to the reference system (𝑆′) can be ex-
pressed:
⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒 = (sin 𝛼𝑔 sin 𝛾𝑔 , sin 𝛼𝑔 cos 𝛾𝑔 , cos 𝛼𝑔) (8)

𝐴𝑦′′ = (cos 𝛼 sin 𝛾 , cos 𝛼 cos 𝛾 ,− sin 𝛼) (9)

And by means of the matrix 𝑀12 they can be referenced to the black
reference system (𝑂 𝑥′1, 𝑂 𝑦′′, 𝑂 𝑧′1):
⃖⃗𝑣′′ = 𝑀12 ⋅ (⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒 × 𝐴𝑦′′) (10)

Therefore, the tilt angle between rows of trackers 𝛽𝑐 , is:
𝛽𝑐 = ar csin ( ⃖⃗𝑣′′)𝑧′′ (11)

Thus, |
|

⃖⃗𝑣′′|
|

= 1. The vector ⃖⃗𝑣′′ is directed along the axis −𝐴𝑥′′.
The total rotation matrix for moving from the reference system

(𝑆′) (𝑂 𝑥′, 𝑂 𝑦′, 𝑂 𝑧′) to the reference system (𝑆′′) (𝐴𝑥′′, 𝐴𝑦′′, 𝐴𝑧′′) is
therefore:

𝑀 = 𝑀𝑦′′ ⋅𝑀12 (12)

The rotation matrix (12) takes into account the parameters 𝛾, 𝛼 and 𝛽𝑐 .
Finally, the values of the Sun must be expressed in the reference

system (𝑆′′). The solar vector with respect to the local system (𝑆′) is
given by the classical expression [23]:

⃖⃗𝑛′𝑆 = (sin 𝛾𝑠 cos 𝛼𝑠, cos 𝛾𝑠 cos 𝛼𝑠, sin 𝛼𝑠) (13)
= (sin𝜔 cos 𝛿 , cos𝜔 cos 𝛿 sin 𝜆 − sin 𝛿 cos 𝜆, cos𝜔 cos 𝛿 cos 𝜆 + sin 𝛿 sin 𝜆)
(14)
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Fig. 11. Flowchart for different cases of inter-row design on a horizontal surface.
where 𝛼𝑆 is the height angle of the Sun (◦), 𝛾𝑆 is the azimuth of the
Sun (◦), 𝛿 is the solar declination (◦), 𝜆 is the latitude (◦), and 𝜔 is the
hour angle (◦). And the solar vector in the new reference system (𝑆′′)
is:

⃖⃗𝑛′′𝑆 = 𝑀 ⋅ ⃖⃗𝑛′𝑆 (15)

The normal terrain (pointing away from the Earth) to the surface of the
𝑃 𝑉 module ⃖⃗𝑛′′𝑝 in the reference system (𝑆′′) is given by:

⃖⃗𝑛′′𝑝 = (sin 𝛽 , 0, cos 𝛽) (16)

where the plane of rotation of the solar tracker is the plane (𝑂 𝑥′′, 𝑂 𝑧′′)
of the reference system (𝑆′′) and 𝛽 is the rotation angle of the solar
tracker (◦). 𝛽 is the angle between ⃖⃗𝑛′′𝑝 and 𝐴𝑧′′.

The incident angle 𝜃, which is the angle between ⃖⃗𝑛′′𝑆 and the normal
terrain to the surface of the 𝑃 𝑉 module ⃖⃗𝑛′′𝑝 is given by:

cos 𝜃 =
⃖⃗𝑛′′𝑆 ⋅ ⃖⃗𝑛′′𝑝
|⃖⃗𝑛′′𝑆 |.|⃖⃗𝑛

′′
𝑝 |

(17)

Vectors ⃖⃗𝑛′′𝑆 and ⃖⃗𝑛′′𝑝 are unit vectors. Therefore:

cos 𝜃 = ⃖⃗𝑛′′𝑆 ⋅ ⃖⃗𝑛′′𝑝 =
(

⃖⃗𝑛′′𝑆
)

𝑥 sin 𝛽 +
(

⃖⃗𝑛′′𝑆
)

𝑧 cos 𝛽 (18)

In normal tracking mode, priority is given to maximising the incident
beam solar irradiance over the 𝑃 𝑉 field. For this purpose, angle 𝛽 must
be such that the projection of ⃖⃗𝑛′′𝑆 on the plane perpendicular to the 𝑃 𝑉
field is parallel to the ⃖⃗𝑛′′𝑝 [23]. This shall be called the optimal pointing
condition, and is given by the equation:

𝛽 = 𝜃′′𝑡 = ar ct an
[ (

�⃗�′′𝑆
)

𝑥
(

�⃗�′′𝑆
)

𝑧

]

(19)

where 𝜃′′𝑡 (◦) is the transversal angle in the reference system (𝑆′′). The
sign convention used is: 𝜃′′𝑡 < 0 before noon and 𝜃′′𝑡 > 0 after noon.

Simply by operating properly, 𝛽 can be eliminated and a compact
equation can be obtained for the cosine incidence angle under optimal
pointing (i.e. normal tracking mode) from the Eqs. (18) and (19):
cos 𝜃 =

(

⃖⃗𝑛′′𝑆
)

𝑥 sin 𝛽 +
(

⃖⃗𝑛′′𝑆
)

𝑧 cos 𝛽

t an 𝛽 =

(

�⃗�′′𝑆
)

𝑥
(

�⃗�′′𝑆
)

𝑧

⎫

⎪

⎬

⎪

⎭

→ cos 𝜃 =
√

(

⃖⃗𝑛′′𝑆
)2
𝑥 +

(

⃖⃗𝑛′′𝑆
)2
𝑧 (20)

The main advantage of operating in the reference system (𝑆′′) is that
it places the solar trackers deployed on a horizontal surface. To do so,
the solar tracker must be positioned with its axis of rotation parallel
to the sloped terrain, i.e. taking into account 𝛽𝑐 . Therefore, this is the
reference system used in this study. The convention for the slope of
the inclined terrain with respect to the horizontal will be: (i) 𝛽𝑐 > 0 if
the slope decreases from east to west (clockwise), and (ii) 𝛽𝑐 < 0 if the
slope increases from east to west (counter clockwise). This convention
is consistent with the convention set for 𝜃𝑡, and 𝛽.

Throughout the rest of the paper, all of the calculations are refer-
enced to the new reference system 𝑆′′.
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Fig. 12. Cases according to the sign 𝛼𝑔 and the position of the Sun.

3.4. Inter-row spacing design

Achieving optimal inter-row spacing is a fundamental and complex
task when designing 𝑃 𝑉 power plants. Some authors have addressed
this issue with different terrain topographies. Considering certain sim-
plifications, Anderson [29] studied inter-row spacing on a sloping
terrain in the east–west direction with the solar trackers deployed in the
north–south direction. The conclusions of his work cannot be applied
to the study presented here.

Several papers have approached the issue of horizontal terrain;
however, the most complete research work was published by [14].
Said paper considers the three aforementioned conditions (𝛽max, 𝑑min
and 𝜃𝑡𝑠𝑡) that must be fulfilled simultaneously to optimise inter-row
spacing and classifies inter-row spacing design into five possible cases.
The derived equations obviously cannot be applied to the work pre-
sented here, but the procedure used can be considered a starting point.
Fig. 11 shows a flowchart describing the possible cases for solar trackers
deployed on a horizontal surface [14]. If the terrain is inclined in a
north–south direction, the solution is the same as for horizontal terrain
[19].

The difference between horizontal terrain and sloping terrain ori-
ented in any direction will be analysed below. For the sake of simplic-
ity, yet without losing any generality, we shall present one particular
case (see Fig. 2c): the case of an increasing slope from east to west.
The conclusions obtained from the study carried out based on this
example are easily generalisable to the general case. Fig. 12 shows
several explanatory examples.

Here is one:

(i) There are two possible considerations depending on the orien-
tation of the sloping terrain, the slope of the terrain, and the
position of the Sun (before or after noon). With the first, known as
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Table 2
Study data for the choice of 𝑒𝑡.

Location Almeria (Spain); Latitude; 36◦50′07′′𝑁 ; Longitude: 02◦24′08′′𝑊 ; Altitude: 22 (m)
Land Slope orientation: E–W; Crescent from East to West; 𝛽𝑐 = −10 (◦)
𝑃 𝑉 module LR5-72HBD 535; 535 (𝑊 𝑝); dimensions: 1133 × 2256 (mm)
𝛽max 60 (◦)
𝑑min 4 (m)
𝑒𝑙 0.3 (m)
Example 1 1V; 𝑛𝑝: 60; 𝑊 : 2.256 (m); 𝐿: 69.455 (m)
Example 2 2V; 𝑛𝑝: 120; 𝑊 : 4.537 (m); 𝐿: 69.455 (m)
t
c
o
a

(
b
o
i

‘‘𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’’, less 𝑒𝑡 spacing is needed to avoid shading between
rows. On the other hand,with the second, which is thought to be
‘‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’’, more spacing 𝑒𝑡 is needed. In our example the
unfavourable consideration is clearly after noon.

(ii) Equations have been defined for horizontal surfaces to determine
the time of sunrise (𝑇𝑅(𝑛)) and sunset (𝑇𝑆 (𝑛)) [23] (𝑛 is the day
of the year). These equations do not apply to sloping terrain as
there must be verification of whether the Sun goes down behind
the sloping terrain. Therefore, in the new reference system (𝑆′′),
the equations for the calculation of sunrise and sunset are not the
same as when the surface is horizontal. Thus, the new sunrise
and sunset must be calculated according to the orientation and
inclination of the terrain. The first step is to verify whether the
Sun is hidden in the interval [𝑇𝑅(𝑛), 𝑇𝑆 (𝑛)] behind the tilted
terrain, i.e. whether the cosine of the angle between the normal
to the sloped terrain (⃖⃖⃖⃗𝑁𝑠𝑙 𝑜𝑝𝑒) and the normal to the Sun ⃖⃗𝑛′′𝑆 is
positive. This will provide a new working interval: [𝑇 ∗

𝑅(𝑛), 𝑇
∗
𝑆 (𝑛)].

Taking into account all of the above considerations, the choice of 𝑒𝑡
can be made in two ways:

(i) Mode I. Choose the ‘‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’’ consideration (before or after
noon, depending on the slope steepness) and then impose step
𝑒𝑡 following the steps proposed in [14] for a horizontal surface
(see Fig. 11). The process is by no means trivial as all 5 cases
(see Fig. 11) [14] may be true for the unfavourable consideration
(before or after noon). Then, pitch 𝑒𝑡 is set for the favourable
consideration (before or after noon) and 𝑒𝑡 will be generally over
dimensioned.

(ii) Mode II. Choose 𝑒𝑡 considering that the surface is horizontal [14].
In this study, it would also be necessary to consider the 5 possible
cases [14] (see Fig. 11). This 𝑒𝑡 is always smaller than in Mode I,
and the problem is greatly simplified.

The advantages and disadvantages of using Mode I or II will be
iscussed below.

With Mode I, the most ‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’ option is chosen for the
determination of 𝑒𝑡. This most ‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’ option can be fulfilled
before or after noon, depending on the slope steepness (see Fig. 12). In
contrast, with Mode II, the surface is considered to be horizontal. Mode
I is obviously more straightforward as there are no prior calculations
o be made in order to apply it. The procedure for determining 𝑒𝑡 on a
orizontal surface has been detailed in [14].

Regardless of whether Mode I or Mode II is used, five different cases
an be given depending on 𝛽max, 𝑑min, and 𝜃𝑡𝑠𝑡. Fig. 11 shows these
ases [14].

Two examples were carried out to compare the results of the ap-
plication of the proposed procedure in Mode I and Mode II when
determining 𝑒𝑡. Table 2 shows the data from this study.

In Example 1 for 𝑛 = 355, 𝑒𝑡 is 5.28 (m) in the most ‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’
Mode I option. And it is 5.128 (m) in Mode II . The operating periods
shown in Table 3 ware obtained with these results.

In Mode I with the calculated 𝑒𝑡, 𝑇𝑏2 −𝑇𝑏1 = 5.98 (h), meaning more
han 4 (h) are being imposed on the 355𝑡ℎ day. In Mode II with the
alculated 𝑒𝑡, 𝑇𝑏2 − 𝑇𝑏1 = 5.87 (h), so more than 4 (h) are also being
mposed on the 355𝑡ℎ day. Therefore, all three conditions (𝛽max, 𝑑min
nd 𝜃 ) are satisfied with either of the two modes.
𝑡𝑠𝑡
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Table 3
Operating periods for Example 1 (1𝑉 ), 𝑛 = 355.

Operating period Mode I Mode II
Start End Start End

Time (h) Time (h) Time (h) Time (h)

Sunrise backtracking mode 𝑇𝑅 = 7.26 𝑇𝑏1 = 8.33 𝑇𝑅 = 7.26 𝑇𝑏1 = 8.40
Static mode 𝑇𝑏1 = 8.33 𝑇𝛽1 = 9.40 𝑇𝑏1 = 8.40 𝑇𝛽1 = 9.40
Normal tracking mode 𝑇𝛽1 = 9.40 𝑇𝑏2 = 14.32 𝑇𝛽1 = 9.40 𝑇𝑏2 = 14.27
Sunset backtracking mode 𝑇𝑏2 = 14.32 𝑇 ∗

𝑆 = 15.94 𝑇𝑏2 = 14.27 𝑇 ∗
𝑆 = 15.94

Table 4
Operating periods for Example 2 (2𝑉 ), 𝑛 = 355.

Operating period Mode I Mode II
Start End Start End

Time (h) Time (h) Time (h) Time (h)

Sunrise backtracking mode 𝑇𝑅 = 7.26 𝑇𝑏1 = 8.80 𝑇𝑅 = 7.26 𝑇𝑏1 = 9.39
Static mode 𝑇𝑏1 = 8.80 𝑇𝛽1 = 9.40 𝑇𝑏1 = 9.39 𝑇𝛽1 = 9.40
Normal tracking mode 𝑇𝛽1 = 9.40 𝑇𝑏2 = 14.00 𝑇𝛽1 = 9.40 𝑇𝑏2 = 13.56
Sunset backtracking mode 𝑇𝑏2 = 14.00 𝑇 ∗

𝑆 = 15.94 𝑇𝑏2 = 13.56 𝑇 ∗
𝑆 = 15.94

Table 5
Results of the study for the choice of 𝑒𝑡.

Parameter Example 1 (1V) Example 2 (2V)

Mode I Mode II Mode I Mode II
𝐻𝑎 (MWh∕m2) 2.3183 2.3124 2.2734 2.2039
𝑎𝑃 𝑉 (m2) 153.36 153.36 306.72 306.72
𝐸𝑎 (MWh) 355.54 354.64 697.3 675.99
𝑎𝑡 (m2) 368.92 357.70 605.89 485.35
𝐸 𝐴𝑅 (MWh∕m2) 0.963 0.991 1.150 1.392

In Example 2 where 𝑛 = 355, 𝑒𝑡 is 8.68 (m) in the most ‘𝑢𝑛𝑓 𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙 𝑒’
Mode I option. And it is 6.95 (m) in Mode II. The operating periods
shown in Table 4 were obtained with these results.

In Mode I, with the calculated 𝑒𝑡, 𝑇𝑏2−𝑇𝑏1 = 5.20 (h), meaning more
han 4 (h) are being imposed on the 355𝑡ℎ day. In Mode II with the
alculated 𝑒𝑡, 𝑇𝑏2−𝑇𝑏1 = 4.16 (h), so more than 4 (h) are being imposed
n the 355𝑡ℎ day. Therefore, all three conditions (𝛽max, 𝑑min and 𝜃𝑡𝑠𝑡)
re satisfied in the two modes.

The assessment indicators of this study are: (i) the annual solar
irradiation incident on the 𝑃 𝑉 field (𝐻𝑎) (using Eq. (34)), (ii) the area
required for the deployment of the solar trackers (𝑎𝑡) (𝑎𝑡 = 𝑒𝑡 ⋅

(

𝐿 + 𝑒𝑙
)

),
iii) the annual energy (𝐸𝑎) (𝐸𝑎 = 𝑎𝑡 ⋅𝐻𝑎), and (iv) the 𝐸 𝐴𝑅 (the ratio
etween the annual energy incident on the 𝑃 𝑉 field (𝐸𝑎) and the area
ccupied by the 𝑃 𝑉 field (𝑎𝑡)) [46]. Table 5 shows the results obtained
n these two examples.

The following conclusions can be drawn based on the results shown
in Table 5:

(i) Mode I leads to slightly better results in solar irradiance and
therefore in the incident energy on the 𝑃 𝑉 field.

(ii) Mode II requires less surface area for installation. This fact is more
noticeable in the 2 V configuration.

(iii) As far as the 𝐸 𝐴𝑅 parameter is concerned, Mode II clearly per-
forms better. This is most noticeable in the 2 V configuration.
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Table 6
Periods of operation with a horizontal single-axis tracker in the most general case.

Operating period Start End Motion Incidence

Time Angle Time Angle Angle

Sunrise backtracking mode 𝑇 ∗
𝑅(𝑛) 𝑇𝑏1 (𝑛) 𝜃𝑡𝑏1 𝛽𝐵 cos 𝜃𝐵

Static mode 𝑇𝑏1 (𝑛) 𝜃𝑡𝑏1 𝑇𝛽1 (𝑛) 𝜃𝑡𝛽1 −𝛽max cos 𝜃𝑆
Normal tracking mode 𝑇𝛽1 (𝑛) 𝜃𝑡𝛽1 𝑇𝛽2 (𝑛) 𝜃𝑡𝛽2 𝜃𝑡 cos 𝜃
Static mode 𝑇𝛽2 (𝑛) 𝜃𝑡𝛽2 𝑇𝑏2 (𝑛) 𝜃𝑡𝑏2 𝛽max cos 𝜃𝑆
Sunset backtracking mode 𝑇𝑏2 (𝑛) 𝜃𝑡𝑏2 𝑇 ∗

𝑆 (𝑛) 𝛽𝐵 cos 𝜃𝐵

Therefore, the use of Mode II is recommended as the best option,
or determining 𝑒𝑡 when the surface is considered to be horizontal.
herefore, the pitch in the reference system (𝑆′′) can be determined
y the equation:

𝑒′′𝑡 =
𝑒𝑡

cos 𝛽𝑐
(21)

where 𝑒𝑡 is the pitch that would be imposed on horizontal terrain.

3.5. Determining operating periods

In general, there are three periods of operation with a horizontal
single-axis tracker: backtracking mode, static mode and normal track-
ng mode. Nonetheless, there are sometimes only two: backtracking

mode and normal tracking mode. Table 6 lists the periods of operation
or the most general case.

Each period of operation is associated with a certain solar tracker
otion. Knowledge of the parameters shown in Table 2 is essential

for defining the solar tracking algorithm and calculating the incident
nergy on the 𝑃 𝑉 field.

3.5.1. Solar tracker movement
The equations governing the movement of the solar tracker in the

hree periods of operation will be deduced in this section. The equations
overning each mode of operation are as follows:

(i) Determination of 𝛽 in backtracking mode. 𝛽𝐵 and cos 𝜃𝐵 in the
reference system (𝑆′′) can be determined by the equations:

𝛽𝐵 = 𝜃′′𝑡 + 𝜃′′𝑐 = 𝜃′′𝑡 − sign(𝜃′′𝑡 ) ar ccos
( 𝑒′′𝑡
𝑊

cos 𝜃′′𝑡

)

(22)

cos 𝜃𝐵 = 𝑛′′𝑆 ⋅ 𝑛′′𝑝 =
(

𝑛′′𝑆
)

𝑥 sin 𝛽𝐵 +
(

𝑛′′𝑆
)

𝑧 cos 𝛽𝐵 (23)

(ii) Determination of 𝛽 in static mode. 𝛽𝑆 and cos 𝜃𝑆 in the reference
system (𝑆′′) can be determined by the equations:

𝛽𝑆 = ±𝛽max (24)

cos 𝜃𝑆 = 𝑛′′𝑆 ⋅ 𝑛′′𝑝 =
(

𝑛′′𝑆
)

𝑥 sin
(

sign(𝜔)𝛽max
)

+
(

𝑛′′𝑆
)

𝑧 cos
(

sign(𝜔)𝛽max
)

(25)

(iii) Determination of 𝛽 in normal tracking mode. 𝛽 and cos 𝜃 in the
reference system (𝑆′′) can be determined by the equations:

𝛽 = 𝜃′′𝑡 (26)
cos 𝜃 =

√

(

𝑛′′𝑆
)2
𝑥 +

(

𝑛′′𝑆
)2
𝑧 (27)

3.5.2. Solar tracker operating periods
The equations that determine the operating periods are as follows:

(i) Determination of 𝑇 ∗
𝑅(𝑛) and 𝑇 ∗

𝑆 (𝑛). The sunrise (𝑇 ∗
𝑅(𝑛)) and sunset

(𝑇 ∗
𝑆 (𝑛)) reflect changes when compared to cases of horizontal

terrain (𝑇𝑅(𝑛), 𝑇𝑆 (𝑛)), due to the slope of the terrain. As already
mentioned, these conditions are used to calculate these instants if
the cosine of the angle between the normal to the inclined terrain
⃖⃖⃖⃗ ′′
(𝑁𝑠𝑙 𝑜𝑝𝑒) and the normal to the Sun ⃖⃗𝑛𝑆 is positive.
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(ii) Determination of 𝑇𝛽1 (𝑛) and 𝑇𝛽2(𝑛). In order to calculate the
instants where normal tracking mode changes to static mode, you
simply must consider the two values of the solar time 𝑇𝛽 obtained
from the equation:

𝜃′′𝑡 = ±𝛽max (28)

(iii) Determination of 𝑇𝑏1 (𝑛) and 𝑇𝑏2 (𝑛). As the backtracking mode can
evolve into static mode or normal tracking mode, only two cases
can now arise. From the study presented in [14]:

𝑒′′𝑡 = 𝑊
cos(𝜃′′𝑡 )

(29)

and as pitch 𝑒𝑡 is fixed, we call 𝜃𝑡𝑏:

𝜃𝑡𝑏 = sign(𝜃′′𝑡 ) ar ccos
(

𝑊
𝑒′′𝑡

)

(30)

The only two cases that can now arise are based on the value of 𝜃𝑡𝑏
n Eq. (30):

𝐶 𝑎𝑠𝑒𝐼 ∶ |

|

𝜃𝑡𝑏|| ≤ 𝛽max

𝐶 𝑎𝑠𝑒𝐼 𝐼 ∶ |

|

𝜃𝑡𝑏|| > 𝛽max (31)

In Case I the backtracking mode starts in 𝜃𝑡𝑏 with the tracker in
normal tracking mode, i.e. it starts at (30):

𝜃𝑡𝑏1 = 𝜃𝑡𝑏 (32)

In Case II, the backtracking mode starts with the solar tracker in
static mode. From the study presented in [14]:

𝑒′′𝑡 −𝑊 cos(𝛽max) = 𝑊 t an(𝜃𝑡) sin(𝛽max) (33)

and simply solving the previous equation 𝜃𝑡, a value of 𝜃𝑡𝑏2 is
btained.

3.6. Optimising the of position of the solar trackers

The optimisation of the position of the solar trackers on a particular
terrain with a general slope involves two phases:

(1) The optimal choice of (𝛼, 𝛾) for the solar trackers for a given
sloping terrain is defined by (𝛼𝑔 , 𝛾𝑔). Eq. (2) is used. According
to relationship (2), only one degree of freedom is available,
therefore the objective will be to calculate the optimal angle 𝛾
that completely defines the solar tracker system. The objective
in this phase is to maximise the annual incident solar irradiation
(𝐻𝑎) on the 𝑃 𝑉 field:

𝐻𝑎 =
365
∑

𝑛=1
𝐻𝑡 (𝑛) (34)

where 𝐻𝑎 is the annual incident solar irradiation on the 𝑃 𝑉 field
(Wh∕m2), and 𝐻𝑡 is the daily incident solar irradiation on the 𝑃 𝑉
field (Wh∕m2). To calculate the optimal value of 𝛾, a force brute
algorithm is used, calculating the maximum value of 𝐻𝑎, varying
(𝛼, 𝛾) between appropriate ranges.

(2) Once the optimal value of 𝛾 is calculated, the equations for design-
ing the inter-row spacing to avoid shading between adjacent 𝑃 𝑉
modules can be derived, and the operating periods of the solar
tracker can be determined, a packing algorithm can be used to
maximise the total 𝑃 𝑉 modules area (𝐴𝑇 𝑃 𝑉 ) using the following
parameters: the number of 𝑃 𝑉 modules (𝑁𝑃 𝑉 ), the width of a 𝑃 𝑉
module (𝑊𝑃 𝑉 ), and the length of a 𝑃 𝑉 module (𝐿𝑃 𝑉 ). The target
function is:

𝐴𝑇 𝑃 𝑉 =
𝑁𝑃 𝑉
∑

𝑖=1
𝑊𝑃 𝑉 ⋅ 𝐿𝑃 𝑉 (35)



A. Barbón et al.

T
b

(
t
i
a
i
t
r

i

t
p
t
i

s
c

T

o

i

t
w
d

Applied Energy 387 (2025) 125582 
To calculate of 𝐻𝑡 (𝑛) in the first phase, the periods of operation
deduced above must be taken into account as well as the equations
that govern the movement of the solar trackers, on each day 𝑛 of the
year. The general case with 5 zones comprising the operating period is:
𝐻𝑡(𝑛) = ∫

𝑇𝑏1 (𝑛)

𝑇 ∗
𝑅 (𝑛)

𝐼𝑡
(

𝑛, 𝛽𝐵 , 𝑇
)

𝑑 𝑇 + ∫

𝑇𝛽1 (𝑛)

𝑇𝑏1 (𝑛)
𝐼𝑡
(

𝑛,−𝛽max, 𝑇
)

𝑑 𝑇 +

+∫

𝑇𝛽2 (𝑛)

𝑇𝛽1 (𝑛)
𝐼𝑡
(

𝑛, 𝜃𝑡, 𝑇
)

𝑑 𝑇 + ∫

𝑇𝑏2 (𝑛)

𝑇𝛽2 (𝑛)
𝐼𝑡
(

𝑛, 𝛽max, 𝑇
)

𝑑 𝑇 + ∫

𝑇 ∗
𝑆 (𝑛)

𝑇𝑏2 (𝑛)
𝐼𝑡
(

𝑛, 𝛽𝐵 , 𝑇
)

𝑑 𝑇 (36)

where 𝐼𝑡 is the total incident solar irradiance on the 𝑃 𝑉 field (W∕m2).
his solar irradiance can be calculated using the equation proposed
y [23]:

𝐼𝑡 (𝑛, 𝛽 , 𝑇 ) = 𝐼𝑏ℎ (𝑛, 𝑇 ) ⋅ cos 𝜃
cos 𝜃𝑧

+ 𝐼𝑑 ℎ (𝑛, 𝑇 ) ⋅
(

1 + cos 𝛽
2

)

+

+
(

𝐼𝑏ℎ (𝑛, 𝑇 ) + 𝐼𝑑 ℎ (𝑛, 𝑇 )
)

⋅ 𝜌𝑔 ⋅
(

1 − cos 𝛽
2

)

(37)

where 𝐼𝑏ℎ (𝑛, 𝑇 ) is the beam solar irradiance on horizontal terrain
W∕m2), 𝐼𝑑 ℎ (𝑛, 𝑇 ) (W∕m2) is the diffuse solar irradiance on horizontal
errain (W∕m2), 𝑛 is the day of the year (𝑑 𝑎𝑦), 𝜃 (◦) is the incident angle
n the reference system (𝑆′′) for each operating period (◦), 𝛽 is the tilt
ngle in the reference system (𝑆′′) for each operating period (◦), 𝜃𝑧
s the zenith angle of the Sun in the reference system (𝑆′′) (◦), 𝜌𝑔 is
he ground reflectance (𝑑 𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙 𝑒𝑠𝑠), and 𝑇 (h) is the solar time. The
easons for the choice of models used in Eq. (37) are as follows:

(i) Eq. (37) uses the isotropic model devised by Liu and Jordan [47]
to determine the diffuse solar irradiance incident on the 𝑃 𝑉 field.
Although there are several models for this calculation, the Liu and
Jordan model is used, along with many recent works [48–50],
because of the good results [51].

(ii) It is not possible to accurately calculate the ground reflected
irradiance over the 𝑃 𝑉 field [23], due to the large number and
nature of the factors influencing it [23]. Eq. (37) uses the isotropic
model devised by Liu and Jordan [47] to determine the solar
irradiance reflected from the ground on an inclined surface. This
model has also been frequently used in similar studies [48–50].

Furthermore, Eq. (37) is based on the knowledge of 𝐼𝑏ℎ (𝑛, 𝑇 ) and
𝐼𝑑 ℎ (𝑛, 𝑇 ). The method presented in [52] is used to determine these solar
rradiances, following these steps:

(i) Step 1: Determination of the beam solar irradiance on a horizontal
surface (𝐼𝑏ℎ (𝑛, 𝑇 )), using the Hottel clear-sky model [53].

(ii) Step 2: Determination of the diffuse solar irradiance on a horizon-
tal surface (𝐼𝑑 ℎ (𝑛, 𝑇 )), using the Liu-Jordan clear-sky model [54].

(iii) Step 3: Recalibration of the clear day models from steps 1 and 2
to the meteorological conditions at the site. The practical validity
of the equation (37) is highly dependent on the real values
of 𝐼𝑏ℎ (𝑛, 𝑇 ) and 𝐼𝑑 ℎ (𝑛, 𝑇 ), which vary with the meteorological
conditions. In other words, a cloudy sky model is needed to
reduce the 𝐼𝑏ℎ (𝑛, 𝑇 ) and 𝐼𝑑 ℎ (𝑛, 𝑇 ) obtained with clear day models
to the meteorological conditions at the location. The procedure
proposed by [52] was used for this purpose. This procedure uses
monthly-averaged beam and diffuse solar irradiation for the site
under study, averaged over a 10-year period, obtained by satellite
from the PVGIS database [55].

As for the second phase, studies [13,14] proposed packing algo-
rithms to optimise the 𝑃 𝑉 field of a 𝑃 𝑉 power plant. In the first study,
he packing algorithm was applied to a ground-mounted photovoltaic
ower plant, and in the second study, it was applied to a single-axis
racking photovoltaic power plant. The packing algorithm proposed
n [14] will obviously be used in this research work.

Fig. 13. shows the schematics of a 𝑃 𝑉 power plant with horizontal
ingle-axis trackers in the new reference system 𝑆′′. The packing system
onsists of placing rows of solar trackers in the 𝑦′′direction inside the
13 
available land area. The projection of each solar tracker on the 𝑥′′𝑦′′

plane was considered to develop of the algorithm. The shape of this
projection is a rectangle. All these rectangles 𝑅𝑖𝑗 have the axis of
rotation oriented towards the 𝑦′′ axis. The equations for this packing
algorithm can be found in [14].

The phenomenon of shading between 𝑃 𝑉 modules will never oc-
cur as the solar trackers are equipped with the backtracking mode.

herefore, the total area of the 𝑃 𝑉 field, 𝐴𝑇 𝑃 𝑉 , is constant.

3.7. Validation of the model

The robustness of the derivative equations is demonstrated in this
section by validating them from several perspectives. The validation
of the model will be carried out from three perspectives: numer-
ical validation, validation using PVsyst software, and experimental
validation.

Several specific codes have been developed with 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™
software that implement the equations deduced above. To calculate the
incident solar irradiance on the 𝑃 𝑉 field, a code has been developed
with 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software that implements the procedure presented
in [52].

3.7.1. Analytical validation
The equations for the horizontal terrain and solar tracker configu-

ration with a north–south orientation are in [14]. As 𝛽𝑐 = 0 (◦) and if
the following is substituted in Eq. (2): (i) 𝛼𝑔 = 0 (◦), (ii) 𝛾𝑔 = 0 (◦), and
(iii) 𝛾 = 0 (◦), 𝛼 = 0 (◦). Substituting these values into Eqs. (22) to (27)
yields the same equations as those shown in [14].

The equations for the sloping terrain configuration with north–south
rientation and solar tracker configuration with north–south orienta-

tion and tilted at angle 𝐴 are in [19]. If the following is substituted
n Eq. (2): (i) 𝛼𝑔 = 𝐴 (◦), (ii) 𝛾𝑔 = 0 (◦), and (iii) 𝛾 = 0 (◦), 𝛼 = 𝛼𝑔

(◦). Substituting these values into Eqs. (22) to (27) yields the same
equations as those shown in [19].

The equations for the sloping terrain configuration with an east–
west orientation and solar tracker configuration with a north–south
orientation are in [29]. If the following is substituted in Eq. (2): (i)
𝛼𝑔 = 𝛽𝑐 (◦), (ii) 𝛾𝑔 = −90 (◦), and (iii) 𝛾 = 0 (◦), 𝛼 = 0 (◦). Substituting
these values into Eqs. (22) to (27) yields the same equations as those
shown in [29].

Therefore, the equations presented here were validated in the three
most characteristic cases.

3.7.2. Validation using PVsyst and mathematica software
PVsyst software [36] is simulation software which is widely used

to estimate the performance of 𝑃 𝑉 power plants. This software is
recommended by the International Renewable Energy Agency [56].
Although PVsyst software does not optimise 𝑃 𝑉 power plants, it can
be used to determine the performance of a power plant once the
design parameters of the power plant are known. In this paper, PVsyst
software was used to validate the derived equations. PVsyst software is
frequently used in studies related to 𝑃 𝑉 systems [57,58].

The location chosen to compare the results obtained using PVsyst
software and the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code was the city of Gijón
(Spain), headquarters of the Department of Electrical Engineering of
the University of Oviedo. This location is characterised by: a latitude
of 43◦31′22′′, a longitude of 05◦43′07′′𝑊 , and an elevation above sea
level of 28 (m).

The concept of energy difference (𝑆 𝐸 𝐷) is frequently mentioned in
the literature [59,60]. It is used to compare different 𝑃 𝑉 mounting
systems, solar tracking systems, etc. In this study, we will compare
he results obtained with PVsyst software and with 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ soft-
are code implemented in terms of energy difference. The energy
ifference can be calculated as the difference between the incident

energy in the 𝑃 𝑉 field calculated using PVSyst software and the
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Table 7
Results obtained with 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ and with PVSyst software.

Scenario Alg. inputs Alg. outputs 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ PVSyst 𝑆 𝐸 𝐷
𝛾𝑔 (◦) 𝛼𝑔 (◦) 𝛾 (◦) 𝛼 (◦) (MWh∕m2) (MWh∕m2) (%)

1 0 0 0 0 1.4772 1.4730 −0.30
2 0 21.76 0 21.76 1.5976 1.5779 −1.23
3 0 43.52 0 43.52 1.6297 1.5650 −3.97
4 −10 10 −10 9.93 1.4988 1.5280 1.95
5 −20 5 −20 4.82 1.4667 1.4850 2.61
Fig. 13. Packing algorithm in the new reference system S’’.
𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code developed.

𝑆 𝐸 𝐷 =
𝐻𝑎𝑃 𝑉 𝑆 −𝐻𝑎𝑀

𝐻𝑎𝑀
⋅ 100 (38)

where 𝑆 𝐸 𝐷 is the energy difference due to the software used (%),
𝐻𝑎𝑃 𝑉 𝑆 is the annual incident solar irradiation on the 𝑃 𝑉 field calcu-
lated with PVsyst software (MWh∕m2), and 𝐻𝑎𝑀 is the annual incident
solar irradiation on the 𝑃 𝑉 field calculated with the
𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code (MWh∕m2).

Table 7 shows some results obtained with the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™
software code and with PVsyst software. It is remarkable that 𝛾 and 𝛼
are obtained with the proposed optimisation algorithm. The following
conclusions can be drawn from Table 7:

(i) The 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code uses the procedure proposed
in [52] based on monthly-averaged beam and diffuse solar irra-
diation for the site under study, averaged over a 10-year period,
obtained by satellite from the PVGIS database [55]. In contrast,
the PVSyst software uses the solar irradiation data proposed by
Meteonorm 8.0.

(ii) The results obtained by both procedures are very similar. The
difference between the two procedures is largely due to point (i).

(iii) According to the results obtained, the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software
code developed can be considered as validated.

3.7.3. Experimental validation
A prototype of a horizontal single-axis tracker, as illustrated in

Fig. 14, was originally manufactured and located at the Department
of Electrical Engineering of the University of Oviedo. It consists mainly
of the following components: eight 𝑃 𝑉 modules, a 𝐷 𝐶 motor and con-
trollers, and an electronic control module. The measuring equipment
includes three identical pyranometers, the specifications of which are as
follows: Type TR1 (Kipp & Zonen), a thermopile sensor, range: 0 − 2000
(W∕m2), and precision/resolution: 1 (W∕m2). As their characteristics
indicate that the uncertainty levels are < 2%, the measurements are
considered to be acceptable [61]. The three pyranometers face south,
with the following tilt angles: (i) pyranometer 1, with a tilt angle of 0
(◦), (ii) pyranometer 2, with a tilt angle equal to half the latitude of the
site, and (iii) pyranometer 3, with a tilt angle equal to the latitude of the
site. The pyranometers move with the solar tracker’s east–west rotation.
The traceability of the measurements is ensured by regular calibration
of the pyranometers. In addition, pyranometer 4 is used to measure the
14 
Fig. 14. Configuration of the experimental system.

global solar irradiance on a horizontal surface, and pyranometer 5 is
used to measure the diffuse solar irradiance on a horizontal surface.

The test conditions were as follows: (i) the pyranometers take
measurements every second with a time step of 1 (min) by integration;
(ii) the data collection corresponds to the 12 months of 2022; (iii) only
one solar tracker was used, so there was no shading between the solar
trackers; and (iv) the tracking mode was not used for the same reason
as (iii). Therefore, only two modes of operation were used: static and
normal tracking.

In this section, Scenarios 1, 2 and 3 in Table 3 will be compared as a
function of the energy gain using the developed 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™code, the
PVSyst software and the experimental results. Fig. 15 shows this com-
parison. The differences shown in Fig. 15c between the results obtained
in the experiment and those obtained with the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ code and
PVsyst are due to the following factors:

(i) The test was conducted throughout the year 2022 and the solar
irradiance model used data averaged over a 10-year period. For
example, in July 2022, higher than average solar irradiance values
were obtained, resulting in a monthly energy peak.
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Fig. 15. Comparison: Experimental, 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎, and PVSyst.

(ii) The movement of the solar tracker is not continuous; there
is certain discretisation. In contrast, the equations used in the
𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ code to determine the solar irradiation integrate
the solar irradiance, which is a continuous function (The same
is true for the PVsyst software.). Therefore, both means lead to
differences between them.

Even so, the numerical (𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ and PVsyst) and experi-
mental results are very similar in the three scenarios (see Fig. 15c).
Applying the energy difference (𝑆 𝐸 𝐷) defined above (see equation
(38)) to the experimental results, we obtain: the following 𝑆 𝐸 𝐷 𝑠: for
Scenario 1, −4.77% and −5.03%; for Scenario 2, −6.77% and −7.88%; and
for Scenario 3, −5.95% and −9.64%. The values are for 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™
and PVsyst, respectively on each scenario. These results validate the
equations derived and implemented in the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ code.

3.8. Limitations of the study

Several aspects of 𝑃 𝑉 power plant design are the focus of the
limitations of this study. These limitations are as follows:

(i) Limitations related to the maximum angle of movement of the 𝑃 𝑉
field. The current study the maximum angle of movement of the
𝑃 𝑉 field is ±60 (◦). If another 𝛽max were used, the results obtained
would be different, although the same proposed equations could
be used.

(ii) Limitations related to the availability of meteorological data at
the site. The lack of meteorological data for the site studied would
make it impossible to calculate the incident irradiance on the 𝑃 𝑉
field. However, meteorological data is usually known for most
places in the world.
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4. Assessment indicators

This section covers the study of the difference between the proposed
optimal deployment and a south-facing one. They are analysed from the
energetic and economic point of view. A brief analysis of the weather
conditions is also included.

4.1. Energy gain

The definition of Energy Gain (𝐸 𝐺) [46,62] intends to highlight
the importance of an energetic study before the deployment of a 𝑃 𝑉
system. It represents the difference in incident solar irradiation between
an optimally deployed 𝑃 𝑉 system, and one southward deployed:

𝐸 𝐺 = 𝐻𝑎(𝛾𝑜𝑝𝑡 ,𝛼𝑜𝑝𝑡) −𝐻𝑎(0,𝛼𝑜𝑝𝑡) (39)

where 𝐻𝑎(𝛾𝑜𝑝𝑡 ,𝛼𝑜𝑝𝑡) is the solar irradiation incident on the optimally
deployed field (k Wh), and 𝐻𝑎(0,𝛼𝑜𝑝𝑡) is the solar irradiation incident on
the southward-oriented (k Wh).

4.2. 𝐿𝐶 𝑂 𝐸 efficiency

The choice of deployment the economic viability of a system. When
the terrain has an orientation other than south, the orientation of the
solar tracker affects the profitability of the 𝑃 𝑉 system. The economic
feasibility study aims to compare the economic performance of the opti-
mally deployed 𝑃 𝑉 system to the south-facing one. For 𝑃 𝑉 systems, the
levelised cost of electricity produced (𝐿𝐶 𝑂 𝐸) is used [63]. It can also
be used to compare the costs of different 𝑃 𝑉 mounting systems [14,19].
The 𝐿𝐶 𝑂 𝐸 relates the life cycle cost of the 𝑃 𝑉 system to its energetic
production. It is computed with the following formula [64]:

𝐿𝐶 𝑂 𝐸 =
∑𝑁

𝑖=0
[

𝐶𝑖∕ (1 + 𝑟)𝑖
]

∑𝑁
𝑖=0

[

𝐸𝑖∕ (1 + 𝑟)𝑖
]

(40)

where 𝐿𝐶 𝑂 𝐸 is the levelised cost of electricity produced (e∕k Wh), 𝐶𝑖 is
the net cost of the project in the 𝑖−𝑡ℎ year (e), 𝐸𝑖 is the total electricity
production in the 𝑖 − 𝑡ℎ year (k Wh), 𝑟 is the discount rate in the 𝑖 − 𝑡ℎ
year, 𝑁 the total lifetime of the project (𝑦𝑒𝑎𝑟𝑠), and 𝑖 is the year (0 ≤ 𝑖
≤ 𝑁).

4.2.1. Net cost of the project
The net cost of the project comprises: the initial investment cost

(the cost of the horizontal single-axis tracker), the operation and main-
tenance costs, and interest costs (if applicable). In turn, the initial
investment includes the costs of the 𝑃 𝑉 mounting system, of the 𝑃 𝑉
modules, and of the control system and the motor.

The main components of the mounting system are central pillar, the
pillars, the shaft and the purlins [14]. The auxiliary ones are the joint
shafts, the pillar bearings, the motor brackets, the antenna brackets, the
shock absorbers, the end clamps, the clamps, the screws, the nuts, the
washers, etc [14]. The weight of the main components is also relevant,
and a structural analysis of the 𝑃 𝑉 mounting system is necessary to
determine it.

The structural design must ensure that the structural capacity of
the 𝑃 𝑉 mounting system is adequate to support, over its lifetime, its
own weight, the weight of the 𝑃 𝑉 modules, the weight of accumu-
lated snow, wind loads, or combinations of the above loads. There
are mandatory regulations on the action of wind and snow loads on
structures in each country. This structural design is carried out using
structural analysis software [65]. The main parts of this analysis are:

(i) Weight of the structure itself.
(ii) Weight of the 𝑃 𝑉 modules. The modules exert a load on the

structure (𝑞𝑃 𝑉 ), which depends on their weight (𝑊𝑒𝑃 𝑉 ) and their
surface area (𝐴𝑃 𝑉 ). This load can be determined by the equation:

𝑞 =
𝑊𝑒𝑃 𝑉 (41)
𝑃 𝑉 𝐴𝑃 𝑉
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Fig. 16. Range of variation of 𝛾𝑔 and 𝛼𝑔 .
(iii) Weight of accumulated snow, which is determined by equations
and parameters defined in the snow load standards of each
country (see Table 10), and depends on the latitude, longitude
and altitude.

(iv) Wind loads, also determined by equations and parameters defined
in the wind load standards of each country (see Table 10), and
depend on the latitude, longitude and altitude, too.

(v) Combination of the above loads, also detailed in country-specific
standards.

The operation and maintenance costs of a horizontal single-axis
tracker are set at 0.5% of the initial investment cost according to a
report by the National Renewable Energy Laboratory [66].

4.2.2. Total electricity production
The following formula gives the total electricity production in year

𝑖:
𝐸𝑖 = (𝜏 ⋅ 𝛼)𝑖 ⋅𝐻𝑖 ⋅ 𝜂𝑒𝑖 ⋅

(

1 − 𝑑𝑟
)𝑖 (42)

where 𝑖 indicates the year, and for each year 𝐸𝑖 is the total electrical
energy output (k Wh), 𝐻𝑖 is the incident solar irradiation, 𝜏 ⋅ 𝛼 is the
product of the transmittance of the glazing and the absorbance of the
photovoltaic coating 𝜂𝑒𝑖 is the electrical efficiency (𝑑 𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙 𝑒𝑠𝑠), and
𝑑𝑟 is the (constant) annual degradation rate.

The Evans equation [67] gives the electrical efficiency 𝜂𝑒 of a
𝑃 𝑉 module as a function of its temperature and the incident solar
irradiance on it:
𝜂𝑒 = 𝜂𝑟𝑒𝑓 ⋅

[

1 − 𝛽𝑟𝑒𝑓 ⋅
(

𝑇𝑐 − 𝑇𝑟𝑒𝑓
)]

(43)

in this formula, 𝑇𝑐 is the 𝑃 𝑉 module temperature at an operating point
(◦C), 𝜂𝑟𝑒𝑓 is the electrical efficiency of the reference operating point,
𝛽𝑟𝑒𝑓 is the temperature coefficient (1∕◦C) and 𝑇𝑟𝑒𝑓 is the 𝑃 𝑉 module
temperature of the reference operating point (25 (◦C)). The parameters
𝜂𝑟𝑒𝑓 and 𝛽𝑟𝑒𝑓 , are given in the datasheet of the 𝑃 𝑉 module. Although
there are several models [68] to determine the 𝑇𝑐 , the one presented
by Mattei et al. is widely used due to its reliability:

𝑇𝑐 = 𝑇𝑎 + (𝑁 𝑂 𝐶 𝑇 − 20) ⋅ 𝐼𝑡
800

(44)

where 𝑇𝑎 is the ambient temperature (◦C), 𝑁 𝑂 𝐶 𝑇 is the normal op-
erating cell temperature (◦C), and 𝐼𝑡 is the solar irradiance (W∕m2).
The 𝑁 𝑂 𝐶 𝑇 is determined under the following operating conditions:
𝐼𝑡 = 800 (W∕m2), 𝑇𝑎 = 20 (◦C), and 1 (m/s) wind speed at 𝑃 𝑉 module
level.

To facilitate the comparison of different 𝑃 𝑉 mounting systems,
solar tracking systems, etc., the term ‘‘𝐿𝐶 𝑂 𝐸 efficiency’’ is used in the
literature [14,19,69]. In this study, we compute the 𝐿𝐶 𝑂 𝐸 efficiency
as the ratio between the 𝐿𝐶 𝑂 𝐸 of a 𝑃 𝑉 system with the optimal de-
ployment (𝐿𝐶 𝑂 𝐸(𝛾𝑜𝑝𝑡 ,𝛼𝑜𝑝𝑡)) and the 𝐿𝐶 𝑂 𝐸 of a south-facing 𝑃 𝑉 system
(𝐿𝐶 𝑂 𝐸(0,𝛼𝑜𝑝𝑡)):

𝜂𝐿𝐶 𝑂 𝐸 =
𝐿𝐶 𝑂 𝐸(𝛾𝑜𝑝𝑡 ,𝛼𝑜𝑝𝑡) (45)

𝐿𝐶 𝑂 𝐸(0,𝛼𝑜𝑝𝑡)
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Thus, 𝜂𝐿𝐶 𝑂 𝐸 > 1 means that a system deployed using the optimal
configuration in this paper is less efficient than a south-facing one.
However, it is necessary to notice the following:

(i) The number of 𝑃 𝑉 modules per solar tracker is 58, which is the
usual one for this type of tracker [7].

(ii) The initial investment cost is per solar tracker.
(iii) The discount rates are country specific, therefore only 𝑃 𝑉 systems

with the same location will be compared.
(iv) As the 𝑃 𝑉 system is exposed to the same weather conditions,

regardless of its deployment, the parameter d does not depend
on the location.

4.3. Weather conditions

Not only the terrain location, but also the meteorological conditions
have enormous effect on the optimal deployment of solar trackers. In
the case of solar trackers, the weather conditions can be gathered in a
single factor: the cloudiness index.

The cloudiness index (or horizontal diffuse fraction or cloud ratio or
diffuse ratio) (𝑘𝑑) is the ratio between the diffuse solar irradiance on
horizontal terrain (𝐼𝑑 ℎ), and the global solar irradiance on horizontal
terrain (𝐼𝑔 ℎ) [23]:

𝑘𝑑 =
𝐼𝑑 ℎ
𝐼𝑔 ℎ

(46)

The index 𝑘𝑑 reflects the cloudiness of the sky and/or the turbidity of
the atmosphere [70]. Thus, the higher the proportion of the diffuse
component in the global solar irradiance, the greater the value of
𝑘𝑑 . It is also used to define clear, partially cloudy and cloudy sky
conditions [40]: (i) clear sky means 𝑘𝑑 ∈ (0.00, 0.33]; (ii) partially
cloudy sky means 𝑘𝑑 ∈ (0.33, 0.8); and (iii) cloudy sky means 𝑘𝑑 ∈
[0.8, 1).

5. Results and discussion

The optimal solar tracker layout on a sloping terrain in any ori-
entation and, therefore, the incident solar irradiation on the 𝑃 𝑉 field
can be obtained based on the equations derived in Section 3 and their
implementation in the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ code. To show how difficult it is
to optimise the deployment of solar trackers, the influence of certain
parameters, including weather, sloping terrain, and terrain location,
must be known.

The equations derived above for optimising the deployment of solar
trackers on sloping terrain with any orientation were used for several
parametric analyses: (i) an analysis of the influence of latitude on the
optimal deployment of solar trackers, (ii) an analysis of the influence
of site weather conditions on the optimal deployment of solar trackers,
(iii) an analysis of the energy gain when optimising the deployment of
solar trackers, and (iv) an analysis of the 𝐿𝐶 𝑂 𝐸 when optimising the
deployment of solar trackers.
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As the design of a 𝑃 𝑉 power plant depends on a large number of pa-
ameters, the following parameters needed to be constantly considered

in order for this paper to focus on the corresponding objectives:

(i) The shape of the available surface. The design of 𝑃 𝑉 power plants
is strongly influenced by the irregular shape of the available land
[14]. For this reason, the available land was considered to have a
regular shape and, moreover, to be the same for all the locations
analysed.

(ii) The type of solar tracker. As this work focuses on horizontal
single-axis trackers, this was the solar tracker used throughout
the study.

(iii) The configuration of the 𝑃 𝑉 modules. Although a horizontal
single-axis tracker can support several 𝑃 𝑉 module configurations,
such as 1 V, 1𝐻 , 2 V and 2𝐻 [7], the 1 V configuration is the most
commonly used configuration for 𝑃 𝑉 power plants [7]. Therefore,
it was the one used in this study.

(iv) The type of 𝑃 𝑉 module. A large number of commercial 𝑃 𝑉
modules are currently available. For example, Belsky et al. [41]
analysed 1300 commercial 𝑃 𝑉 modules. Only one commercial
𝑃 𝑉 module was considered in this research work, as extending
the analysis to more commercial 𝑃 𝑉 modules would not provide
any new conclusions. Any other chosen commercial 𝑃 𝑉 modules
could also be implemented in the 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code
developed. The 𝑃 𝑉 module chosen was the LR5-72HBD 535, a
monocrystalline module with 144 cells (6 × 24) by LONGI [71].
The characteristics of the module are: 535 (𝑊 𝑝); dimensions:
1133 × 2256 (mm).

(v) The limited range of motion angle. In this study, a 𝛽max = ±60 (◦)
was used, which is the usual value in 𝑃 𝑉 power plants [7].

(vi) The transverse installation distance. The transverse installation
distance is imposed by the clamps used for fastening the 𝑃 𝑉
modules. This distance for the selected model is 25 (mm).

(vii) The albedo. The albedo depends on several factors such as [72]:
the type and roughness of the terrain, the spacing between rows
of 𝑃 𝑉 modules, etc. The albedo in this study was considered to
be constant with a value of 0.2 [60].

viii) The sloping terrain parameters. Sloping terrain is classified ac-
cording to its aspect [73]. The aspect is defined by the azimuth
angle of the sloped terrain (𝛾𝑔) and the tilt angle of the terrain
(𝛼𝑔). Fig. 16 shows the range of variation of 𝛾𝑔 and 𝛼𝑔 . The range
of variation of 𝛾𝑔 is ±45 (◦) (see Fig. 16a). Note that only an
analyse from 0 to 45 (◦) is necessary since there is symmetry with
respect to the south axis. The range of variation of 𝛼𝑔 is from 0 to
15 (◦) (see Fig. 16b).

Several specific codes were implemented with 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™
software for a detailed analysis of the optimisation of horizontal single-
xis tracker deployment on sloping terrain with any orientation. These
 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software codes use the equations deduced.

5.1. Case study

The proposed methodology was applied to different locations in
rder to compare it to the south-facing deployment of the same system.
he locations were chosen on the basis of the following criteria:

(i) The locations under study are in the northern hemisphere. Ac-
cording to a 𝑈 𝑁 report [74], this hemisphere contains approxi-
mately 90% of the world’s population.

(ii) All selected locations must be close to the infrastructure necessary
for the installation of a 𝑃 𝑉 power plant.

(iii) The selected locations should have different altitudes in order to
ensure a greater difference in weather conditions. Ten locations
were chosen using this criterion, ranging from 6 (◦) to 60 (◦) north
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Table 8
Locations under study.

Locations Latitude Longitude Altitude

1 Medellin (Colombia) 06◦14′38′′𝑁 75◦34′04′′𝑊 1469 (m)
2 Bangkok (Thailand) 13◦45′14′′𝑁 100◦29′34′′𝐸 9 (m)
3 Morelia (Mexico) 19◦42′10′′𝑁 101◦11′24′′𝑊 1921 (m)
4 Karachi (Pakistan) 24◦52′01′′𝑁 67◦01′51′′𝐸 14 (m)
5 Cairo (Egypt) 30◦29′24′′𝑁 31◦14′38′′𝑊 41 (m)
6 Almeria (Spain) 36◦50′07′′𝑁 02◦24′08′′𝑊 22 (m)
7 Toronto (Canada) 43◦39′14′′𝑁 79◦23′13′′𝑊 106 (m)
8 Wien (Austria) 48◦15′00′′𝑁 16◦21′00′′𝐸 203 (m)
9 Hamburg (Germany) 53◦33′00′′𝑁 10◦00′03′′𝐸 19 (m)
10 Helsinki (Finland) 60◦10′10′′𝑁 24◦56′07′′𝐸 23 (m)

latitude. These locations have a latitude difference of approxi-
mately 6 (◦). Their main geographical characteristics are shown
in Table 8.

(iv) The selected locations must be included in the 𝑃 𝑉 𝐺 𝐼 𝑆 database
[55]. If the location is not included, determining the incident solar
irradiance on the 𝑃 𝑉 field is not possible. Therefore, this criterion
is not optional.

The 𝑃 𝑉 𝐺 𝐼 𝑆 database [55] was used to estimate the monthly aver-
ges of: (i) beam solar irradiation over horizontal surface, (ii) diffuse
olar irradiation over horizontal surface, and (iii) ambient temperature.

Fig. 17. shows the ambient conditions at the different locations under
tudy.

A 𝑀 𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑎™ software code was also implemented to calculate
the incident solar irradiance on the 𝑃 𝑉 field using the procedure
presented in [52].

5.2. Analysis of the influence of latitude on the azimuth angle of solar
tracker (𝛾)

Fig. 18 shows the solar tracker azimuth angle trends for optimal
deployment.

The following conclusions can be drawn from Fig. 18:

(i) The greater the slope angle of the terrain (𝛼𝑔), the greater the
effect of the azimuth angle of the terrain (𝛾𝑔) on the optimal
azimuth angle of the solar tracker (𝛾). The optimal azimuth angle
of the solar tracker moves away from the south orientation (𝛾 = 0
(◦)) as the slope angle of the terrain increases.

(ii) The slope of the curve representing the optimal azimuth angle of
the solar tracker increases as the latitude of the location of the
𝑃 𝑉 system increases. In other words, the higher the latitude of
the location, the further the optimal azimuth angle moves away
from the southern orientation (𝛾 = 0 (◦)).

(iii) The variation of the optimal azimuth angle of the solar tracker
is very low for 𝑃 𝑉 system location latitudes between 6 (◦) and
19 (◦), as it does not exceed 2.5 (◦) with respect to the south
orientation. In contrast, the variation of the optimal azimuth
angle of the solar tracker is remarkable for latitudes above 43 (◦)
as it is higher than 10 (◦). And for intermediate latitudes, between
24 (◦) and 36 (◦), the variation of the optimal azimuth angle of
the solar tracker is between 2.5 (◦) and 10 (◦). This last case is
quite interesting as these locations receive high amounts of solar
irradiance.

(iv) It may be concluded that the deployment of 𝑃 𝑉 systems located
at high latitudes is strongly affected by the azimuth angle of
the terrain, as the optimal azimuth angle of the solar tracker
is significantly away from the southern orientation (𝛾 = 0 (◦)).
In contrast, at low latitude locations, the azimuth angle of the
terrain has little influence on the optimal azimuth angle of the
solar tracker.
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Fig. 17. Environmental conditions.
5.3. Analysis of the influence of site weather conditions on the azimuth
angle of solar tracker (𝛾)

In this section we analyse the influence of meteorological conditions
on the optimal deployment of solar trackers using the cloudiness index.

Pairs of locations with the same latitude and different meteorolog-
ical conditions shall be chosen. It is important to note that it is not
18 
always possible to identify two locations that have the same latitude
and have the necessary infrastructure for the installation of a 𝑃 𝑉 power
plant due to weather conditions. This is the case in many areas above
the 60 (◦) parallel in the northern hemisphere that are uninhabited
and therefore considered ineligible for this work. The latitude range
studied is from 30◦𝑁 to 43◦𝑁 . Six locations in five countries were
chosen according to this criterion. Table 9 shows the specifications of
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Fig. 18. The influence of latitude and azimuth angle of terrain on the azimuth angle of trackers.
Table 9
Specifications of the sites assessed in terms of weather parameters.

Specifications Location

Comparison 1st Comparison 2nd Comparison 3rd

Cairo Chengdu Almeria Handan Toronto Nice

Latitude 30◦29′24′′𝑁 30◦00′00′′𝑁 36◦50′07′′𝑁 36◦36′42′′𝑁 43◦39′14′′𝑁 43◦42′11′′𝑁
Longitude 31◦14′38′′𝑊 104◦00′00′′𝑊 2◦24′08′′𝑊 114◦29′22′′𝐸 79◦23′13′′𝑊 7◦15′57′′𝑊
Altitude (m) 41 453 22 66 106 18
Annual 𝑘𝑑 0.295 0.679 0.267 0.527 0.462 0.348
the sites assessed according to this criterion. Two locations were studied
for the first comparison, Cairo (Egypt) and Chendu (China). Clear sky
days predominate in the first location whereas, partially cloudy sky
days predominate in the second. The same happens with the second
comparison, in this case with Almeria (Spain) and Handan (China). On
the other hand, the locations Nice (France) and Toronto (Canada) were
studied for the third comparison, where partial sky days predominate
19 
in both locations. Fig. 19 shows the monthly cloudiness index for the
locations under study.

Fig. 20 shows the influence of site weather conditions on the
azimuth angle of a solar tracker.

The following conclusions can be drawn from Fig. 20:

(i) In the first comparison, where the 𝑃 𝑉 systems are located at a
latitude of 30 (◦), there is hardly any difference in the azimuth



A. Barbón et al. Applied Energy 387 (2025) 125582 
Table 10
Standards used for structural calculations.

Locations Wind load Snow load

1 Medellin (Colombia) NSR-10- Titulo B- cargas [75] –
ASCE_7-05 [76] –

2 Bangkok (Thailand) DPT Standard 1311-50 [77] –
3 Morelia (Mexico) CFE-2008_Viento [78] –

ASCE_7-05 [76] –
4 Karachi (Pakistan) BCP SP-2007 [79] BCP SP-2007 [79]
5 Cairo (Egypt) ECP-201 [80] –
6 Almeria (Spain) CTE DB SE-AE [81] CTE DB SE-AE [81]

EN 1991-1-4 [82] EN 1991-1-3 [82]
7 Toronto (Canada) NBC 2020 8 [83] NBC 2020 8 [83]
8 Wien (Austria) ÖNORM B 1991-1-4:2023-04 [84] EN 1991-1-3 [82]

EN 1991-1-4 [82]
9 Hamburg (Germany) DIN EN 1991-1-4 [85] DIN EN 1991-1-3 [86]
10 Helsinki (Finland) SFS EN 1991-1-4 [87] SFS EN 1991-1-3 [88]
Table 11
Material and dimensions of profiles used.

Element Length (mm) Material Unit

Central pillar 2440 S 280GD Z275 1
Pillar 2825 S 280GD Z275 8
Central shaft 9900 S 280GD Z275 2
Intermediate shaft 1 8000 S 280GD Z275 2
Intermediate shaft 2 8000 S 280GD Z275 2
Extreme shaft 7800 S 280GD Z275 2
Purlins 1 430 S 280GD Z275 58
Purlins 2 1430 S 280GD Z275 2

Fig. 19. Monthly cloudiness index for the locations under study.
20 
Fig. 20. The influence of site weather conditions on the azimuth angle of a solar
tracker.

angle of the solar trackers between the two locations due to
the site weather conditions. This is true for all three terrain tilt
angles studied. Specifically, the difference in the optimal azimuth
angle of the solar tracker of the two locations is at most 0.5
(◦). However, for most of the azimuth angles of the terrain, this
difference is 0 (◦).

(ii) In the second comparison, where the 𝑃 𝑉 systems are located at
a latitude of 36 (◦), the site weather conditions affect the choice
of the azimuth angle of the solar trackers. The azimuth angle of
the solar tracker at the lower 𝑘𝑑 location is closer to the south
orientation. In addition, the slope angle of the terrain also affects
the deployment of the solar trackers. For example, the difference
between the optimal azimuth angle of the solar tracker of the two
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Table 12
Cost, weight and geometric properties of the profiles used at the Medellin location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 13 C195 × 90 × 30 × 3.5 130 × 3.5 130 × 3 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1107.53 1591.33
5 W8 × 13 C195 × 90 × 30 × 3.5 130 × 3.5 130 × 3 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1107.53 1591.33
10 W8 × 13 C195 × 90 × 30 × 3.5 130 × 3.5 130 × 3 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1107.53 1591.33
15 W8 × 13 C195 × 90 × 30 × 3.5 130 × 4.5 130 × 3.5 130 × 3 130 × 2.3 40 × 50 × 25.1 × 1.5 1279.44 1840.15
Table 13
Cost, weight and geometric properties of the profiles used at the Bangkok location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 2.5 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.3 983.75 1343.97
5 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 2.5 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 983.75 1343.97
10 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 2.5 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 983.75 1343.97
15 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 2.5 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 983.75 1343.97
Table 14
Cost, weight and geometric properties of the profiles used at the Morelia location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 15 C200 × 100 × 30 × 3.5 130 × 4 130 × 3.5 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1265.32 1820.39
5 W8 × 15 C200 × 100 × 30 × 3.5 130 × 4 130 × 3.5 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1265.32 1820.39
10 W8 × 15 C200 × 100 × 30 × 3.5 130 × 4 130 × 3.5 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1265.32 1820.39
15 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4.5 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1495.02 2286.10
Table 15
Cost, weight and geometric properties of the profiles used at the Karachi location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1482.98 2177.36
5 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1482.98 2177.36
10 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1482.98 2177.36
15 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1482.98 2177.36
g

locations is at most 3.5 (◦) when the azimuth angle of the terrain
is 45 (◦) and the tilt angle of the terrain is 15 (◦).

(iii) In the third comparison, where the 𝑃 𝑉 systems are located at a
latitude of 43 (◦), the site weather conditions affect the choice
of the azimuth angle of the solar tracker. The azimuth angle of
the solar tracker at the higher 𝑘𝑑 location is closer to the south
orientation. In addition, the slope angle of the terrain also affects
the deployment of the solar trackers. For example, the difference
of the optimal azimuth angle of the solar tracker of the two
locations is at most 2.5 (◦) when the azimuth angle of the terrain
is 45 (◦) and the tilt angle of the terrain is 15 (◦).

(iv) It may be concluded that, if the site latitude is constant, the
choice of the azimuth angle for the 𝑃 𝑉 system, is affected by the
weather conditions, the distribution of 𝑘𝑑 throughout the year,
the azimuth angle of the terrain, and the tilt angle of the terrain.
This shows how 𝑑𝑘 influences equation (37), which is the one
used to maximise the incident solar irradiance on the 𝑃 𝑉 field
at each location.

5.4. Analysis of the energy gain when optimising the deployment of solar
trackers

We use the Energy Gain is an indicator of the value of our methods,
via Eq. (39). Fig. 21 shows the influence of latitude on the 𝐸 𝐺 at the
sites studied.

The following conclusions can be drawn from Fig. 21:

(i) Using the optimal deployment for 𝑃 𝑉 system location latitudes
between 6 (◦) and 19 (◦) does not achieve noticeably better results
than using a 𝑃 𝑉 system deployment in the a southerly direction.
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(ii) The 𝐸 𝐺 is noticeable for 𝑃 𝑉 system location latitudes above 19
(◦). The following holds true: (a) The higher the location latitude,
the higher the 𝐸 𝐺. For example, the 𝐸 𝐺 for a terrain tilt angle
of 5 (◦) and a terrain azimuth angle of 20 (◦) in Almeria is
240 (Wh∕m2), and for the same parameters in Helsinki it is 390
(Wh∕m2); (b) The higher the azimuth angle of the terrain, the
higher the 𝐸 𝐺. For example, in Almeria the 𝐸 𝐺 for a terrain tilt
angle of 5 (◦) and a terrain azimuth angle of 20 (◦) is 240 (Wh∕m2),
and 530 (Wh∕m2) for a terrain azimuth angle of 30 (◦); and (c)
The higher the tilt angle of the terrain, the higher the 𝐸 𝐺. For
example, in Almeria the 𝐸 𝐺 for a terrain azimuth angle of 20 (◦)
and a terrain tilt angle of 5 (◦) is 240 (Wh∕m2), and 1030 (Wh∕m2)
for a terrain tilt angle of 15 (◦).

(iii) It may be concluded that the deployment of 𝑃 𝑉 systems in mid
and high latitudes is strongly affected by the procedure used for
their calculation. Notice the remarkable high value of the solar
irradiance on mid-latitudes. In contrast, the procedure used to
deploy the 𝑃 𝑉 system has no influence at low latitude locations.

5.5. 𝐿𝐶 𝑂 𝐸 efficiency

Eq. (45) is used to determine the 𝐿𝐶 𝑂 𝐸 efficiency at each location.
It requires knowledge of: (i) the net project cost, and (ii) the energy
enerated by the 𝑃 𝑉 system over its lifetime. We studied in Section 4

all the relevant details.
We have included, in Annex B, a list of the results of the structural

analysis carried out with the AutoDesk Robot software. Table 11 con-
tains the material and dimensions of the profiles used. Tables 12–21
show the geometrical properties, weight and cost of the profiles cal-
culated, respectively, for Medellin, Bangkok, Morelia, Karachi, Cairo,
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Fig. 21. The influence of latitude and the azimuth angle of terrain on 𝐸 𝐺.
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Fig. 22. The influence of the azimuth angle and tilt angle of the terrain on the 𝐿𝐶 𝑂 𝐸 efficiency.
Table 16
Cost, weight and geometric properties of the profiles used at the Cairo location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 15 C195 × 90 × 30 × 4 130 × 4.5 130 × 3.5 130 × 3 130 × 2.3 40 × 50 × 25.1 × 1.5 1322.60 1915.45
5 W8 × 18 C200 × 100 × 30 × 4 130 × 5 130 × 4 130 × 3.5 130 × 2.3 40 × 50 × 25.1 × 1.6 1460.28 2126.98
10 W8 × 18 C200 × 100 × 40 × 4 130 × 5 130 × 4.5 130 × 4 130 × 2.3 40 × 50 × 25.1 × 1.6 1536.52 2253.10
15 W8 × 21 C200 × 100 × 40 × 4 130 × 5 130 × 5 130 × 4.5 130 × 2.3 40 × 50 × 25.1 × 1.8 1693.96 2486.48
Table 17
Cost, weight and geometric properties of the profiles used at the Almeria location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 13 C195 × 90 × 30 × 3.5 130 × 2.5 130 × 2.5 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1037.47 1500.38
5 W8 × 15 C195 × 90 × 30 × 4 130 × 3 130 × 2.5 130 × 2.5 130 × 2.3 40 × 50 × 25.1 × 1.5 1119.88 1625.43
10 W8 × 18 C200 × 100 × 30 × 4 130 × 3 130 × 3 130 × 3 130 × 2.3 40 × 50 × 25.1 × 1.5 1211.74 1747.27
15 W8 × 18 C200 × 100 × 40 × 4 130 × 3 130 × 3 130 × 3 130 × 2.3 40 × 50 × 25.1 × 1.6 1230.24 1790.48
Almeria, Toronto, Wien, Hamburg and Helsinki. All the data used for
preparing these cost studies refer to 06/11/2024.
23 
Annex C lists the costs of the PV modules, the control system and
the motor (see Table 22), as of 06/11/2024.
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Table 18
Cost, weight and geometric properties of the profiles used at the Toronto location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 1040.16 1484.89
5 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 1040.16 1484.89
10 W8 × 13 C195 × 90 × 30 × 3 130 × 3 130 × 3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 1040.16 1484.89
15 W8 × 13 C195 × 90 × 30 × 3 130 × 3.5 130 × 3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1107.53 1591.33
Table 19
Cost, weight and geometric properties of the profiles used at the Wien location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 10 C195 × 90 × 30 × 3 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 960.82 1385.62
5 W8 × 13 C195 × 90 × 30 × 3 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1068.34 1560.43
10 W8 × 13 C195 × 90 × 30 × 3.5 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1211.74 1747.27
15 W8 × 13 C195 × 90 × 30 × 3.5 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.6 1215.43 1750.88
Table 20
Cost, weight and geometric properties of the profiles used at the Hamburg location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 13 C195 × 90 × 30 × 3.5 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 960.82 1385.62
5 W8 × 15 C195 × 90 × 30 × 4 130 × 2.5 130 × 2.5 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1068.34 1560.43
10 W8 × 18 C195 × 100 × 30 × 4 130 × 3 130 × 3 130 × 3 130 × 2.3 40 × 50 × 25.1 × 1.5 1211.74 1747.28
15 W8 × 18 C195 × 100 × 30 × 4 130 × 3 130 × 3 130 × 3 130 × 3.3 40 × 50 × 25.1 × 1.6 1215.43 1750.88
Table 21
Cost, weight and geometric properties of the profiles used at the Helsinki location.
𝛼𝑔 Central Pillar Central Interm. Interm. Extr. Purlins Weight Cost
(◦) pillar shaft shaft 1 shaft 2 shaft 1&2 (kg) (e)

0 W8 × 10 C195 × 90 × 30 × 3 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 941.56 1360.68
5 W8 × 13 C195 × 90 × 30 × 3 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.3 960.60 1395.76
10 W8 × 13 C195 × 100 × 30 × 3.5 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1004.50 1459.51
15 W8 × 13 C195 × 100 × 30 × 3.5 130 × 2.3 130 × 2.3 130 × 2.3 130 × 2.3 40 × 50 × 25.1 × 1.5 1004.50 1459.51
a
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Annex D covers the cost of auxiliary components of the photovoltaic
mounting system (see Table 23), as of 06/11/2024.

Eq. (42) determines the energy generated by the 𝑃 𝑉 system over
ts lifetime. It uses (i) Eq. (36) to calculate the incident energy, (ii)

Eq. (44) to determine the temperature of th modules temperature, and
iii) Eq. (43) to determine their electrical efficiency

Fig. 22 shows the influence of the azimuth angle and tilt angle of
the terrain on the 𝐿𝐶 𝑂 𝐸 efficiency. The following conclusions can be
drawn from Fig. 22:

(i) For latitudes between 6 (◦) and 19 (◦), the 𝐿𝐶 𝑂 𝐸 of the optimal
configuration is essentially the same as for south-facing systems.

(ii) For latitudes higher than 19 (◦) the following holds: (a) The higher
the latitude of the site, the higher the 𝐿𝐶 𝑂 𝐸 of the optimal
configuration. For instance, the 𝐿𝐶 𝑂 𝐸 efficiency for a terrain tilt
angle of 5 (◦) and a terrain azimuth angle of 20 (◦) in Almeria is
0.99990, and for the same parameters in Helsinki it is 0.99963;
(b) The higher the azimuthal terrain angle, the higher the 𝐿𝐶 𝑂 𝐸
obtained when using the optimal deployment of solar trackers.
For example, in Almeria the 𝐿𝐶 𝑂 𝐸 efficiency for a terrain tilt
angle of 5 (◦) and a terrain azimuthal angle of 20 (◦) is 0.99990,
and 0.99977 for a terrain azimuthal angle of 30 (◦); and (c) The
higher the terrain tilt angle, the higher the 𝐿𝐶 𝑂 𝐸 of the optimal
deployment. For example, in Almeria the 𝐿𝐶 𝑂 𝐸 efficiency for a
terrain azimuth angle of 20 (◦) and a terrain tilt angle of 5 (◦) is
0.99990, and 0.99959 for a terrain tilt angle of 15 (◦).

(iii) Thus, the optimal deployment of solar trackers in 𝑃 𝑉 systems
at mid and high latitudes obtains higher 𝐿𝐶 𝑂 𝐸. The fact that
large amounts of solar irradiation are received at mid-latitudes
24 
must be taken into account. In contrast, the difference between
the south-oriented and the optimal 𝑃 𝑉 system is essentially nil.

6. Conclusions

This paper describes a methodology for optimising the deployment
of horizontal single-axis trackers on terrain with arbitrary orientation
nd slope. This is a complex problem, as it involves at least 14 rele-
ant parameters. Our aim is to optimise the azimuth and tilt angles
f the solar tracker for each given location, taking into account the
eteorological conditions, and the azimuth tilt angles of the terrain.
he steps of our method are: (i) Deduction of the coordinate system,
ii) Deduction of the relation between the angles of the terrain (𝛼𝑔 and
𝑔) and the angles of the solar tracker (𝛼 and 𝛾), (iii) Transformation
f the reference system 𝑆′ into the system 𝑆′′, (iv) Choice of the inter-
ow spacing (in the new reference system 𝑆′′), (v) Computation of the
perating periods and motion of the solar tracker (in the new reference
ystem 𝑆′′), (vi) Optimization of the position of the solar trackers,
nd (vii) Validation. Three evaluation indicators (weather conditions
t the site, Energy gain, 𝐿𝐶 𝑂 𝐸 efficiency) were analysed for azimuth
ngles of the terrain between 0 (◦) and ±45 (◦), and terrain tilt angles
etween 0 (◦) and 15 (◦) at 10 locations in the Northern Hemisphere.
he following main conclusions can be highlighted:

(i) The robustness of the derived equations was demonstrated by
validating them from three perspectives: numerical validation,
validation using PVsyst software and experimental validation.

(ii) The azimuth angle of a 𝑃 𝑉 system located at high latitudes is
strongly affected by the azimuth angle of the terrain. In contrast,
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Table 22
Costs of the PV modules, control system and motor.

Element Units Total cost
(e)

PV module model (LR5-72HBD 535 (LONGI)) 58 9610.02

Slewdrive (motor) 1 437.80
TCU (Tracker Control Unit) 1 108.95

at low latitude locations, the azimuth angle of the terrain has very
little influence on the azimuth angle of a solar tracker.

(iii) If the site latitude is constant, the azimuth angle of a 𝑃 𝑉 system,
is affected by the weather conditions, the distribution of 𝑘𝑑
throughout the year, the azimuth angle of the terrain and the tilt
angle of the terrain.

(iv) For 𝑃 𝑉 system site latitudes between 6 (◦) and 19 (◦), the optimal
deployment does not achieve significantly better results than
deploying a 𝑃 𝑉 system in a southerly direction. In contrast, the
energy gain (𝐸 𝐺) is significant if this comparison is made at
locations with latitudes above 19 (◦): (a) The higher the location
latitude, the higher the 𝐸 𝐺. For example, in Almeria the 𝐸 𝐺 for
a terrain tilt angle of 5 (◦) and a terrain azimuth angle of 20
(◦) is 240 (Wh∕m2), and 390 (Wh∕m2) for the same parameters
in Helsinki; (b) The higher the azimuth angle of the terrain, the
higher the 𝐸 𝐺. For example, in Almeria the 𝐸 𝐺 for a terrain tilt
angle of 5 (◦) and a terrain azimuth angle of 20 (◦) is 240 (Wh∕m2),
and 530 (Wh∕m2) for a terrain azimuth angle of 30 (◦); and (c)
The higher the tilt angle of the terrain, the higher the 𝐸 𝐺. For
example, in Almeria the 𝐸 𝐺 for a terrain azimuth angle of 20 (◦)
and a terrain tilt angle of 5 (◦) is 240 (Wh∕m2), and 1030 (Wh∕m2)
for a terrain tilt angle of 15 (◦).

(v) For latitudes between 6 (◦) and 19 (◦), similar 𝐿𝐶 𝑂 𝐸 𝑠 are ob-
tained to those provided by southward deployed trackers. For
locations with latitudes higher than 19 (◦) we have: (a) The higher
the latitude of the site, the higher the 𝐿𝐶 𝑂 𝐸 obtained when
using the optimal deployment of solar trackers; (b) The higher
the azimuthal terrain angle, the higher the 𝐿𝐶 𝑂 𝐸 obtained when
using the optimal deployment; and (c) The higher the terrain tilt
angle, the higher the 𝐿𝐶 𝑂 𝐸 obtained when using the optimal
deployment.

The final conclusion is that the deployment of 𝑃 𝑉 systems at high
latitudes is strongly affected by the azimuth angle of the terrain. In
contrast, the azimuth angle of the terrain has very little influence at
low latitude locations.

An essential aspect of decision-making in photovoltaic projects is
the analysis of the economic benefits associated with the deployment
of solar trackers in a given location. In our opinion, this study may be
of relevance for hybrid wind/photovoltaic power plants.
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Table 23
Costs of the other elements.

Element Standard Material Surface Units Total cost
treatam. (e)

Joint shafts – – HD G∗ 6 40.26
Pillar bearing – – HD G∗ 6 91.74
Motor supp, – – HD G∗ 1 28.00
Antenna supp, – – HD G∗ 1 0.87
TCU∗ supp, – – HD G∗ 2 10.62
NCU∗ supp, – – HD G∗ 2 74.82
NCU∗ supp, – – HD G∗ 2 179.58
RCU∗ supp, – – HD G∗ 1 217.34
RSU∗ supp, – – HD G∗ 1 40.01
Damper – – – 4 140.8
End clamp DIN 933 Aluminium 8 6.95
Clamp DIN 933 Aluminium 108 136.62
Screw M16 × 40 DIN 6921 8.8 Class 8.8 HD G 72 11.36
Nut M16 DIN 6923 8 Class 8.8 HD G 72 1.56
Screw M16 × 60 DIN 6921 8.8 Class 8.8 HD G 4 0.68
Nut M16 DIN 6923 8 Class 8.8 HD G 4 0.09
Screw M10 × 55 DIN 6921 8.8 4 7 Class 8.8 HD G 24 0.89
Nut M10 DIN 6923 8 4 8 Class 8.8 HD G 24 0.24
Screw M12 × 30 DIN 6921 8.8 4 9 Class 8.8 HD G 24 2.04
Nut M12 DIN 6923 8 Class 8.8 HD G 24 0.98
Screw M16 × 30 DIN 6921 8.8 Class 8.8 HD G 116 19.43
Square U Bolt SBS-04 1 7 Class 8.8 HD G 58 33.81
Nut M16 DIN 6923 8 Class 8.8 Stainless 116 2.30

ANNEX A: Standards used for structural calculations

See Table 10.

ANNEX B: Profile properties: material, geometric properties, di-
mensions, weight and cost

See Tables 11–21.

ANNEX C: Costs of 𝑷 𝑽 modules, control system and motor.

See Table 22.

ANNEX D: Cost of auxiliary components of the photovoltaic mount-
ing system

See Table 23.

Data availability

Data will be made available on request.
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