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A B S T R A C T

Hot-dip galvanised steel is a widely used process to protect metals from corrosion. This process is considered
an energy-intensive and highly polluting industry. In this context, the present study aims to investigate an
energy, exergy, sustainability, environmental emissions and fuel cost analysis of a hot-dip galvanised steel wire
process. For this purpose, a real hot-dip galvanised steel wire process belonging to the company Moreda Riviere
Trefilerías S.A. (Spain) has been analysed. The parameters necessary to perform the thermodynamic analysis
are obtained by means of process models. The methodology used comprises the following steps: a process
analysis, an experimental setup, a modelling of the flue gases using the Aspen HYSYS model, a modelling
of the galvanising barrel using the computational fluid dynamics model, and a validation of the process.
The following conclusions can be drawn from the results: (i) The energy efficiency of the system, burners
and galvanising barrel is 62.11%, 42.36% and 34.27%, respectively; (ii) The exergy efficiency of the system,
burners and galvanising barrel is 90.84%, 78.90% and 56.60%, respectively; (iii) The sustainability index is
10.92; (iv) The galvanising process emits 72.61 (kg∕h) CO2, i.e. 636.06 (t) CO2 per year. Therefore, galvanising
1 (kg) of wire in the actual process emits 0.0348 (kg) of CO2; and (v) The natural gas consumption is 25.67
(kg∕h), i.e. 224.87 (t) of natural gas per year. Therefore, galvanising 1 (kg) of wire requires 0.0123 (kg) of
natural gas. These results invite to study, in future work, the possibility of including other technologies, such
as cogeneration systems, the use of new burner arrangements, hydrogen-enriched natural gas, solar thermal
energy and photovoltaic systems.
1. Introduction

Steel is a material that is used in a multitude of sectors, such
as industrial construction, industrial machinery, automotive industry,
housing, etc [1]. The construction of buildings, bridges, high-rise struc-
tures, etc. are typical applications of structural steel. There are several
reasons for this widespread use, such as: (i) its cost-effectiveness, (ii) its
strength, (iii) its versatility, (iv) its portability, and (v) its recyclability.
Due to these characteristics, world crude steel production was 1, 849.7
million tonnes (Mt) in 2023, according to a report by the World Steel
Association [2]. China accounted for 55.09% of all global production
and the European Union for 6.83%. However, their use in outdoor
projects and other harsh environments is affected by the phenomenon
of corrosion. Standardising the corrosion process that occurs in bare
steel is extremely complex, as it is influenced by several parameters
that are difficult to standardise, such as [3]: variation in the com-
position/structure of the steel, the presence of impurities due to the
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use of recycled steel, uneven internal stresses, the type of installation
environment, etc.

In 2013, the global cost of corrosion was estimated to be 3.4% of
global 𝐺 𝐷 𝑃 (Gross Domestic Product) [4]. That is, 𝑈 𝑆$2.5 trillion [4]
of direct cost. Moreover, these costs did not include aspects related to
safety (accidents, near misses, incidents, etc.), to indirect cost (produc-
tion interruption, forced shutdowns), and to the environment. It has
been estimated that 15 − 35% of the annual cost of corrosion could
be saved globally if currently available corrosion control mechanisms
were used [4]. i.e. between 𝑈 𝑆$375 billion and 𝑈 𝑆$875 billion [4].
For these reasons, it has been established that the lack of corrosion
management is very costly because it reduces the lifetime of an asset,
and that a corrosion management system is necessary. It is necessary
to be aware that corrosion is a natural phenomenon that can be
mitigated, but never completely eliminated. However, if appropriate
https://doi.org/10.1016/j.energy.2025.134897
Received 23 June 2024; Received in revised form 29 October 2024; Accepted 5 Fe
vailable online 14 February 2025 
360-5442/© 2025 Elsevier Ltd. All rights are reserved, including those for text and 
bruary 2025

data mining, AI training, and similar technologies. 
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Nomenclature

𝐶𝑝 Specific heat (J/kg K) 𝐿𝑇 𝑃 Local temperature point (K)
𝐶ℎ
𝑝 Specific heat for enthalpies (J/molK)

.
𝑚 Mass flow rate (kg/s)

𝐶𝑠
𝑝 Specific heat for entropies (J/mol K) 𝑛 Molar flux (mol/s)

𝐸 Energy rate (W) 𝑃 Pressure (kPa)
𝐸𝑅 Radiant power of each burner (W) 𝑄 Heat energy rate (W)
𝐸𝑐 ℎ Chemical energy rate (W) 𝑅 Ideal gas constant (J/mol K)
𝐸𝑝ℎ Physical energy rate (W) 𝑅𝐸 Relative error (%)
𝐸𝑋 Exergy rate (W) 𝑆 𝐼 Sustainability index
𝐸𝑐 ℎ
𝑋 Chemical exergy rate (W) 𝑇 Temperature (K)

𝐸𝑝ℎ
𝑋 Physical exergy rate (W) 𝜂 Energy efficiency (%)

ℎ Enthalpy rates (J/kg) 𝜒 Mole fraction
𝐿𝐻 𝑉 Lower heating value (J/kg) 𝛹 Exergy efficiency rate (%)

𝜀0 Molar chemical exergy (J/mol)
1
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corrosion protection systems, such as hot-dip galvanising, are provided
at the start of the project, the above-mentioned cost savings can be
achieved, as well as mitigation of the other aspects mentioned. Hot-
dip galvanising provides steel wire with three levels of protection from
corrosion phenomena [3]: barrier protection, cathodic protection and
inc patina.

Galvanised steel wire is one of the most common types of steel wire
ue to its properties:

(i) Durability. The development of tightly adhering intermetallic
layers is inherent to the hot dip galvanising process, as in the
process, a metallurgical reaction takes place between the iron in
the steel and the molten zinc in the barrel. These layers are called
Gamma, Delta and Zeta, and the top layer of pure zinc, Eta. It is
true that the three intermetallic layers are harder than the base
steel. While the top layer of pure zinc, Eta, has a ductility that
makes it very difficult to damage the coating. These characteris-
tics provide hot-dip galvanised steel with high durability. Because
of this property, hot-dip galvanised steel has been widely used in
projects located in harsh environments such as: petrochemical,
industrial, power generation, bridge construction, etc. Its high
abrasion resistance, uniform protection, and that the galvanising
process ensures complete coverage, provides protection against
damage caused in the assembly process (transportation, handling)
of the project, as well as during project operation.

(ii) Longevity. The most demanding atmospheric environments (𝑈 𝑉
rays exposure, snow, submersion or immersion in water, etc.) use
galvanised steel for its longevity. The environment determines
the corrosion resistance of hot-dip galvanised steel, although it is
recognised that it corrodes at 30 times less than bare steel under
the same conditions [3]. Several parameters influence the corro-
sion rate of hot-dip galvanised steel [5]: temperature, humidity,
precipitation, sulphur dioxide concentration in the air, and air
salinity. Tests have concluded that the time to first maintenance
for hot-dip galvanised steels in atmospheric exposure is linear to
the thickness of the zinc coating (see Fig. 1). Time to first main-
tenance is defined as the time to 5% oxidation of the substrate
steel [3]. Fig. 1 shows the performance of hot-dip galvanised steel
in five environments: industrial, rural, suburban, tropical marine
and temperate marine. In this figure, 1 (mil) = 25.4 (μm).

(iii) Availability. The main element in this process is zinc, which
occurs naturally in air, soil and water. Moreover, as hot-dip
galvanising is a factory-controlled process, it can be carried out
365 days a year, 24 hours a day. As the zinc solidifies as soon as it
leaves the vat, without the need for the curing process, the parts
can be used immediately.
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(iv) Versatility. The hot-dip galvanising process can be applied to
parts of different shapes and sizes. For example, nuts, bolts, large
fasteners, tubes, etc. As the process involves total immersion of
the part, the complete coating of the part is produced.

(v) Aesthetics. There are certain sectors where aesthetics is a highly
valued property. Construction projects, bridges, bus stations,
property enclosures, etc., the natural grey finish of the hot dip
galvanising process gives them an attractive appearance.

(vi) Sustainability. As zinc is naturally occurring in nature it is not
harmful to the environment. Moreover, zinc is infinitely recy-
clable without altering its physico-chemical properties. It is es-
timated that 30% of the world’s zinc supply comes from recycled
sources [3].

In 2022, the worldwide Galvanised Steel market was valued at 𝑈 𝑆 𝐷
62, 804.62 million and is projected to grow at a compound annual
rowth rate of 7.09% until 2028, reaching a total of 𝑈 𝑆 𝐷 245, 612.95
illion [6]. The primary consumer of galvanised steel is the energy

generation and distribution sector, constituting 40% of the total usage,
with building and construction following closely at 25% of the overall
production [7]. Additional prevalent applications include road compo-
nents, industrial equipment, etc. The mounting systems of photovoltaic
lants are made of galvanised steel.

The negative aspect of the hot-dip galvanising process is its high
energy consumption. Hot-dip galvanised steel wire manufacturing is
onsidered an energy-intensive industry as it is mainly based on com-
ustion processes. Energy-intensive industries are responsible for major

environmental and economic impacts. About 85 − 90% of the total
energy requirements for the production of hot-dip galvanised steel
occur when the zinc melts above 450 (◦C). During this process, large
volumes of flue gas emissions are produced. Typical values for the hot-
dip galvanising of 1 (k g) of steel according to UNE-EN ISO 1461 [8]
are 0.1 − 0.33 (k g) CO2 equivalent [9]. Sectors such as steel, chemicals,
ement, ceramics, paper, etc. can be included in energy-intensive in-
ustries. There are conflicting interests in these industries, on the one
and high energy consumption and on the other hand climate change
bjectives [10].

The hot-dip galvanising industry is subject to European policies
imed at reducing the greenhouse gas emission (𝐺 𝐺 𝐸) [11–13]. In

particular, the European Commission adopted the Roadmap for moving
owards a competitive low-carbon economy by 2050 [14], which calls

for sectoral strategies to reduce CO2 emissions by 83 − 87% by 2050
ompared to 1990 CO2 emissions.

Galvanising is a process of coating steel or iron wire with zinc to
prevent rusting. The most common practice for galvanising steel wire
is hot-dip galvanising [15]. One of the objectives of this study is to
analyse in depth the process of hot-dip galvanising of steel wire, as a
preliminary step to the decarbonisation of this process by introducing
renewable energies into it. The process is carried out by cleaning,
fluxing and immersing in a molten zinc bath, which also contains
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Fig. 1. Time to first maintenance for the galvanised coating.
(

Table 1
Thermodynamic research studies of industrial processes.

Industrial process Thermodynamic tool Env. analysis Ref.

Ammonia production process Exergy Env. assessment [20]
Fibreglass process Energy, Exergy CO2 emissions [21]
Iron and steel industry Exergy Emission [22]
Water desalination process Energy, Exergy Env. assessment [23]
Ceramic industry Exergy [24]
Textile industry Energy, Exergy [25]
Carob pulp drying system Energy, Exergy [26]
Milk transformation process Energy, Exergy [27]
Corn grain drying process Energy, Exergy [28]

vermiculite on its surface as a thermal insulator, at a temperature that
is around 450 (◦C), to keep the zinc molten, the wires [1,15].

Blakey and Beck [16] carried out a study to investigate the causes
of the high levels of wear of the galvanising barrel walls by means of a
model of a hot-dip galvanising furnace using a 𝐶 𝐹 𝐷 (Computational
Fluid Dynamics) model. The values obtained with the model were
compared with the values measured in the real process. The results of
this comparison show that it is possible to realise a 𝐶 𝐹 𝐷 model of the
galvanising barrel for use in further studies. This study did not present
an energy and exergy analysis of the hot-dip galvanising process. Manoj
et al. [17] analysed galvanising barrel failures in a hot-dip galvanising
process. For this purpose, they used a 𝐶 𝐹 𝐷 model. They demonstrated
that a 𝐶 𝐹 𝐷 model can be used to simulate the operation of the
galvanising barrel. This study did not perform an energy and exergy
analysis of the hot dip galvanising process. Dewa et al. [18] presented
an analysis of the electrical energy consumed in a hot-dip galvanising
process to identify possible actions to reduce electricity consumption.
This study did not perform an energy or exergy analysis. Szymczyk
and Kluczek [19] presented an analysis of the energy efficiency of a
hot-dip galvanising process for steel. This study did not carry out an
exergy study of the process, nor a detailed study of the temperature
distribution in the galvanising barrel, nor an analysis of the combustion
gases. In our paper, we present an energetic and exergetic study, among
other studies, of a hot-dip galvanising process. The aim of this work is
to fill a technical gap in the analysis of hot-dip galvanising processes.

Several researchers have focused their work on energy, exergy, and
environmental analysis of industrial processes, as indicated in Table 1.
To our knowledge, there are no studies available in the literature on the
energy, exergy, sustainability, and environmental analysis of a hot-dip
galvanising process.

The main contributions of this paper can be summarised as follows:

(i) A proposal of an Aspen HYSYS model of a galvanising process.
(ii) A computational fluid dynamics modelling of a galvanising pro-

cess.
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(iii) An energy analysis of a galvanising process.
(iv) An exergy analysis of a galvanising process.
(v) A sustainability analysis of a galvanising process.

(vi) An emissions analysis of a galvanising process.
(vii) A fuel cost analysis of a galvanising process.
viii) An analysis of the potential for the implementation of clean

energy in a galvanising process.

Based on the results of the energy and exergy analyses, technologies
can be proposed to reduce natural gas consumption, increase process
efficiency and reduce CO2 emissions. The conclusions of this work can
help researchers to make decisions and use new approaches on the
inclusion of clean energy in the hot-dip galvanising process, to reduce
the adverse effects on the environment and to ensure that the industrial
process is sustainable.

The paper is organised as follows. Section 2 presents a process
analysis. A mathematical formulation of energy, exergy, sustainability
and CO2 emissions is presented in Section 3. In Section 4, a methodol-
ogy for modelling a hot-dip galvanised steel wire process is proposed.
It includes the experimental setup, the modelling of the flue gases
using an Aspen HYSYS model, the modelling of the galvanising barrel
using a computational fluid dynamics model, and the validation of
the modelling. Section 5 presents the results. Section 6 discusses some
technologies that could reduce CO2 emissions and fuel costs. Finally,
the conclusions are given in Section 7.

2. Process analysis

The process of hot-dip galvanising steel wire consists of coating steel
wire by immersing it in a bath of molten zinc. This process consists of
three main steps [3]: (i) surface preparation, (ii) hot-dip galvanising,
and (iii) inspection. Step (i), surface preparation, is very important in
the application of any coating, as it is common for a coating to fail due
to incorrect or inadequate surface preparation. This step consists of:
degreasing, pickling and fluxing. In step (ii), i.e. the actual galvanising
step of the process, the material is completely immersed in a bath of
molten zinc. And in step (iii) the coating thickness and appearance is
inspected. In this paper, only step (ii) will be analysed.

The specific case of the hot-dip galvanising of steel wire process
analysed is the company Moreda Riviere Trefilerías S.A. [29], located
in Gijón (Spain). This company has a 24-wire galvanising line. Fig. 2
shows the 24-wire galvanising line. Number 8 in Fig. 2 indicates where
hot-dip galvanising takes place. The most important components of this
process are the galvanising barrel, the furnace, and the burners.

The wire used has a diameter between 1.2 and 1.5 (mm), and the
operating speeds are 18.7 and 29.2 (m∕min) [29], respectively. The
thickness of the zinc layer is 20 (μm) [29]. Maximum production of
galvanised wire, which passes through the galvanising barrel, is 50
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Fig. 2. Installation of the 24-wire galvanising line.
Table 2
Outer dimensions of galvanising barrel and furnace [29].

Component Width (mm) Length (mm) Height (mm) Thick (mm)

Galvanising barrel 1120 3570 930 50
Furnace 2000 4450 930 200
First floor 2000 4450 170 –
Second floor 2000 4450 170 −

Fig. 3. Schematic of the hot-dip galvanised steel wire system.

(t ∕day) [29]. The quality of the zinc used is 99.99% Zn (according to
the UNE-EN 1179 standard [30]).

The galvanising barrel has a capacity of 20 tonnes of zinc. The
galvanising barrel is inserted in a furnace, which has brick walls and
a floor made of two layers of concrete. Table 2 summarises the outer
dimensions of the galvanising barrel and the furnace.

To prevent the molten zinc from coming into contact with the
environment, it is covered with a 40 (mm) thick layer of vermiculite.
Therefore, the zinc depth in the barrel is 840 (mm). The combustion
equipment consists of 16 burners with a rated output of 90 (k W), model
KROMSCHRODER BIO [31], and distributed as indicated in Fig. 3. The
burner design allows the mixture of natural gas and air to form the flat
flame.
4 
The mode of operation of this process must meet three conditions
related to [29]:

(i) The temperature of the molten zinc (𝑇Zn):
𝑇Zn ≥ 692.68 (◦K) (1)

(ii) The temperature measured by the zinc embedded reference ther-
mocouple (𝑇𝑅𝑒𝑓 ):

745.15 ≤ 𝑇𝑅𝑒𝑓 ≤ 757.15 (◦K) (2)

The reference thermocouple is embedded in the molten zinc, 80
(mm) from the top of the vermiculite layer, i.e. it is embedded in
the molten zinc 40 (mm). The location of the reference thermo-
couple is shown in Fig. 3. The range of values shown in equation
(2) is within the typical galvanising temperature (723.15 − 763.15
(◦K)) [32].

(iii) The furnace temperature (𝑇𝑂):

𝑇𝑂 ≤ 893.15 (◦K) (3)

3. Analysis

In this section, the following analyses will be carried out: (i) en-
ergy analysis, (ii) exergy analysis, (iii) sustainability analysis, (iv) CO2
emissions, and (v) fuel cost.

An energy analysis examines the use of energy in the industrial
process. For this purpose, energy flows, efficiencies, and losses are
examined in order to analyse how energy is used in these industrial
processes and to propose strategies for the inclusion of renewable
energy systems in energy production.

To assess the quality and usefulness of energy within the industrial
process, exergy analysis is used. For this purpose, possible areas for
optimisation and improvement of the energy conversion processes are
identified by assessing efficiency and exergy losses. This analysis pro-
vides information on the thermodynamic performance of the industrial
process.

A sustainability analysis of the industrial process will examine
various scenarios related to the way in which the necessary energy is
obtained.

Environmental emissions associated with industrial processes, such
as greenhouse gas emissions and air pollutants, are quantified and
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Fig. 4. Overall schematic layout of the actual hot-dip galvanised steel wire process.
assessed in an environmental emissions analysis. Showing the environ-
mental impact of the industrial process is the objective of this type of
analysis. This knowledge can guide the inclusion of clean technologies
in the industrial process.

The energy, exergy and sustainability analyses of this system are
calculated as shown below. Fig. 4 shows the general scheme of the
actual hot-dip galvanised steel wire process, containing the main units
of this process: (i) sixteen burners, (ii) one galvanising barrel, and (iii)
one furnace.

The assumptions made in this study are as follows:

(i) The entire hot-dip galvanised steel wire system was operated in
steady-state [33,34].

(ii) All gases present in the system, natural gas and flue gas, are
considered ideal gas mixtures [34].

(iii) All combustion reactions are considered complete combustion
[34].

(iv) The electrical energy absorbed by the burners is disregarded due
to their low values [34].

(v) Kinetic and potential energies, and frictional losses are neglected
[34].

(vi) The natural gas and ambient air specifications used in this study
are shown in Tables 5 and 6, respectively [34,35].

(vii) No heat loss in the furnace.

3.1. Energy analysis

The energy analysis is based on the first law of thermodynamics and
the mass and energy balance equations. The equation that expresses the
energy analysis is as follows [34]:

𝑄𝑛𝑒𝑡,𝑖𝑛 +
∑

𝑖𝑛

.
𝑚𝑖𝑛 ⋅ ℎ𝑖𝑛 = 𝑊𝑛𝑒𝑡,𝑜𝑢𝑡 +

∑

𝑜𝑢𝑡

.
𝑚𝑜𝑢𝑡 ⋅ ℎ𝑜𝑢𝑡 (4)

where 𝑄𝑛𝑒𝑡,𝑖𝑛 is the inlet heat energy rate (𝑊 ), 𝑊𝑛𝑒𝑡,𝑜𝑢𝑡 is the mechanical
work output rate (𝑊 ), ℎ𝑖𝑛 and ℎ𝑜𝑢𝑡 are the enthalpy input and output
rates (J∕k g), and

.
𝑚𝑖𝑛 and

.
𝑚𝑜𝑢𝑡 are the mass flow input and output rates

(kg/s).

3.1.1. Fluids involved in the process
The energy balance equations corresponding to each fluids involved

in the process are:
For the natural gas:
Eq. (5) shows the energy balance for natural gas. The energy rate

of the natural gas can be calculated as follows [34]:
𝑝ℎ 𝑐 ℎ . .
𝐸𝑁 𝐺 = 𝐸𝑁 𝐺 + 𝐸𝑁 𝐺 = 𝑚𝑁 𝐺 ⋅ 𝐶𝑝𝑁 𝐺 ⋅ 𝑇𝑁 𝐺 + 𝑚𝑁 𝐺 ⋅ 𝐿𝐻 𝑉 (5)
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where 𝐸𝑁 𝐺 is the energy rate of the natural gas (𝑊 ), 𝐸𝑝ℎ
𝑁 𝐺 is the

physical energy rate of the natural gas (𝑊 ), 𝐸𝑐 ℎ
𝑁 𝐺 is the chemical energy

rate of the natural gas (𝑊 ),
.
𝑚𝑁 𝐺 is the mass flow rate of the natural

gas (kg/s), 𝐶𝑝𝑁 𝐺 is the specific heat of the natural gas (J∕k g◦K), 𝑇𝑁 𝐺 is
the temperature of the natural gas (◦K), and 𝐿𝐻 𝑉 is the lower heating
value of the natural gas (J∕k g).

For the air:
The energy rate of the air can be calculated as follows [34]:

𝐸𝐴 = 𝐸𝑝ℎ
𝐴 =

.
𝑚𝐴 ⋅ 𝐶𝑝𝐴 ⋅ 𝑇𝐴 (6)

where 𝐸𝐴 is the energy rate of the air (𝑊 ), 𝐸𝑝ℎ
𝐴 is the physical energy

rate of the air (𝑊 ),
.
𝑚𝐴 is the mass flow rate of the air (kg/s), 𝐶𝑝𝐴 is

the specific heat of the air (J∕k gK), and 𝑇𝐴 is the temperature of the
air (◦K).

For the flue gases:
In the same way, energy rate is obtained from flue gases [34]:

𝐸𝐹 𝐺 = 𝐸𝑝ℎ
𝐹 𝐺 =

.
𝑚𝐹 𝐺 ⋅ 𝐶𝑝𝐹 𝐺 ⋅ 𝑇𝐹 𝐺 (7)

where 𝐸𝐹 𝐺 is the energy rate of the flue gases (𝑊 ), 𝐸𝑝ℎ
𝐹 𝐺 is the physical

energy rate of the flue gases (𝑊 ),
.
𝑚𝐹 𝐺 is the mass flow rate of the flue

gases (kg/s), 𝐶𝑝𝐹 𝐺 is the specific heat of the flue gases (J∕k g◦K), and
𝑇𝐹 𝐺 is the temperature of the flue gases (◦K).

3.1.2. Component of the process
The energy balance equations corresponding to each component of

the process are:
For the burners:
The energy balance equation for the burners is (See Fig. 4b):

0 = (

𝐸1.1 + 𝐸1.2
)

− 𝐸2 − 𝐸𝑅 (8)

where 𝐸1.1 is the energy input rate of the natural gas in the burners
(𝑊 ), 𝐸1.2 is the energy input rate of the air in the burners (𝑊 ), 𝐸2 is
the energy output rate of the combustion gas in the burners (𝑊 ), and
𝐸𝑅 is the useful radiant power of the burners (𝑊 ).

For the galvanising barrel:
The energy balance equation for the galvanising barrel is (See

Fig. 4b:

0 = 𝐸2 − 𝐸3 − 𝐸𝐶 𝑜 (9)

where 𝐸2 is the energy output rate of the combustion gas in the burners
that enter in the galvanising barrel (𝑊 ), 𝐸3 is the energy output rate of
the combustion gas in the galvanising barrel (𝑊 ), and 𝐸𝐶 𝑜 is the rate
of energy production by convection (𝑊 ).
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For the system:
The energy balance equation for the system is (See Fig. 4b):

0 = (

𝐸1.1 + 𝐸1.2
)

− 𝐸3 − 𝐸𝑆 (10)

where 𝐸1.1 is the energy input rate of the natural gas in the burners
𝑊 ), 𝐸1.2 is the energy input rate of the air in the burners (𝑊 ), 𝐸3 is
he energy output rate of the combustion gas in the galvanising barrel
𝑊 ), and 𝐸𝑆 is the useful power rate of the system (𝑊 ).

3.1.3. Energy efficiency
The equation that expresses the energy efficiency of the system is

[34]:

𝜂 =
𝐸𝑈 𝑠𝑒𝑓 𝑢𝑙 𝑙
𝐸𝐼 𝑛𝑝𝑢𝑡

100 (11)

where 𝜂 is the energy efficiency rate, 𝐸𝑈 𝑠𝑒𝑓 𝑢𝑙 𝑙 is the energy usefull rate
𝑊 ), and 𝐸𝐼 𝑛𝑝𝑢𝑡 is the energy input rate (𝑊 ).

The energy efficiency equations corresponding to each component
of the process are:

For the burners:
The energy efficiency equation for the burners is:

𝜂𝑏𝑢𝑟𝑛𝑒𝑟𝑠 =
𝐸𝑅

𝐸1.1 + 𝐸1.2
⋅ 100 (12)

For the galvanising barrel:
The energy efficiency equation for the galvanising barrel is:

𝜂𝑏𝑎𝑟𝑟𝑒𝑙 =
𝐸𝐶 𝑜
𝐸2

⋅ 100 (13)

For the system:
The energy efficiency equation for the system is:

𝜂𝑠𝑦𝑠𝑡𝑒𝑚 =
𝐸𝑅 + 𝐸𝐶 𝑜
𝐸1.1 + 𝐸1.2

⋅ 100 (14)

The Aspen HYSYS model discussed in the next section, Section 4,
will provide the data necessary to perform these calculations.

3.2. Exergy analysis

Exergy analysis, which is also known as useful energy, is based on
he first and second laws of thermodynamics and its general balance is

express as follows [34]:

𝐸𝑋 𝑑 𝑒𝑠𝑡 =
∑

𝐸𝑋 𝑖𝑛 −
∑

𝐸𝑋 𝑜𝑢𝑡 −
∑

𝐸𝑋 𝑙 𝑜𝑠𝑠 (15)

where 𝐸𝑋 𝑑 𝑒𝑠𝑡 is the exergy destruction rate of the system (𝑊 ), 𝐸𝑋 𝑖𝑛 is
the exergy input rate (𝑊 ), 𝐸𝑋 𝑜𝑢𝑡 is the exergy output rate (𝑊 ), and
𝑋 𝑙 𝑜𝑠𝑠 is the exergy loss rate (𝑊 ).

3.2.1. Fluids involved in the process
The exergy balance equations corresponding to each fluids involved

in the process are:
For the natural gas:
The exergy rate of the natural gas can be calculated as follows [36]:

𝐸𝑋 𝑁 𝐺 = 𝐸𝑝ℎ
𝑋 𝑁 𝐺 + 𝐸𝑐 ℎ

𝑋 𝑁 𝐺 (16)

where 𝐸𝑋 𝑁 𝐺 is the exergy rate of the natural gas (𝑊 ), 𝐸𝑝ℎ
𝑋 𝑁 𝐺 is

the physical exergy rate of the natural gas (𝑊 ), and 𝐸𝑐 ℎ
𝑋 𝑁 𝐺 is the

chemical exergy rate of the natural gas (𝑊 ). 𝐸𝑝ℎ
𝑋 𝑁 𝐺 can be calculated

as follows [36]:

𝐸𝑝ℎ
𝑋 𝑁 𝐺 =

𝑁
∑

𝑖=1
𝑛𝑁 𝐺 𝑖 ⋅

[

𝐶ℎ
𝑝𝑁 𝐺 ⋅

(

𝑇𝑁 𝐺 − 𝑇0
)

− 𝑇0 ⋅ 𝐶
𝑠
𝑝𝑁 𝐺 ⋅ ln

(

𝑃𝑁 𝐺
𝑃0

)

+ 𝑅 ⋅ 𝑇0 ⋅ ln
(

𝑃𝑁 𝐺
𝑃0

)]

𝑖

(17)

where 𝑛𝑁 𝐺 𝑖 is the molar flux of natural gas (mol∕s), 𝐶ℎ
𝑝𝑁 𝐺 is the specific

eat for enthalpies of natural gas (J∕molK), 𝑇𝑁 𝐺 is the temperature of
he natural gas (◦K), 𝑇 is the dead state temperature which in our case
0
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is the ambient temperature (◦K), 𝐶𝑠
𝑝𝑁 𝐺 is the specific heat for entropies

f natural gas (J∕molK), 𝑃𝑁 𝐺 is the natural gas pressure (kPa), 𝑃0 is the
ead state pressure which in our case is the ambient pressure (kPa), and
is the ideal gas constant which is 8.314472 (J∕molK).
𝐸𝑐 ℎ
𝑋 𝑁 𝐺 can be calculated as follows [34]:

𝐸𝑐 ℎ
𝑋 𝑁 𝐺 =

𝑁
∑

𝑖=1

[

𝑛𝐶 𝑥𝐻 𝑦
𝑁 𝐺 𝑖 ⋅ 𝑒𝐶 𝑥𝐻 𝑦

𝑒𝑥𝑁 𝐺
]

𝑖
(18)

where 𝑛𝐶 𝑥𝐻 𝑦
𝑁 𝐺 𝑖 is the molar flux of each compound 𝐶𝑥𝐻𝑦 of the natural

gas (mol∕s), 𝑒𝐶 𝑥𝐻 𝑦
𝑒𝑥𝑁 𝐺 is the specific chemical exergy rate of the natural

gas (J∕mol), and 𝑖 is each of the 𝐶𝑥𝐻𝑦 components of natural gas.
The specific chemical exergy rate of each component of the natural

gas with the form 𝐶𝑋𝐻𝑌 is [34]:

𝑒𝐶 𝑥𝐻 𝑦
𝑒𝑥𝑁 𝐺 = 𝑌𝑓 ,𝐶𝑥𝐻𝑦

⋅ 𝐿𝐻 𝑉𝐶𝑥𝐻𝑦
(19)

𝑌𝑓 ,𝐶𝑥𝐻𝑦
= 1.033 + 0.0169 ⋅ 𝑦

𝑥
− 0.0698

𝑦
(20)

where 𝑌𝑓 ,𝐶𝑥𝐻𝑦
is the function of the degree of exergy of the compound

𝑥𝐻𝑦, and 𝐿𝐻 𝑉𝐶𝑥𝐻𝑦
is the lower combustion power of each compound

𝑥𝐻𝑦 (J∕mol).
For the air:
The exergy rate of the air can be calculated as follows [36]:

𝐸𝑋 𝐴 = 𝐸𝑝ℎ
𝑋 𝐴 + 𝐸𝑐 ℎ

𝑋 𝐴 (21)

where 𝐸𝑋 𝐴 is the exergy rate of the air (𝑊 ), 𝐸𝑝ℎ
𝑋 𝐴 is the physical exergy

ate of the air, and 𝐸𝑐 ℎ
𝑋 𝐴 is the chemical exergy rate of the air. 𝐸𝑝ℎ

𝑋 𝐴 can
e calculated as follows [36]:

𝐸𝑝ℎ
𝑋 𝐴 =

𝑁
∑

𝑖=1
𝑛𝐴𝑖 ⋅

[

𝐶ℎ
𝑝𝐴 ⋅

(

𝑇𝐴 − 𝑇0
)

− 𝑇0 ⋅ 𝐶
𝑠
𝑝𝐴 ⋅ ln

(

𝑃𝐴

𝑃0

)

+ 𝑅 ⋅ 𝑇0 ⋅ ln
(

𝑃𝐴

𝑃0

)]

𝑖

(22)

where 𝑛𝐴𝑖 is the molar flux of air (mol∕s), 𝐶ℎ
𝑝𝐴 is the specific heat for

enthalpies (J∕molK), 𝑇𝐴 is the temperature of the air (◦K), 𝑇0 is the dead
state temperature which in our case is the ambient temperature (◦K),

𝑠
𝑝𝐴 is the specific heat for entropies (J∕molK), 𝑃𝐴 is the air pressure

kPa), 𝑃0 is the dead state pressure which in our case is the ambient
ressure (kPa), and 𝑅 is the ideal gas constant which is 8.314472

(J∕molK).
𝐸𝑐 ℎ
𝑋 𝐴 can be calculated as follows [36]:

𝐸𝑐 ℎ
𝑋 𝐴 = 𝑛𝑇 𝐴 ⋅

𝑁
∑

𝑖=1

[

𝜒𝐴𝑖 ⋅ 𝜀0𝐴𝑖 + 𝑅 ⋅ 𝑇0 ⋅ 𝜒𝐴𝑖 ⋅ ln
(

𝜒𝐴𝑖
)]

𝑖 (23)

where 𝑛𝑇 is the molar flux of air (J∕molK), 𝜒𝐴𝑖 is the mole fraction of
each component of the air, 𝜀0𝐴𝑖 is the molar chemical exergy of each
air component (J∕mol), 𝑇0 is the dead state temperature which in our
case is the ambient temperature (◦K), and 𝑅 is the ideal gas constant
which is 8.314472 (J∕molK).

For the flue gases:
In the same way, exergy rate is obtained from flue gases [36]:

𝐸𝑋 𝐹 𝐺 = 𝐸𝑝ℎ
𝑋 𝐹 𝐺 + 𝐸𝑐 ℎ

𝑋 𝐹 𝐺 (24)

where 𝐸𝑋 𝐹 𝐺 is the exergy rate of the air (𝑊 ), 𝐸𝑝ℎ
𝑋 𝐹 𝐺 is the physical

exergy rate of the air, and 𝐸𝑐 ℎ
𝑋 𝐴 is the chemical exergy rate of the air.

𝐸𝑝ℎ
𝑋 𝐹 𝐺 can be calculated as follows [36]:

𝐸𝑝ℎ
𝑋 𝐹 𝐺 =

𝑁
∑

𝑖=1
𝑛𝐹 𝐺 𝑖 ⋅

[

𝐶ℎ
𝑝𝐹 𝐺 ⋅

(

𝑇𝐹 𝐺 − 𝑇0
)

− 𝑇0 ⋅ 𝐶
𝑠
𝑝𝐹 𝐺 ⋅ ln

(

𝑃𝐹 𝐺
𝑃0

)

+ 𝑅 ⋅ 𝑇0 ⋅ ln
(

𝑃𝐹 𝐺
𝑃0

)]

𝑖

(25)

where 𝑛𝐹 𝐺 𝑖 is the molar flux of flue gases (mol∕s), 𝐶ℎ
𝑝𝐹 𝐺 is the specific

heat for enthalpies (J∕molK), 𝑇𝐹 𝐺 is the temperature of the flue gases
(◦K), 𝑇0 is the dead state temperature which in our case is the ambient
temperature (◦K), 𝐶𝑠

𝑝𝐹 𝐺 is the specific heat for entropies (J∕molK), 𝑃𝐹 𝐺
is the flue gases pressure (kPa), 𝑃 is the dead state pressure which in
0
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our case is the ambient pressure (kPa), and 𝑅 is the ideal gas constant
hich is 8.314472 (J∕molK).
𝐸𝑐 ℎ
𝑋 𝐹 𝐺 can be calculated as follows [36]:

𝐸𝑐 ℎ
𝑋 𝐹 𝐺 = 𝑛𝑇 𝐹 𝐺 ⋅

𝑁
∑

𝑖=1

[

𝜒𝐹 𝐺 𝑖 ⋅ 𝜀0𝐹 𝐺 𝑖 + 𝑅 ⋅ 𝑇0 ⋅ 𝜒𝐹 𝐺 𝑖 ⋅ ln
(

𝜒𝐹 𝐺 𝑖
)]

𝑖 (26)

where 𝑛𝑇 𝐹 𝐺 is the molar flux of flue gases (J∕molK), 𝜒𝐹 𝐺 𝑖 is the
mole fraction of each component of the flue gases, 𝜀0𝐹 𝐺 𝑖 is the molar
chemical exergy of each flue gases component (J∕mol), 𝑇0 is the dead
tate temperature which in our case is the ambient temperature (◦K),

and 𝑅 is the ideal gas constant which is 8.314472 (J∕molK).

3.2.2. Component of the process
The exergy balance equations corresponding to each component are:
For the burners:
The exergy balance equation for the burners is (See Fig. 3b):

0 = (

𝐸𝑋1.1 + 𝐸𝑋1.2
)

− 𝐸𝑋2 − 𝐸𝑋 𝑏𝑢𝑟𝑛𝑒𝑠,𝑑 𝑒𝑠𝑡 (27)

where 𝐸𝑋1.1 is the exergy input rate of the natural gas in the burners
(𝑊 ), 𝐸𝑋1.2 is the exergy input rate of the air in the burners (𝑊 ), 𝐸𝑋2
s the exergy output rate of the combustion gas in the burner (𝑊 ),
nd 𝐸𝑋 𝑏𝑢𝑟𝑛𝑒𝑟,𝑑 𝑒𝑠𝑡 is the exergy destroyed rate in the burners caused by

entropy generation during combustion due to the entropy change in the
reaction system and the heat lost during combustion in the immediate
urroundings (furnace and galvanising barrel) (𝑊 ).
For the galvanising barrel:
The exergy balance equation for the galvanising barrel is (See

Fig. 3b):

0 = 𝐸𝑋2 − 𝐸𝑋3 − 𝐸𝑋 𝑏𝑎𝑟𝑟𝑒𝑙 ,𝑑 𝑒𝑠𝑡 (28)

where 𝐸𝑋2 is the exergy output rate of the combustion gas in the
burners that enter in the galvanising barrel (𝑊 ), 𝐸𝑋3 is the exergy
utput rate of the combustion gas in the galvanising barrel (𝑊 ), and
𝑋 𝑏𝑎𝑟𝑟𝑒𝑙 ,𝑑 𝑒𝑠𝑡 is the exergy destroyed rate in the furnace due to heat

transfer with the galvanising barril and the furnace walls (𝑊 ).
For the system:
The exergy balance equation for the system is (See Fig. 3b):

0 = (

𝐸𝑋1.1 + 𝐸𝑋1.2
)

− 𝐸𝑥3 − 𝐸𝑋 𝑠𝑦𝑠𝑡𝑒𝑚,𝑑 𝑒𝑠𝑡 (29)

where 𝐸𝑋1.1 is the exergy input rate of the natural gas in the burner
𝑊 ), 𝐸𝑋1.2 is the exergy input rate of the air in the burner (𝑊 ), 𝐸𝑋3
s the exergy output rate of the combustion gas in the galvanising

barrel (𝑊 ), and 𝐸𝑋 𝑠𝑦𝑠𝑡𝑒𝑚,𝑑 𝑒𝑠𝑡 is the exergy destruction rate of the system
(𝑊 ). This is the sum of the exergy destroyed in the burners due to
entropy generation during combustion due to entropy change in the
reaction system and heat lost during combustion in the immediate
surroundings (furnace and galvanising barrel) and the exergy destroyed
in the furnace due to heat transfer with the galvanising barrel and the
furnace walls.

The expression of the exergy rate destroyed is [35]:

𝐸𝑋 𝑑 𝑒𝑠𝑡 = 𝑇0 ⋅ 𝑆𝑔 𝑒𝑛 (30)

where 𝑇 is the temperature (◦K) and 𝑆 is the generated entropy (J∕◦K).

3.2.3. Exergy efficiency
The exergy analysis is being carried out on the basis of the combus-

tion gases which, in our case, are interested in losing as much energy as
possible in the form of heat to be transferred to the galvanising barrel
o melt the zinc, therefore the efficiencies of the different elements will

be given by the exergy destroyed in each one of them. The equation
hat expresses the exergy efficiency of the system is [34]:

𝛹 =
∑

𝐸𝑋 𝑈 𝑠𝑒𝑓 𝑢𝑙 𝑙
∑

𝐸𝑋 𝑖𝑛𝑝𝑢𝑡
⋅ 100 (31)

where 𝛹 is the exergy efficiency rate, 𝐸𝑋 𝑈 𝑠𝑒𝑓 𝑢𝑙 𝑙 is the exergy usefull
ate (𝑊 ), and 𝐸 is the exergy input rate (𝑊 ).
𝑋 𝑖𝑛𝑝𝑢𝑡 w
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The exergy efficiency equations corresponding to each component
re:
For the burners:
The exergy efficiency equation for the burners is:

𝛹𝑏𝑢𝑟𝑛𝑒𝑟𝑠 =
𝐸𝑋 𝑏𝑢𝑟𝑛𝑒𝑠,𝑑 𝑒𝑠𝑡
𝐸𝑋1.1 + 𝐸𝑋1.2

⋅ 100 (32)

For the galvanising barrel:
The exergy efficiency equation for the burners is:

𝛹𝑏𝑎𝑟𝑟𝑒𝑙 =
𝐸𝑋 𝑏𝑎𝑟𝑟𝑒𝑙 ,𝑑 𝑒𝑠𝑡

𝐸𝑋2
⋅ 100 (33)

For the system:
The total exergy efficiency equation for the system is:

𝛹 =
𝐸𝑋 𝑠𝑦𝑠𝑡𝑒𝑚,𝑑 𝑒𝑠𝑡
𝐸𝑋1.1 + 𝐸𝑋1.2

⋅ 100 (34)

The Aspen HYSYS model discussed in the next section, Section 4, will
provide the data necessary to perform these calculations.

3.3. Sustainability analysis

The sustainability index (𝑆 𝐼) provides information on the sustain-
ability of the resources and is calculated based on the exergy efficiency
as shown in the following expression [34]:

𝑆 𝐼 = 1
1 − 𝛹

(35)

3.4. CO2 emissions

CO2 emissions result from the combustion of natural gas in the
burners. The combustion reaction can be expressed as:

CH4 + 2O2 ⟶ CO2 + 2H2O (36)

2C2H6 + 7O2 ⟶ 4CO2 + 6H2O (37)

C3H8 + 5O2 ⟶ 3CO2 + 4H2O (38)

2C4H10 + 13O2 ⟶ 8CO2 + 10H2O (39)

The need for large amounts of energy in the production system and
the extensive use of fossil fuels to obtain it generate large amounts of
CO2 emissions. Excessive CO2 emissions are causing the acceleration
of climate change and, therefore, ecological deterioration. One of the
environmental problems that most concerns national governments is
the emission of carbon dioxide (CO2) in industrial processes [37].
Therefore, due to the urgent need to reduce CO2 emissions, this indica-
tor is essential. This indicator will be obtained with the Aspen HYSYS
model studied in the next section, Section 4.

3.5. Fuel cost

In recent years, natural gas has been widely used in different indus-
tries: energy industry, chemical industry, etc. There are several reasons
for this: (i) increased availability [38,39], (ii) less environmental dam-
ge [39,40], (iii) increasing economic competitiveness compared to

other fossil fuel resources [39,40], (iv) low investment cost [39], (v)
igh energy conversion efficiency [41], and (vi) technological factors
f gas installations [42]. However, as a fossil fuel, it has negative effects

on the environment.
The quantification of the cost of the fuel used in the galvanising

process is an important factor, as it helps to make decisions on the
easibility of the galvanising process. This indicator will be obtained
ith the Aspen HYSYS model studied in the next section, Section 4.
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4. Material and method

The evaluation of the analyses set out in Section 3 in a process
in which thermal energy generation predominates requires a detailed
characterisation of the following aspects: the process itself, the ther-
mal energy generation system, and the thermal losses of the flue
gases. The proposed methodology is structured around these ideas. The
methodology comprises the following steps:

(i) Process analysis. The objective of this step is to analyse all rel-
evant information in order to provide a global view to facilitate
the modelling of the process. This step has already been discussed
in Section 2.

(ii) Experimental setup. To validate steps (iii) and (iv), the Aspen
HYSYS model and the computational fluid dynamics (𝐶 𝐹 𝐷)
model, respectively, it is necessary to carry out measurements of
operating parameters in the burners, in the galvanising barrel and
in the furnace.

(iii) Modelling of the flue gases using the Aspen HYSYS model. There
are parameters that would require manual calculations that can
be obtained in a more direct way through the Aspen HYSYS
model. Such as the flue gas specific heat at the burner outlet, the
flue gas molar flux at the burner outlet, etc. Determining these
parameters is essential to be able to perform the next step, the
modelling of the galvanising barrel using the computational fluid
dynamics method. There are several software packages that can
be used in this step. The Aspen HYSYS software has been used, as
it has been used in similar works with excellent results [43–45].

(iv) Modelling of the galvanising barrel using the computational fluid
dynamics model. The modelling of the process by computational
fluid dynamics (𝐶 𝐹 𝐷), using parameters obtained with the Aspen
HYSYS model and in the experimental setup, allows the complete
process to be modelled. After a thorough review of the literature,
SolidWorks software has been chosen, as it has been used in
similar studies with excellent results [46,47].

(v) Validation of the actual process. The 𝐶 𝐹 𝐷 model obtained in step
(iv) was validated using the operating conditions.

For the implementation of the 𝐶 𝐹 𝐷 model it is necessary to know
several input parameters to the model. These parameters are: (i) the en-
ergy provided, through the convection mechanism, by the combustion
gases produced by the burners to the elements inside the furnace, such
as the furnace walls and especially the galvanising barrel, which is the
main element under study, and (ii) the radiant energy provided by the
flame of the burners. In addition, for the validation of the model it is
necessary to know temperature measurements at certain points of the
process.

To obtain the energy of point (i), it is necessary to know the energy
contained in all the gas streams involved in the process, such as: natural
gas, air, and combustion gases inside and at the exit of the furnace. For
this purpose, it is necessary to know for each of these gases the follow-
ing parameters: (a) gas composition, (b) mass flow, (c) temperature, (d)
pressure, (e) specific heat, and (f) density. Parameters (b), (c) and (d)
are obtained by experimental measurements. And parameters (e) and
(f) are obtained using the Aspen Hysys software.

To obtain the energy of point (ii), knowing the energies of the
gas streams, equations (8) and (46) shall be applied to determine the
radiation energy provided by the burner flame to the furnace elements.

Once the 𝐶 𝐹 𝐷 model is implemented, experimental temperature
measurements are used to validate the 𝐶 𝐹 𝐷 model.

On the other hand, the Aspen HYSYS model also needs data ob-
tained in the experimental setup, such as: (i) natural gas temperature
at burner inlet, (ii) natural gas pressure at burner inlet, (iii) natural
gas mass flow rate at burner inlet, (iv) air temperature at burner inlet,
(v) air pressure at burner inlet, (vi) air mass flow rate at burner inlet,
(vii) flue gas temperature at burner outlet, (viii) flue gas temperature
8 
Fig. 5. Basic flowchart for modelling and validation.

Fig. 6. Schematic drawing of the arrangement of the measuring devices.

Table 3
Characteristics of the measuring instruments used in the tests.

Parameter Apparatus Specifications

Absolute pressure Testo 511 [48] Measurement range: 300/1200 (hPa)
Precision/resolution: 0.1 (hPa)

Pitot tube Measurement range: 0/1200 (hPa)
Uncertainty: 1.7 (%)

Mass flow Testo 350 [49] Measurement range: 0/40 (m/s)
Precision/resolution: 0.1 (m/s)

Pitot tube Measurement range: 0/40 (m/s)
Uncertainty: 1.7 (%)

Temperature Testo 440dp [50] Measurement range: −200/1370 (◦C)
Precision/resolution: 0.1 (◦C)

Thermocouple Measurement range: 0/1500 (◦C)
Uncertainty: 0.57 (%)

at furnace outlet, (ix) flue gas pressure at furnace outlet.
Fig. 5 shows the block diagram used in this methodology.

4.1. Experimental setup

To determine the Aspen HYSYS model and validate the computa-
tional fluid dynamics (𝐶 𝐹 𝐷) model, measurements of operating pa-
rameters were carried out in the burners, in the galvanising barrel and
in the furnace. These parameters are the following: (a) natural gas at
burner inlet: temperature, pressure and mass flow; (b) air at the burner
inlet: temperature, pressure, mass flow rate, and excess air ratio; (c)
flue gas at the burner outlet: temperature; (d) flue gas at the furnace
outlet: temperature, pressure, flow rate and CO load to be expelled in
flue gases. The arrangement of the measuring devices used in the tests
is shown schematically in Fig. 6.

4.1.1. Measuring instruments
The characteristics of the measuring instruments used in the tests

are summarised in Table 3.
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Table 4
Experimental results.

Parameter Burner Burner Furnace
inlet outlet outlet

Natural gas temperature (◦K) 290.15
Natural gas absolute pressure (kPa) 103.83
Natural gas volumetric flow rate (m3∕h) 1.90
Air temperature (◦K) 290.15
Air absolute pressure (kPa) 103.83
Air mass flow rate (m3∕h) 40.33
Flue gas temperature (◦K) 873.15 605.25
Flue gas absolute pressure (kPa) 103.09

Table 5
Computed uncertainty of performance parameter.

Parameter Parameters uncertainty (%)

Absolute pressure 1.7
Mass flow 1.7
Temperature 0.57

Given the difficulty of performing the tests during plant operation,
he tests were conducted by a company specialised in this type of
easurement. The company BUREAU VERITAS INSPECCION Y TEST-

NG SLU [51] was in charge of carrying out the measurements of
he parameters indicated above. All the equipment used is calibrated
egularly.

4.1.2. Experimental results
The experimental results obtained are shown in Table 4.

4.1.3. Uncertainty analysis
Experimental results are affected by sources of error of different

nature [52]. It is essential to consider these errors and the appro-
priate way is through an uncertainty analysis. When the parameter
is measured directly, the measurement uncertainty is defined by the
accuracy of the measuring device [52]. In contrast, when the parameter
is calculated, the measurement uncertainty is determined based on
the principle of the root-mean-square method [53]. In this case, the
uncertainty determination involves: the measurement uncertainty of
the parameter (𝑒𝑅), the given function of the parameter (𝑓 ), and the
measurement uncertainties of the measured parameters (𝑒1, 𝑒2, . . . , 𝑒𝑛).
Using Eq. (40), the uncertainty can be evaluated:

𝑒𝑅 =

[

(

𝜕 𝑓
𝜕 𝑥1

𝑒1

)2
+
(

𝜕 𝑓
𝜕 𝑥2

𝑒2

)2
+⋯ +

(

𝜕 𝑓
𝜕 𝑥𝑛

𝑒𝑛

)2
]

1
2

(40)

Table 5 lists the uncertainties of the measured parameters.
The results obtained during experimentation can be considered to

e of high accuracy if the uncertainty of each parameter is less than
2% [54] or 3% [52]. Therefore, the results obtained can be considered
suitable for use in the remaining steps of the methodology.

4.2. Aspen HYSYS model

Aspen HYSYS [55] is a software that is characterised by its extensive
library of component models and highly accurate property packages,
thus, this software is a powerful process simulator. The connection
of the diverse components is done by means of material and energy
streams. Therefore, Aspen HYSYS can simulate simple and complex
processes based on chemical/hydrocarbon fluids, both stationary and
dynamic modes of operation [56,57].

For the simulation of the actual hot-dip galvanised steel wire process
n Aspen HYSYS, the following assumptions are made:

(i) The galvanising process is in steady state.
(ii) The combustion of the natural gas is completed in the burner.

(iii) The ratio of excess air in the burners adopted in the model is 1.87.
 e

9 
Table 6
Natural gas composition.

Component CH4 C2H6 C3H8 C4H10

% Volume 82 12.5 4 1.5

Table 7
Air composition.

Component N2 O2 CO2 Ar

% Volume 78.04 20.99 0.03 0.94

(iv) There are no flue gas leaks in the furnace.
(v) The composition of the natural gas and air entering the burner

are shown in Tables 6 and 7 [34,35].

(vi) The inlet gases to each burner are natural gas and air, and are
characterised by temperature, pressure and mass flow rate. These
values obtained in the experimental setup are shown in Table 4.

(vii) The reactions that take place in the burners are as follows [58]:

CH4 + 2O2 ⟶ CO2 + 2H2O (41)

2CH4 + 3O2 ⟶ 2CO + 4H2O (42)

2C2H6 + 7O2 ⟶ 4CO2 + 6H2O (43)

C3H8 + 5O2 ⟶ 3CO2 + 4H2O (44)

2C4H10 + 13O2 ⟶ 8CO2 + 10H2O (45)

The limitations of the Aspen HYSYS model are directly related to
the conditions assumed above:

(i) The composition of air and natural gas must be as shown in
Tables 6 and 7. Other studies have modelled natural gas as a
mixture of pure methane [16], with very different results to
those measured. Therefore, it is essential to properly model the
composition of natural gas.

(ii) If an excess air ratio other than 1.87 were used, the results would
change significantly, as will be shown in the Results section.

(iii) In reaction (41) taking place in the burners, 99.99% of the
methane has to be consumed in the reaction. Using a different
percentage affects the results.

(iv) In the reaction (42) taking place in the burners 0.01% of the
methane has been consumed. Using a different percentage affects
the results.

As in similar studies [57], the Peng–Robinson fluid package was
used to calculate the physicochemical properties, at different temper-
atures and pressures, of the following flows: natural gas, air and flue
gas. Based on Fig. 4b, Fig. 7 shows the complete block flow diagram
for the actual hot-dip galvanised steel wire system in Aspen HYSYS.

Each burner was simulated using a mixer and a conversion reactor
(CRV-100.x in Fig. 7) in Aspen HYSYS. The natural gas stream, with the
composition shown in Table 6, and the air stream, with the composition
shown in Table 7, enter the mixer. The stream obtained from the
mixture of natural gas and air is passed to the conversion reactor CRV-
100, where the following reactions take place [58]: (41), (42), (43),
44), and (45).

The galvanising barrel is simulated by a cooler (E-100 in Fig. 7)
in Aspen HYSYS. The flue gas streams from the 16 burners enter this
cooler. A heat exchange takes place with the galvanising barrel and
the properties of the flue gas leaving the furnace are obtained by
entering the flue gas outlet pressure and temperature obtained in the
xperimental setup.
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Fig. 7. Aspen HYSYS flowsheet diagram of the hot dip galvanising process.
Table 8
The output parameters of the Aspen HYSYS model.

Parameter Burners Burners Furnace
inlet outlet outlet

Natural gas specific heat (k J∕k g◦K) 2.060
Natural gas density (k g∕m3) 0.845
Natural gas volumetric flow rate (m3∕h) 1.900
Air specific heat (k J∕k g◦K) 1.004
Air density (k g∕m3) 1.247
Air mass flow rate (m3∕h) 40.325
Flue gas specific heat (k J∕k g◦K) 1.199 1.137
Flue gas density (k g∕m3) 0.406 0.581
Flue gas mass flow rate (m3∕h) 2046.800 1428.688
Flue gas molar flux (k mol∕h) 29.265 29.264
Flue gas mole fraction (CO2) 0.056 0.056
Flue gas mole fraction (N) 0.741 0.741
Flue gas mole fraction (O2) 0.093 0.093
Flue gas mole fraction (Ar) 0.009 0.009
Flue gas mole fraction (H2O) 0.101 0.101
Flue gas mole fraction (CO) 0.000 0.000

The Aspen HYSYS model, in addition to the natural gas and air
composition shown in Tables 6 and 7, respectively, requires the follow-
ing input parameters obtained in the experimental setup (see Table 4):
(i) natural gas temperature at burner inlet, (ii) natural gas pressure at
burner inlet, (iii) natural gas mass flow rate at burner inlet, (iv) air tem-
perature at burner inlet, (v) air pressure at burner inlet, (vi) air mass
flow rate at burner inlet, (vii) flue gas temperature at burner outlet,
(viii) flue gas temperature at furnace outlet, (ix) flue gas pressure at
furnace outlet. Table 8 shows the parameters obtained with the Aspen
HYSYS model.

One of the input parameters to the 𝐶 𝐹 𝐷 model is the useful radiant
power of each burner. This parameter can be determined using the
results obtained with the Aspen HYSYS model. For this purpose, some
of the results in Table 8 are used:

𝐸𝑅 = 𝐸𝑁 𝐺 + 𝐸𝐴 − 𝐸𝐹 𝐺 (46)

where 𝐸𝑅 is the useful radiant power of each burner (𝑊 ), 𝐸𝑁 𝐺 is the
energy rate of the natural gas (𝑊 ), 𝐸𝐴 is the energy rate of the air (𝑊 ),
and 𝐸𝐹 𝐺 is the energy rate of the flue gases (𝑊 ). 𝐸𝑁 𝐺, 𝐸𝐴 and 𝐸𝐹 𝐺
can be determined by Eqs. (5), (6), and (7) respectively.

Tables 4 and 8 show the parameters needed to apply equations (5),
(6), and (7). The rate of energy input to each burner is 26.19 (k W)
and the energy rate of the flue gases of each burner is 15.10 (k W).
Therefore, the useful radiant power of each burner is 11.09 (k W).

4.3. Computational fluid dynamics modelling

The 𝐶 𝐹 𝐷 model solves the continuity, momentum and energy
equations simultaneously in the galvanising barrel from experimental
data and parameters obtained in the Aspen HYSYS model to determine
the temperature distribution inside the galvanising barrel.

The equations for continuity, momentum and energy can be ex-
pressed as [59]:

The continuity equation:
( )
∇ 𝜌⃖⃗𝑣 = 0 (47)

10 
Fig. 8. Images of the SolidWorks design.

where 𝜌 is the density, and ⃖⃗𝑣 is the fluid velocity in the control volume.
The momentum equation:

𝜌⃖⃗𝑣 + ∇ ⃖⃗𝑣 = ⃖⃖⃗∇𝑝 + ⃖⃖⃗∇ ⋅ 𝜏 + 𝜌⃖⃗𝑔 (48)

where 𝑝 is the static pressure, 𝜌 is the density, ⃖⃗𝑣 is the fluid velocity,
and 𝜏 is the Reynolds stress tensor.

The energy equation:

∇ ⋅
(

𝜌𝑐𝑝 ⃖⃖⃗𝑉 𝑇
)

= ∇ ⋅ (𝑘∇𝑇 ) (49)

where 𝑐𝑝 is the specific heat, 𝜌 is the density, 𝑇 is the temperature and
𝑘 is the thermal conductivity.

In Eqs. (47), (48) and (49)∇ represents: ∇ = 𝜕
𝜕 𝑥 + 𝜕

𝜕 𝑦 + 𝜕
𝜕 𝑧 .

Solving Eqs. (47) and (49), which are strongly coupled and non-
linear, is very complex, so a numerical approximation was used to
solve them using commercial computational fluid dynamics software.
Therefore, the governing equations were solved by the finite volume
method using the solver package implicit in the software.

Firstly, the design of the galvanising barrel is carried out, and
secondly, the simulation of the galvanising barrel is performed. The
galvanising barrel has been designed in SolidWorks software [60] and
simulated with SolidWorks Flow Simulation software [60]. Similar
studies used SolidWorks software [61,62]. Fig. 8 shows several images
of the SolidWorks design.

Fig. 8a shows the complete image of the design of the galvanising
barrel. This image shows the gaps in the furnace through which the
flue gases exit and the location of 8 burners. Fig. 8b shows a lengthwise
section of the galvanising barrel where internal parts of the furnace and
the galvanising barrel can be seen. Fig. 8c shows a lengthwise section
of the galvanising barrel where 8 of the burners can be seen. Fig. 8d
shows a cross-section of the galvanising barrel showing internal parts
of the furnace and the galvanising barrel.

The numerical method used by the Solidworks Flow Simulation
tool has an optimal behaviour for [60]: (i) incompressible flows, and
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Table 9
Material properties.

Component Material Thermal conductivity Density Specific heat
(W∕m◦K) (k g∕m3) (J∕k g◦K)

Barrel ARMCO iron −0.0675𝑇 + 97 [60] 7874 [60] 0.917𝑇 + 23.714 [60]
Furnace AISREF 125 refrac. 0.0001𝑇 + 0.1027 [66] 620 [66] 840 [66]
First floor LITECAST 125 concr. 0.0002𝑇 + 0.1354 [66] 1310 [66] 880 [67]
Second floor SIRCAST 125 concr. 0.8 [66] 1875 [66] 880 [67]
Zinc Zinc −0.04𝑇 + 127 [60] 7140 [60] 0.171𝑇 + 514.5 [60]
Vermiculite Vermiculite 0.000465𝑇 − 0.05272 [68] 75 [68] 2𝑇 + 443.7 [68]
m
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(ii) flows with Mach Numbers lower than 3.0. Some of the most
mportant features of Solidworks Flow Simulation are [60]: (i) the
ood performance is based on the use of temporal approximations
f the continuity and convection/diffusion equations (for momentum,
emperature, etc.) together with an operator splitting technique; (ii) the
eat radiation emitted and reflected by solid surfaces is considered to
e diffuse. That is, they comply with Lambert’s law, according to which
he radiation intensity per unit area and per unit solid angle is the same
n all directions; and (iii) it uses a discrete transfer model to simulate
adiative heat transfer.

The boundary conditions are as follows:

(i) The ambient temperature is 290.15 (◦K).
(ii) The atmospheric conditions with atmospheric pressure is 101.325

(kPa).
(iii) The pressure at the flue gas outlet of the furnace is 103.09 (kPa).
(iv) The initial temperature of the zinc is 724.15 (◦K).
(v) A rectangular prism was created around the galvanising barrel

to decrease the simulation time, but without affecting the heat
transfer mechanisms occurring in the galvanising barrel. The
dimensions of the rectangular prism are: 4450 × 2000 × 1270.30
(mm).

The aspects taken into account with regard to the flow are as
follows:

(i) Turbulent flow conditions were considered during the simulation.
(ii) Eqs. (47), (48) and (49) were solved using SolidWorks Flow

Simulation software [60].
(iii) The flow in the furnace was considered fully developed.
(iv) A standard 𝑘 − 𝜀 turbulence model was used to treat turbulence

in the flow. That is, by means of the turbulent kinetic energy (𝑘)
and the turbulence dissipation rate (𝜀). This turbulent 𝑘−𝜀 model
is a common model used in similar studies [63–65].

The thermo-physical properties of the galvanising barrel, zinc and
ermeculite, over the temperature range used in the study, are shown
n Table 9 (in this table 𝑇 is the temperature).

The limitations of the 𝐶 𝐹 𝐷 model are as follows:

(i) The thermo-physical properties of the components of the galvanis-
ing barrel, furnace, zinc and vermiculite, shown in Table 9. The
use of other thermophysical properties will significantly affect the
results.

(ii) The dimensions of the galvanising barrel and furnace, as well as
the height of the vermiculite, shown in Table 2. Changing any of
these dimensions will also significantly affect the results.

In addition to the data shown in Table 9, other parameters obtained
rom the Aspen HYSYS model and the experimental setup are needed
o perform the simulation. With respect to the Aspen HYSYS model,
hese values are as follows: useful radiant power of each burner outlet
s 11.09 (k W), flue gas mass flow rate at the burner outlet is 51.91
k g∕h), and flue gas absolute pressure at the burner outlet is 103.83
𝑘𝑃 ). And with regard to experimental setup: flue gas temperature at
he burner outlet is 873.15 (◦K), and flue gas absolute pressure at the
urnace outlet is 103.09 (𝑘𝑃 ).
11 
The computational mesh was created by SolidWorks Flow Simu-
lation software [60]. The mesh is composed of hexahedral elements,
automatically generated according to the Marching Voxel method [60].
The mesh used consists of two mesh models, a global mesh and a local

esh. The total number of cells used is 489019. Fig. 9 shows some
eshes of the model. Fig. 9a shows a mesh in cross-section. Fig. 9b

shows a mesh in the lengthwise section.
Fig. 10 shows some images of the temperature distribution in the

alvanising barrel and in the furnace. Fig. 10a shows the tempera-
ure contours in the lengthwise section of the galvanising barrel half.

Fig. 10b shows the temperature contours in a lengthwise section con-
taining 8 of the burners. Fig. 10c shows the temperature contours in
the galvanising barrel half. Fig. 10d shows the temperature contours in
the cross-section in the flue gas outlet zone of the furnace.

4.4. Validation of the actual hot-dip galvanised steel wire process

To validate the model of the hot-dip galvanising steel wire process,
he temperatures obtained with the 𝐶 𝐹 𝐷 model were compared with
he operating conditions of the actual hot-dip galvanising steel wire
rocess. The hot-dip galvanising steel wire process was simulated under
onditions identical to those of the experimental study, using input
ariables such as natural gas composition, temperature of natural gas
t burner inlet, pressure of natural gas at burner inlet, mass flow of

natural gas at burner inlet, etc.
Fig. 11 shows the reference system for locating the local temper-

ture points (𝐿𝑇 𝑃 𝑠). Fig. 11a shows the general reference system.
Fig. 11b shows the local temperature points in the lengthwise section of
the galvanising barrel half. Local temperature points 1 to 9 are located
nside the galvanising barrel. The local temperature points 24 to 26 are
ocated inside the furnace. Fig. 11c shows the local temperature points

in the lengthwise section furthest from the middle of the galvanising
barrel. Local temperature points 10 to 19 are located inside the galvanis-
ing barrel. Local temperature point 10 is the location of the reference
thermocouple. The local temperature points 27 to 29 are located inside
the furnace. Fig. 11d shows the local temperature point 20 located at
the furnace cross-section furthest away from the flue gas outlet of the
ctual hot-dip galvanised steel wire process. Fig. 11e shows the local
emperature point 21 located in the furnace cross-section at the flue gas

outlet of the actual hot-dip galvanised steel wire process. Fig. 11f shows
the local temperature points 22 and 23 in the lengthwise section of the
furnace.

The validation of the model was carried out from two points of
view. Firstly, it was checked that the temperature values obtained in the

odel complied with the operating ranges of the hot-dip galvanising
process provided by the company Moreda Riviere Trefilerías SA. For
this purpose, 29 points were selected from the following elements of
the process: inside the furnace, furnace walls and inside the galvanising
tank. Secondly, the relative error of the following experimental mea-
surements was determined: (i) Flue gas temperature burner outlet, (ii)
Reference thermocouple temperature, and (iii) Flue gas temperature
furnace outlet.

The operating conditions (1), (2), (3) must be used to validate
he results obtained with those obtained experimentally. The reference

system used to locate the point where the temperature is measured is
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Fig. 9. Galvanising barrel mesh.
Fig. 10. Temperature distribution in the galvanising barrel and in the furnace from Solidworks Flow Simulation.
Fig. 11. Reference system for locating the local temperature points.
shown in Fig. 11. The local temperature points, according to Fig. 11,
obtained with the 𝐶 𝐹 𝐷 model are shown in Table 10 for the molten
zinc and the furnace.

The results indicate that all the local temperature points analysed
meet the operating conditions of the process.

The relative error (𝑅𝐸) shows the agreement between the experi-
mental values and the values estimated by the model. Equation (50) is
used to determine this indicator.

𝑅𝐸 =
𝑇𝑝 − 𝑇𝑎

𝑇𝑎
⋅ 100 (50)

where 𝑇𝑝 is the temperature of the predicted value and 𝑇𝑎 is the
temperature of the actual measured value. The results of equation
12 
(50) can have negative and positive values, i.e. an underestimation or
overestimation of the experimental values. If the result is close to 0, the
model degree of accuracy is high.

Table 11 shows the reference thermocouple temperature measure-
ment on 10 October 2024. The average value of this parameter is
747.82 (◦K). The value of this parameter is very stable. Under normal
operating conditions the temperature measurement made by the ther-
mocouple can vary between ± 0.5 (◦C) 𝑒𝑣𝑒𝑟𝑦 15 (min). If rare events
occur, such as: a burner going out, increased production, etc., this
variation can take values different from ± 0.5 (◦C).

In addition, Table 4 shows the flue gas temperature at the burner
outlet and the flue gas temperature at the furnace outlet. Table 12
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Table 10
Results validation based on the operating condition.
𝐿𝑇 𝑃 n◦ 𝐿𝑇 𝑃 coord. Component Temp. (◦K) Condition verified (◦K)

1 (1000, 2225, 805) Molten zinc 804.69 𝑇Zn≥ 692.68 (1)
2 (1000, 2225, 1230) Molten zinc 785.76 𝑇Zn≥ 692.68 (1)
3 (1000, 2225, 390) Molten zinc 821.02 𝑇Zn≥ 692.68 (1)
4 (1000, 490, 805) Molten zinc 798.66 𝑇Zn≥ 692.68 (1)
5 (1000, 3960, 805) Molten zinc 785.11 𝑇Zn≥ 692.68 (1)
6 (1000, 490, 1230) Molten zinc 726.97 𝑇Zn≥ 692.68 (1)
7 (1000, 3960, 1230) Molten zinc 723.39 𝑇Zn≥ 692.68 (1)
8 (1000, 490, 390) Molten zinc 850.84 𝑇Zn≥ 692.68 (1)
9 (1000, 3960, 390) Molten zinc 832.89 𝑇Zn≥ 692.68 (1)
10 (503, 2225, 1155) Molten zinc 752.12 745.15 ≤ 𝑇 𝑅𝑒𝑓≤ 757.15 (2)
11 (503, 2225, 805) Molten zinc 798.50 𝑇Zn≥ 692.68 (1)
12 (503, 2255, 1230) Molten zinc 741.89 𝑇Zn≥ 692.68 (1)
13 (503, 2255, 475) Molten zinc 851.29 𝑇Zn≥ 692.68 (1)
14 (503, 490, 805) Molten zinc 794.23 𝑇Zn≥ 692.68 (1)
15 (503, 3960, 805) Molten zinc 779.55 𝑇Zn≥ 692.68 (1)
16 (503, 490, 1230) Molten zinc 718.91 𝑇Zn≥ 692.68 (1)
17 (503, 3960, 1230) Molten zinc 716.56 𝑇Zn≥ 692.68 (1)
18 (503, 490, 475) Molten zinc 857.98 𝑇Zn≥ 692.68 (1)
19 (503, 3960, 475) Molten zinc 849.64 𝑇Zn≥ 692.68 (1)
20 (1000, 4250, 750) Furnace wall 827.01 𝑇𝑂≤ 893.15 (3)
21 (1580, 200, 490) Furnace wall 846.98 𝑇𝑂≤ 893.15 (3)
22 (200, 1182, 875) Furnace wall 890.66 𝑇𝑂≤ 893.15 ((3))
23 (200, 1182, 805) Furnace wall 793.64 𝑇𝑂≤ 893.15 (3)
24 (1000, 320, 805) Furnace 788.91 𝑇𝑂≤ 893.15 (3)
25 (1000, 4080, 805) Furnace 788.66 𝑇𝑂≤ 893.15 (3)
26 (1000, 2225, 340) Furnace 810.91 𝑇𝑂≤ 893.15 (3)
27 (503, 320, 805) Furnace 806.40 𝑇𝑂≤ 893.15 (3)
28 (503, 4080, 805) Furnace 811.24 𝑇𝑂≤ 893.15 (3)
29 (503, 2225, 340) Furnace 870.99 𝑇𝑂≤ 893.15 (3)

Table 11
Reference thermocouple temperature measurement.

Date Time Reference thermocouple temperature (◦K)

10/10/2024 11:47:33 748.4
10/10/2024 12:02:33 747.9
10/10/2024 12:17:33 747.4
10/10/2024 12:32:33 747.6

Table 12
Error study.

Parameter Actual value Estimated value Error

(◦K) 𝐿𝑇 𝑃 n◦ Value (◦K) (%)

Flue gas temperature burner outlet 873.15 28 811.24 −7.09
Reference thermocouple temperature 747.82 10 752.12 0.58
Flue gas temperature furnace outlet 605.25 21 846.98 39.94

shows the measured and estimated temperature values with the model,
as well as the error made by the model in the estimation of these
parameters.

Table 12 suggests the following conclusions:

(i) The estimated value of the flue gas temperature at the burner
outlet performs well considering the difficulty associated with
flue gas modelling.

(ii) The estimated value of the temperature measured by the thermo-
couple also performs well, with an error of less than 5 (◦K).

(iii) The estimated value of the flue gas temperature at the furnace
outlet could not be determined with the model. The internal
furnace wall temperature (𝐿𝑇 𝑃 n◦ = 21) has been measured with
13 
Table 13
Energy analysis results of the fluids involved in the process.

Component Fluids Physical Chemical Energy rate (k W)
energy rate (k W) energy rate (k W)

Burners inlet Natural gas 4.261 349.652 353.914
Burners inlet Air 65.122 65.122
Burners outlet Flue gases 241.540 241.540
Furnace outlet Flue gases 158.756 158.756

Fig. 12. Energy and exergy efficiencies of burners, galvanising barrel and system.

the model. However, due to the thickness of the furnace wall and
the thermal properties of the furnace material, this value can also
be considered acceptable.

The errors shown in Table 12 are much lower than those accepted
in other studies [16]. These values suggest that the developed model is
reliable.

5. Results and discussion

The performance of a hot-dip galvanising steel wire process, consist-
ing of 16 burners, a galvanising barrel and a furnace, is investigated by
means of energy, exergy and sustainability analysis. In addition, CO2
emissions are also analysed.

5.1. Energy analysis

The results of the energy analysis of the fluids involved in the
process are shown in Table 13.

According to the results shown in Table 13, galvanising 1 (k g) of
wire requires 0.201 (k Wh).

According to Table 13, the flue gases leaving the furnace contain
a considerable amount of energy (158.756 (k W)), which leads to a
decrease in the efficiency of the system. Therefore, other technologies
could be used to recover the energy present in the flue gas.

Based on the results of the energy analysis (see Table 13), energy
efficiencies can be calculated. For this purpose, Eqs. (12), (13) and (14)
were used. The energy efficiencies of the burners, galvanising barrel,
and system are shown in Fig. 12.

The efficiency of the burners is low because the air is not preheated
before entering the burner.

The energy efficiency of the actual galvanising barrel is 55.34%
[29], and the energy efficiency of the model is 62.11%, i.e. the model
obtains an energy efficiency 6.77% higher. As the deviation is less than
10% [69], the model can be considered validated.

The energy efficiency of the system is 62.11%, therefore, this pro-
cess is susceptible to the introduction of technologies that improve its
results.

In Fig. 12 the energy efficiency is lower than the exergy efficiency,
which is not common when assessing them. The reason for this is that
the energy efficiency evaluates the energy of the gas streams in a more
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Table 14
Exergy analysis results of the fluids involved in the process.

Component Fluids Physical Chemical Exergy rate (k W)
exergy rate (k W) exergy rate (k W)

Burners inlet Natural gas 0.0214 362.703 362.725
Burners inlet Air 0.454 0.357 0.811
Burners outlet Flue gases 69.546 7.176 76.722
Furnace outlet Flue gases 26.121 7.176 33.298

generic way and does not take into account the quality and degradation
of the energy in the process, so there is a part of heat contained in the
energy carried by the flue gas stream that is not taken into account
when calculating the efficiency.

In burners, the energy efficiency evaluates the heat provided by the
flame through radiation as useful energy and takes the energy of the
flue gas as losses, as the flue gas will be expelled from the system
and the energy contained in it will be lost. However, as the exergy
values the efficiency in the use of energy, it also takes into account
that within the energy contained in the combustion gases, a percentage
will correspond to heat expelled from the system and the rest will
correspond to the work they can do, so the exergy efficiency is greater
than the energy efficiency.

For the case of the barrel, the energy efficiency values the heat
ransmitted by convection of the flue gas stream from the time it
eaves the burner until it leaves the furnace, but it does not take into
ccount that part of the energy carried by these streams will also be
eat absorbed by the system and that, therefore, the exergy, when

evaluating this energy contained in the flue gases and dividing it as
potential work of the flue gases and heat lost, will provide a higher
efficiency than the energy efficiency.

In the case of the total system it is the same as for the burners and
the barrel, the energy efficiency values the radiation energy contributed
by the flame in the burners and the energy lost as convective heat from
the flue gas stream from the time it leaves the burner until it leaves the
furnace, but it does not take into account that part of the energy carried
by these streams will be heat absorbed by the system.

5.2. Exergy analysis

The results of the exergy analysis of the fluids involved in the
rocess are tabulated in Table 14.

Based on the results of the exergy analysis (see Table 14), exergy
fficiencies can be calculated. For this purpose, Eqs. (32), (33) and (34)
ere used. The exergy efficiencies of the burners, galvanising barrel,

and system are shown in Fig. 12.

5.3. Sustainability analysis

The sustainability index of the system, burners and galvanising
barrel is 10.92, 4.74 and 2.30, respectively.

5.4. CO2 emissions

According to the results obtained with the Aspen HYSYS model, the
actual galvanisation process emits 72.61 (k g∕h) of CO2. This means that
this process generates 636.06 (t) CO2 per year. Therefore, galvanising
1 (k g) of wire emits 0.0348 (k g) of CO2.

According to the results obtained with the Aspen HYSYS model, the
flue gas temperature at the furnace exit is 605.24 (◦K), and the flue
as flow rate at the furnace exit is 830.58 (k g∕h). Therefore, the flue
as flow rate at the furnace outlet is 7, 275.89 (t) per year. Specifically,
nnual CO2 emissions are 636.06 (t). It can be concluded that the

analysed process is very polluting.
 c

14 
5.5. Fuel cost

According to the technical data of the burners used in the galvanis-
ng process and the results obtained with the Aspen HYSYS model, the
atural gas consumption is 25.67 (k g∕h). This means that this process
onsumes 224.87 (t) of natural gas per year. Therefore, galvanising 1

(k g) of wire requires 0.0123 (k g) of natural gas.
The natural gas price of the Iberian Gas Market [70] was taken as

the basis for the fuel cost study. The year 2023 was selected to frame
the fuel cost study. Fig. 13 shows the average daily price of the Iberian

as Market for the year 2023.
Using the daily prices shown in Fig. 13, the technical data of the

urners, and the results obtained with the Aspen HYSYS model, the
ost of the fuel used in the process studied can be determined. Fig. 14

shows the daily costs of the fuel used in the process.
It can be concluded that the analysed process has a high fuel cost.

5.6. Sensitivity analysis

One of the applications of this study is the ability to perform
sensitivity analysis of parameters that affect energy and exergy effi-
ciency. Once the hot-dip galvanising process is validated, there are
several parameters that affect the energy and exergy efficiency. These
parameters are [71]: (i) excess combustion air, and (ii) combustion
air preheating. In these two scenarios, the 𝐶 𝐹 𝐷 model has not been

odified. In the section Other scenarios, possible modifications of the
 𝐹 𝐷 model are proposed.

5.6.1. Excess combustion air
To improve the efficiency of the process it is necessary to use an

excess air ratio that allows the complete combustion of the fuel, i.e. to
use a minimum excess air ratio. According to Villaflor et al. [71]
excess air increases the combustion gases and, consequently, the carbon
ioxide emitted into the atmosphere, and consumes heat, increasing
uel consumption.

The excess air ratio used in the current hot-dip galvanising process,
and therefore used in the Aspen HYSYS model, is 1.87. Two excess air
ratios, 1.05 and 2.6, have been considered in this study. The results of
these studies are shown in Fig. 15.

According to the simulations performed with the Aspen HYSYS
model, for an excess air ratio of 1.05, which is lower than the excess
ratio of the real process, the energy at the burner inlet is lower because
the sensible heat supplied by the air is lower. However, by including
ess air in the combustion, the combustion gases decrease, increasing
he energy efficiency in the burners from 42.36% to 63.28%, also
ncreasing the exergy efficiency and, therefore, the useful energy. This

also allows for less heat loss in the system, as the heat in the burners
as been better utilised and less combustion gases have been generated,
ith the latter going from having an energy efficiency of 62.11% to

72%, also increasing, as before, its exergy efficiency and the useful heat
tilised. In turn, these efficiencies translate into a temperature increase
n the 𝐶 𝐹 𝐷 model, but within the operating limits of the installation

(see Table 15).
According to the simulations carried out with the Aspen HYSYS

model, for an excess air ratio of 2.6, higher than the excess ratio of
the real process, it can be observed that the energy efficiency of the
urner decreases drastically, from 42.36% to 27.22%, also decreasing
ts exergy efficiency. Contrary to the previously analysed scenario,
lthough the input energy increases as the sensible heat provided
y the air increases, the quantity of combustion gases also increases
nd, therefore, so do the losses in the system, which decreases its
nergy efficiency from 62.11% to 52.07%, also decreasing its exergy
fficiency and the useful heat used in the system. With respect to the
emperatures of the model, there is a decrease in the same, not reaching
he temperatures of the current model and, consequently, the operating
onditions of the process (see Table 15).
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Fig. 13. Average daily price of the Iberian Gas Market (year 2023).
Fig. 14. Cost of the fuel (year 2023).
Fig. 15. Energy and energy efficiencies of burners and system with excess combustion
air.

Table 15 shows the temperature values estimated with the model
with various excess air ratios.

Table 15 suggests the following conclusions:
15 
(i) The estimated value of the flue gas temperature at the burner
outlet for the new excess air ratios studied complies with the
operating condition. Obtaining similar values to those obtained
with the current excess air ratio.

(ii) The estimated value of the temperature by the thermocouple for
the new excess air ratios studied does not adjust to the operating
condition. Therefore, they would not meet this condition.

(iii) As already mentioned, the estimated value of the flue gas temper-
ature at the furnace exit could not be determined with the model.
For the three excess air ratios studied, this temperature is similar.

It can be concluded that the incidence of the excess air ratio in the
system could improve its efficiency if the excess air ratio were adapted
to the minimum necessary for the complete combustion of the fuel.
However, the current value of the excess air ratio is considered as the
optimal option, since optimising the efficiency of the system would
increase the temperatures in the galvanising vat above the current value
of the process, which could have negative consequences on the coating
of the wire [32], mechanical properties of the wire [72], etc.

5.6.2. Combustion air preheating
In this section the influence of combustion air preheating was

analysed. A schematic of this procedure is shown in Fig. 16.
According to Jugjai and Rungsimuntuchart [73], air preheating

at the burner inlet provides an improvement in system efficiency by
decreasing fuel consumption and improving the combustion process.

According to the burner data sheet, the combustion air can be
preheated up to 723.15 (◦K), however, due to the temperature of the
combustion gases at the furnace outlet, which is 605.24 (◦K), they
can preheat the combustion air up to a maximum of 601.15 (◦K).
This temperature allows the combustion gases not to reach the dew
temperature after the heat exchange has taken place, thus avoiding
the production of acid rain. For example, a single-pass cross-flow heat
exchanger could be used, with the two flow fluids not mixed.

The temperature of the combustion air used in the current hot dip
galvanising process, and therefore used in the Aspen HYSYS model, is
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Table 15
Temperature values estimated with the model with various excess air ratios.

Parameter 𝐿𝑇 𝑃 Excess air ratio Condition verified

n◦ 1.87 1.05 2.6 (◦K)

(actual)

Flue gas temp. burner outlet 28 811.24 838.98 775.49 𝑇𝑂≤ 893.15 (3)
Reference thermocouple temp. 10 752.12 784.47 723.46 745.15 ≤ 𝑇 𝑅𝑒𝑓≤ 757.15 (2)
Flue gas temp. furnace outlet 21 846.98 845.74 849.90 𝑇𝑂≤ 893.15 (3)
Fig. 16. Schematic of a combustion air preheating system.

290.15 (◦K). Two combustion air preheating temperatures, 403.65 (◦K)
and 589.15 (◦K), have been considered in this study. The results of
these studies are shown in Fig. 17.

In the first scenario, preheating the combustion air to 403.65 (◦K),
natural gas consumption decreases by 7.80% without affecting the
efficiency of the burners or the efficiency of the system. Obtaining very
similar values to the current model, for example, the efficiency of the
burners of the current model is 42.36% and with air preheating it is
42.79%. The same is true for the exergy efficiency, whose values are
practically the same. For the system, in the current model, the energy
efficiency is 62.11%, while in the model with preheated combustion air
it is 62.38%.

In the second scenario, preheating of combustion air to 589.15
(◦K), the decrease in natural gas consumption is 21.25%, the energy
efficiency of the burners is slightly higher at 43.54% and the energy
efficiency of the system is 62.84%. The same is true for the exergy
efficiencies.

As for the temperatures obtained with the 𝐶 𝐹 𝐷 models, for both
scenarios with combustion air preheating, the temperatures are practi-
cally identical to those of the current model. Table 16 shows some of
these results.

It can be concluded that the introduction of combustion air pre-
heating techniques in the process would provide similar or slightly
higher efficiencies [73], reducing the consumption of natural gas and
making it possible to maintain adequate temperatures in the hot-dip
16 
Fig. 17. Energy and energy efficiencies of the burners and the system with combustion
air preheating.

Table 16
Temperature values estimated with the model with air preheating at the burner inlet.

Parameter 𝐿𝑇 𝑃 Temp. of the air
preheating

Condition
verified

n◦ 290.15 403.65 589.15 (◦K)

(actual)
(◦K)

(◦K) (◦K)

Flue gas temp.
burner outlet

28 811.24 811.52 811.38 𝑇𝑂≤ 893.15
(3)

Reference
thermocouple temp.

10 752.12 751.94 751.93 745.15 ≤ 𝑇 𝑅𝑒𝑓
≤ 757.15 (2)

Flue gas temp.
furnace outlet

21 846.98 846.66 847.01 𝑇𝑂≤ 893.15
(3)

galvanising process.

5.6.3. Other scenarios
In the previous scenarios, the 𝐶 𝐹 𝐷 model has not been modified.

Two scenarios that would affect the 𝐶 𝐹 𝐷 model are proposed here.
The first scenario would affect the modelling of the galvanising bar-

rel. This new model would consist of a design in which the galvanising
barrel is deeper and shorter, so that the wall for heat transfer is larger,
reducing the attrition rate, but reducing the zinc surface area exposed
to the atmosphere [16]. It is considered that decreasing the length of
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the galvanising barrel would modify the way in which the steel wire is
introduced into the molten zinc, making it more vertical, which could
ave an impact on its coating.

The second scenario, proposes the reduction of the space between
the furnace wall and the surface of the galvanising barrel, which can
provide a more uniform heat transfer in the system, although according
to the literature, in this case the fuel consumption would have to be
slightly increased to maintain the right temperature in the process [17].
It should be taken into account that the presence of radiant elbows that
prevent the burner flame from directly hitting the galvanising barrel
revents a closer approach between the furnace wall and the barrel,

besides the fact that it would not be optimal to increase fuel consump-
tion, which would generate greater losses and greater pollution of the
process by increasing the emissions of polluting gases.

6. Technologies to reduce 𝐂𝐎𝟐 emissions and fuel costs in a hot-
dip galvanised steel wire process

Due to the high amount of CO2 emissions and fuel consumed by
this process, it is necessary to propose strategies aimed at reducing
fuel consumption (and consequently minimising operating cost), and
reducing CO2 emissions to mitigate environmental threats. Reducing
the use of fossil fuels has become the energy strategy of most countries
to achieve the goal of net-zero emissions [74]. The galvanising process
s an energy-intensive industry, therefore it is necessary to improve its
nergy and environmental performance based on green technologies.

Some of them are listed in this section. Based on the results of the
bove energy and exergy analyses, technologies can be proposed to
educe natural gas consumption, increase process efficiency and reduce
O2 emissions. This section will propose technologies that can be

mplemented in the process under study to reduce CO2 emissions and
educe fuel costs.

6.1. Use of new burner arrangements

The replacement of traditional natural gas burners with natural
as-fired ceramic immersion heaters would improve the efficiency of
he process as the heat transfer would be directly to the molten zinc
hen immersed in it, avoiding heat transfer losses and improving the
fficiency of the system. Tianjin Gongda Galvanising Equipment Co.,
td [75] markets this type of burner. This work could be used as a
tarting point for future research on the use of this type of burners in a

hot-dip galvanising process. With the use of this type of burner, savings
in natural gas consumption are expected by improving the heat transfer
mechanism of the process.

6.2. Hydrogen-enriched natural gas

Hydrogen is becoming a key enabler for sustainable development,
s it is a clean, efficient, renewable and low-carbon energy source.

Several studies have focused on the blending of hydrogen and natural
as [76,77]. This blend has several advantages, such as [76]: (i) it

could utilise the existing natural gas transportation network, facilitating
the long-distance and large-scale transportation of green hydrogen, (ii)
hydrogen-enriched natural gas can reduce natural gas consumption,
carbon dioxide and pollutant emissions, (iii) the combustion gases from
this blend have a higher water vapour content and a higher latent heat
of condensation. Hydrogen-enriched natural gas can be used in natural
gas boilers [78], gas internal combustion engines and gas turbines [79].

As the composition of the hydrogen-natural gas mixture is different
rom the natural gas mixture used in this work, a new Aspen HYSYS
odel is necessary. The same is true for the flue gas composition of

he mixture, which will change because the flue gas of the hydrogen-
atural gas mixture has a higher water vapour content than that of the

pure natural gas combustion. Therefore, this work can be used as a
tarting point for future research on the use of the hydrogen/natural gas
17 
mixture in the hot-dip galvanising process. Deymi et al. [80] studied the
ffect of hydrogen mixing on different components of natural gas and
oncluded that if the hydrogen concentration is between 1 to 10% there
s no need to upgrade the original equipment. Cakir et al. [77] analysed
he adaptation of hydrogen-doped pipelines, and concluded that when
he hydrogen mixing ratio is less than 20 𝑣𝑜𝑙%, the existing pipeline
etwork will not be affected. The natural gas savings will depend on
he percentage of hydrogen in the enriched natural gas.

6.3. Cogeneration systems

The Directive on energy efficiency, adopted in 2012 (Directive
2012/27/EU [81]), was updated in 2018 and 2023, promoted industrial
processes of combined heat and power generation (cogeneration), as
most industrial processes have simultaneous demands for electricity
and heat. The integration of cogeneration systems in production pro-
cesses can offer several advantages: [82]: (i) a decrease in primary en-
ergy consumption in combined heat and power generation compared to
stand-alone heat and power generation; (ii) a reduction in greenhouse
as emissions; and (iii) the possibility of improving the manufacturing

process by generating electricity and heat simultaneously.
The implementation of a cogeneration system in a production pro-

cess has high investment costs. However, the adoption of cogeneration
ystems is financially supported. A good example is the 𝐸 𝑈 [83],

which promoted several legislative provisions to establish a harmonised
framework for cogeneration systems.

Cogeneration technologies have received special attention world-
ide due to their potential for energy conservation and greenhouse
as reduction [84]. Cogeneration recovers heat lost in one system to

operate other systems. A typical cogeneration system is composed of
an engine (equipped with an electric generator) and a heat distribution
system to transfer heat to the users. For example, the flue gases from a
burner enter the heat recovery generator, and the heat from these gases
generates electrical energy. Cogeneration systems normally use natural
gas as fuel for engines or turbines to produce electricity and heat at the
same time [35].

There are several technological options for a cogeneration sys-
tem. For example, gas turbine [85], diesel engine [86], geothermal
turbine [87], steam turbine [88], micro-turbines [89], and Stirling
engine [86]. Stirling engine is increasing their popularity, mainly in
the mini and micro scale [90]. This is due to its multi-fuel capability,
ow fuel consumption, high efficiency, clean combustion, low noisy
evels and low temperature operation [91]. The thermodynamic cycle
n which these engines operate is the Stirling cycle, whose efficiency

is theoretically equivalent to that of the Carnot cycle [92]. This is a
highly idealised thermodynamic cycle, which includes two isothermal
and two isochoric processes and is thermodynamically reversible. An
example of the use of these engines is a sewage treatment plant in
Sachsen Niederfrohna [90], which uses sewage gas as fuel for heat
roduction in a Stirling engine. In operation, it has 125 (k W) of total
ated thermal input delivered in the form of gas and it obtains 35.6
k W) of electrical power, getting a 70% of heat generation efficiency.
herefore, Stirling engine systems continue to be the best choice in the
ini and micro scale due to them high overall efficiency, favourable

hermal to electricity power ratios and lower emissions than internal
ombustion engine systems [93].

There are many examples of the implementation of cogeneration
systems in industrial processes, for example: paper industry, ceramic
ndustry, textile industry, sugarcane industry, etc. This work could be
sed as a starting point for future research on the implementation of a
ogeneration system in a hot-dip galvanising process.

6.4. Solar thermal energy

The integration of solar thermal technologies in an industrial pro-
cess has to guarantee the necessary thermal energy and temperature
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level required by the industrial process. The operating temperature of
the industrial process selects the solar thermal technology to be used.
Vannoni et al. [94] classified European industries requiring thermal
energy according to their operating temperature as follows: 30% of
industrial processes require thermal energy below 100 (◦C), 27% oper-
ate between 100 and 400 (◦C), and the remaining 43% require thermal
nergy above 400 (◦C). Solar thermal technologies that can be used
o generate thermal energy in industrial processes can be classified as

solar air collectors, solar water systems and solar concentrators. Each
f these technologies will be discussed below:

(i) Solar air collectors.
Solar air collectors were mainly implemented in the food industry.

hey operate at temperatures between 40 and 100 (◦C) [95]. They
are used in food drying and can replace gas or oil drying. Different
esigns are available [96]. Solar drying technologies can be grouped
nto (a) direct and indirect solar dryers, and (b) active and passive solar
ryers. In direct solar dryers the solar irradiance is directly incident
n the food, and in indirect solar dryers the loss of food quality due
o the action of 𝑈 𝑉 rays is avoided. Air circulation driven by natural

convection and wind pressure is used in passive systems. These systems
do not consume electrical energy. Air circulation in active systems is
by means of fans, and therefore, they consume electrical energy. The
drying time is shorter in active systems.

(ii) Solar water systems.

Solar water systems are classified as flat plate collectors or evac-
uated tube collectors, although they are mainly used in the building
sector, they can also be implemented in industrial processes to provide
a heat demand of up to 125 (◦C).

(iii) Solar concentrators.
Solar concentrators include parabolic dish collectors (340 to 1200

(◦C) [97]), compound parabolic collectors (340 to 560 (◦C) [97]), linear
resnel collectors (340 to 540 (◦C) [97]), and solar tower (400 to 3000
◦C) [97]). Some examples of the application of these technologies are:

automobile industry, mineral processing industry, dairy industry, etc.
With some changes to the galvanising barrel, this work could be

used as a starting point for future research on the implementation of
solar thermal energy in a hot-dip galvanising process.

Fossil fuel savings are guaranteed by using solar energy, which is
free and inexhaustible. Moreover, as it is clean, it also guarantees a
eduction in CO2 emissions.

6.5. PV systems

Decarbonisation of the hot-dip galvanising process could be achieved
y switching from fossil fuel, natural gas, to electric power. This
lectrical energy could be obtained from a photovoltaic system installed
n the industry itself. To do this, a new galvanising barrel would

have to be designed and the operating temperatures of the process
could be obtained by means of resistors submerged in the molten zinc.
This type of resistors is still underdeveloped and few companies are
marketing them. The company Tianjin Gongda Galvanising Equipment
Co., Ltd [75] markets this type of resistors. The company offers several
novel solutions including ceramic electric immersion heaters for hot-dip
galvanising processes and alloy electric immersion heaters for hot-dip
galvanising processes. Each of these resistors uses different compounds
in the sleeves to protect the resistor from attack by the zinc bath in

hich they are immersed. With some changes to the galvanising barrel,
his work could be used as a starting point for future research on
he implementation of solar thermal energy in a hot-dip galvanising
rocess.

Fossil fuel savings are guaranteed by using solar energy, which is
free and inexhaustible. Moreover, as it is clean, it also guarantees a
eduction in CO emissions.
2
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7. Conclusions

This work investigates an energy, exergy, sustainability, environ-
ental emissions and fuel cost analysis of a hot-dip galvanised steel
ire process as a starting point for the inclusion of clean technologies

n this process. Actual hot-dip galvanised steel wire process belonging
o the company Moreda Riviere Trefilerías S.A. (Spain) is used as the
asis for this study. In order to carry out the thermodynamic analysis
f the process, it is necessary to know several parameters, for which
 methodology is proposed. This methodology comprises the following
teps: a process analysis, an experimental setup, a modelling of the flue

gases using the Aspen HYSYS model, a modelling of the galvanising
barrel using the computational fluid dynamics model, and a validation
of the process. According to the experimental analysis, the proposed
models (the Aspen HYSYS model and the computational fluid dynamics
model) were validated, as they meet the operating conditions of the
rocess. The following conclusions are drawn:

(i) The energy efficiency of the system, burners and galvanising
barrel is 62.11%, 42.36% and 34.27%, respectively.

(ii) The exergy efficiency of the system, burners and galvanising
barrel is 90.84%, 78.90% and 56.60%, respectively.

(iii) The sustainability index of the system, burners and galvanising
barrel is 10.92, 4.74 and 2.30, respectively.

(iv) The galvanising process emits 72.61 (k g∕h) CO2, i.e. 636.06 (t)
CO2 per year. Therefore, galvanising 1 (k g) of wire in the actual
process emits 0.0348 (k g) of CO2.

(v) The natural gas consumption is 25.67 (k g∕h), i.e. 224.87 (t) of
natural gas per year. Therefore, galvanising 1 (k g) of wire requires
0.0123 (k g) of natural gas.

The above results allow the study of the hot-dip galvanising process
o be extended. As future work, the aim is to study the possible new
mprovements and technologies presented in the previous section, such
s: (i) the insertion of cogeneration modules in the model, assessing
he optimum way of incorporating them, increasing the efficiency of

the installation as much as possible, (ii) the use of hydrogen-enriched
natural gas. As the composition of the hydrogen-natural gas mixture is
different from the natural gas mixture used in this work, a new Aspen
HYSYS model is needed, (iii) the use of resistors, developed by the
company Tianjin Gongda Galvanising Equipment Co., Ltd, powered by
a photovoltaic system, so that the study can check whether the resistors
can be incorporated into a new design of the galvanising barrel, making
it possible to analyse the efficiency and sustainability of the process,
(iv) the use of solar thermal energy to obtain the heat needed to melt
the zinc, designing a new galvanising barrel that makes it possible to
analyse the efficiency and sustainability of the process, and (v) the joint
use of these systems.
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