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Abstract In this paper we present an application of the algorithm of the cyclic
coordinate descent in multidimensional variational problems with constrained
speed, the physical motivation of the problem being the optimization of
hydrothermal systems. The proof of the convergence of the succession gen-
erated by the algorithm was based on the use of an appropriate adaptation of
Zangwill’s global theorem of convergence. We have also included an algorithm
for the formal construction of the descending succession (the solution of an
optimum control problem), the approximation of which we carried out using
an adaptation of the Euler method in conjunction with a procedure inspired by
the shooting method.

Keywords Optimal control · Hydrothermal coordination ·
Coordinate descent · Zangwill’s theorem

1 Introduction

A problem that plays a most important role in the safety, reliability and
economic operation of electric power systems is the short-term hydrothermal
coordination (STHC) problem for power systems. This is a large-scale, multidi-
mensional, nonlinear and constrained problem and there is a vast bibliography
describing different formulations and solution methodologies applied to the
STHC problem: Linear programming (LP) [1], evolutionary programming
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(EP) [2], genetic algorithms (GAs) [3, 4], dynamic programming (DP) [5]
and Lagrangian relaxation technique [6, 7]. The main drawbacks with the
majority of these methods are the difficulty of treating large-scale systems and
the fact that these approaches require substantial simplifying assumptions to
make the problem computationally tractable. In this paper, we propose using
Pontryagin’s Minimum Principle (PMP) to solve the STHC problem and an
algorithm that we have developed of its numerical resolution prompted by the
so-called method of cyclic coordinate descent (CCD).

The coordinate descent method boasts a long-standing history in convex
differentiable minimization. Surprisingly, very little is known about the conver-
gence of the iterates generated by this method. Convergence typically requires
restrictive assumptions such as that the cost function has bounded level sets
and is in some sense strictly convex. Thus, the problem of minimizing a
strictly convex (possibly nondifferentiable and nonseparable) function subject
to linear constraints is considered in [8]; a convex function of the Legendre
type (i.e. a function that is strictly convex, differentiable on an open convex set
and whose gradient tends to infinity in norm at the boundary points), subject
to linear constraints considered in [9]; and in [10] the author considers that the
objective is pseudoconvex in every pair of the coordinate blocks and regular in
some natural sense. In the present paper we introduce a relaxation numerical
method for our hydrothermal problem and prove its convergence under weak
assumptions.

The CCD method has applications in other problems such as in information
theory or image reconstruction. Rätsch et al. [11] study Boosting and ensemble
learning algorithms and [12] give an unified convergence analysis of ensemble
learning methods including e.g. AdaBoost, Logistic Regression and the Least-
Square-Boost algorithm for regression. On the other hand, Chambolle and
Lions [13] study a classical image denoising technique, namely the constrained
minimization of the total variation (TV) of the image and [14] propose a novel
bias correction method for magnetic resonance (MR) imaging.

We shall now present our problem from the Electrical Engineering perspec-
tive to then go on to resolve the mathematical problem thus formulated.

In prior studies [15, 16], it was proven that the problem of optimization of
the fuel cost of a hydrothermal system with several thermal plants may be
reduced to the study of a hydrothermal system made up of one single thermal
plant, called the thermal equivalent. Let us assume that a hydrothermal system
accounts for m hydro-plants. The mapping H : �H −→ R

H(t, z1(t), · · · , zi(t), · · · , zm(t), ż1(t), · · · , żi(t), · · · , żm(t)) = H(t, z(t), ż(t))

is called the function of effective hydraulic contribution, and is the power
contributed to the system at the instant t by the set of hydro-plants, zi(t)
being the volume that is discharged up to the instant t by the i-th hydro-plant,
żi(t) the rate of water discharge at the instant t by the i-th hydro-plant, and
�H ⊂ [0, T] × R

m × R
m the domain of definition of H.
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In a general model, with hydraulic coupling between the m hydro-plants, we
denote by Hi(t, z(t), ż(t)) the function of effective hydraulic contribution by the
i-th hydro-plant, being

H(t, z(t), ż(t)) =
m∑

i=1

Hi(t, z(t), ż(t))

satisfying

∂2 Hi(t, z(t), ż(t))
∂ żi∂ ż j

= 0, (i �= j)

This condition means that the performance of the i-th hydro-plant is not
influenced by the rate of water of the remaining plants, although their volumes
may exert an influence.

We say that z = (z1, · · · , zm) is admissible for H if zi belong to the class
Ĉ1[0, T] (the set of piecewise C1 functions), and (t, z(t), ż(t)) ∈ �H, ∀t ∈ [0, T].
The volume bi that must be discharged up to the instant T by the i-th hydro-
plant is called the admissible volume. Let b = (b 1, · · · , b m) ∈ R

m be the vector
of admissible volumes. The problem consists in minimizing the cost needed to
satisfy a certain power demand during the optimization interval [0, T]. Said
cost may be represented by the functional

F(P) =
∫ T

0
� (P(t)) dt

where � : R −→ R is the function of cost of the thermal equivalent and P(t)
is the power generated by said plant. Furthermore, the following equilibrium
equation of active power will have to be fulfilled

P(t) + H(t, z(t), ż(t)) = Pd(t), ∀t ∈ [0, T]
where Pd(t) is the known power demand (a numerical algorithm for the case
with a stochastic noise can be found in [17, 18]), and the following boundary
conditions will have to be fulfilled

zi(0) = 0, zi(T) = bi, ∀i = 1, · · · , m

Besides the previous statement, we consider bounded admissible rates żi(t)

Ai ≤ żi(t) ≤ Bi, ∀i = 1, · · · , m, ∀t ∈ [0, T]
Taking into account the equilibrium equation, the thermal component P(t)
disappears and our objective functional is

J(z) =
∫ T

0
L(t, z(t), ż(t))dt (1.1)

with L(t, z(t), ż(t)) = �
(
Pd(t) − H(t, z(t), ż(t))

)
, on the set

D :=
{

z ∈ (
Ĉ1[0, T])m | zi(0) = 0, zi(T) = bi

Ai ≤ żi(t) ≤ Bi, ∀t ∈ [0, T] , ∀i = 1, · · · , m
}

(1.2)
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2 Statement of the multidimensional variational problem

At this point, we shall study the above problem, though considering more
general constraints for the admissible rates. We shall consider the problem
(Pr) of minimizing the multidimensional functional

J(z) =
∫ T

0
L(t, z(t), ż(t))dt (2.1)

on D :=
m∏

i=1

Di, being

Di := {zi ∈ (Ĉ1[0, T]) | zi(0) = 0, zi(T) = bi and ϕi(t) ≤ żi(t) ≤ ψi(t)} (2.2)

Let us assume {ϕi, ψi}m
i=1 ⊂ C1[0, T] and, with the aim of guaranteeing that

Di �= ∅, we shall also assume that ϕi(t) < ψi(t), ∀t ∈ [0, T] and that
∫ T

0
ϕi(s)ds ≤ bi ≤

∫ T

0
ψi(s)ds

We shall assume throughout the paper that

L(·, ·, ·) ∈ C2([0, T] × R
2m) and

∂2L(t, z(t), ż(t))
∂ żi

2
> 0, ∀i = 1, · · · , m

We consider D equipped with the topology induced by the norm

||p||∗ := max{||p||∞, ||ṗ||∞} = max{ max
i=1,...,m

||pi||∞, max
i=1,...,m

|| ṗi||∞}

Note that in the topological space (D, || ||∗):
pn converges to p ⇐⇒ pn and ṗn converge uniformly to p and ṗ respectively

Definition 1 We define “i-th coordination function” of z ∈ D as

Y
i
z(t) :=

∫ t

0
Lzi(s, z(s), ż(s))ds − Lżi(t, z(t), ż(t)) (2.3)

Observe that Y
i
q is a constant function when ∀t ∈ [0, T], ϕi(t) < q̇i(t) < ψi(t) qi,

i.e. when is a “free extremal”.

Theorem 1 If q =(q1, . . . , qm) ∈ D is solution of the problem Pr, then there
exists {Ci}m

i=1 ⊂ R satisfying:

Y
i
q(t)is

⎧
⎨

⎩

≤ Ci if q̇i(t) = ϕi(t)
= Ci if ϕi(t) < q̇i(t) < ψi(t)
≥ Ci if q̇i(t) = ψi(t)
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Proof To prove the above result, we present the problem considering the
state variable to be z(t) = (z1(t), · · · , zm(t)), the control variable u(t) =
(u1(t), · · · , um(t)), and the state equation ż(t) = u(t). The optimal control
problem is thus:

min
u

∫ T

0
L(t, z(t), u(t))dt with

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ż(t) = u(t)
z(0) = 0, z(T) = b

u(t) ∈ Ω(t) =
m∏

i=1

[ϕi(t), ψi(t)]

We shall term the optimal control u∗(t) = (u∗
1(t), · · · , u∗

m(t)) = q̇(t), therefore
the optimal state will be q. Let � be the Hamiltonian associated with the
problem

�(t, z, u, λ) = L(t, z, u) +
m∑

i=1

λi · ui

In virtue of Pontryagin’s Principle, there exists a piecewise C1 function
(co-state variable):

λ∗(t) = (λ∗
i (t), · · · , λ∗

m(t))

that satisfies the two following conditions:

λ̇∗
i (t) = −∂�(t, q(t), u∗(t), λ∗(t))

∂zi
= −Lzi(t, q(t), u∗(t)) (2.4)

�(t, q(t), u∗(t), λ∗(t)) ≤ �(t, q(t), u, λ∗(t)), ∀u ∈ Ω(t) (2.5)

From (2.4) it follows that

λ∗
i (t) = −

∫ t

0
Lzi(s, q(s), u∗(s))ds + Ci

From (2.5) it follows that for each t, u∗(t) minimizes the function

Υ (u) := �(t, q(t), u, λ∗(t)) = L(t, q(t), u(t)) +
m∑

i=1

λ∗
i (t) · ui(t)

on
m∏

i=1

[ϕi(t), ψi(t)]

Bearing in mind that Lui = Lżi and that

∂Υ (u)

∂ui
= Lżi(t, q(t), u(t)) + λ∗

i (t)
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we have three possibilities:

1) ϕi(t) < ui(t) < ψi(t) =⇒ 0 = ∂Υ (u∗)
∂ui

= −Y
i
q(t) + Ci =⇒ Y

i
q(t) = Ci

2) ϕi(t) = ui(t) =⇒ 0 ≤ ∂Υ (u∗)
∂ui

= −Y
i
q(t) + Ci =⇒ Y

i
q(t) ≤ Ci

3) ψi(t) = ui(t) =⇒ 0 ≥ ∂Υ (u∗)
∂ui

= −Y
i
q(t) + Ci =⇒ Y

i
q(t) ≥ Ci 
�

3 Definition of the descent algorithm

Let q =(q1, · · · , qm) ∈ D. We shall consider

Li
q(t, zi, żi) := L(q1(t), · · · , qi−1(t), zi, qi+1(t), · · · ,

qm(t), q̇1(t), · · · , żi, · · · , q̇m(t))

and the functional Ji
q : Di −→ R

Ji
q(zi) := J(q1, · · · , qi−1, zi, qi+1, · · · , qm) =

∫ T

0
Li

q(t, zi(t), żi(t))dt

It is well known that the uniform boundedness of the derivatives, together with
the assumed convexity of Li

q(t, zi, ·), allow us to guarantee that the functional
Ji

q reaches its minimum in an absolutely continuous function. However, if q is
of class C1, we are also in a position to guarantee [19] that the minimum of
Li

q on the set Di is of class C1. We shall also make the additional assumption
that for each q ∈D and for each i = 1, . . . m, the functional Ji

q possesses a
unique minimum and hence that the condition of minimality that is derived
from Pontryagin’s Minimum Principle in the corresponding control problem is
a sufficient minimum condition.

Definition 2 We define i-th minimizing map as the map 
i : D −→ D that
satisfies:

i) q−Φi(q) = (d1, · · · , dm) with d j(·) = 0, ∀ j �= i
ii) J(Φi(q)) ≤ J(z), ∀z ∈ {z ∈ D|z j(·) = q j(·), ∀ j �= i}

We shall denote by Φ the map associated with the descent algorithm, which
will be the composition of the i-th minimizing map:

Φ = Φm ◦ · · · ◦ Φ1

The following proposition is verified, the demonstration of which is identical
to that of Theorem 1.

Proposition 1 There exists ∀q=(q1, . . . , qm)∈D, Ci ∈ R such that if

Φi(q) = (q1 , · · · , qi−1 , Q, qi+1 , · · · , qm)
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then

Y
i
Φi(q)(t) is

⎧
⎨

⎩

≤ Ci if Q̇(t) = ϕi(t)
= Ci if ϕi(t) < Q̇(t) < ψi(t)
≥ Ci if Q̇(t) = ψi(t)

3.1 Formal construction of Φi(q)

Given q =(q1, . . . , qm)∈D, we shall consider, for each K ∈ R,

qi
K = (q1 , · · · , qi−1 , QK, qi+1 , · · · , qm)

satisfying
⎧
⎪⎨

⎪⎩

Y
i
qi

K
(t) ≤ K if Q̇K(t) = ϕi(t)

Y
i
qi

K
(t) = K if ϕi(t) < Q̇K(t) < ψi(t)

Y
i
qi

K
(t) ≥ K if Q̇K(t) = ψi(t)

QK(0) = 0

That is, QK minimizes the functional Ji
q within the set:

{zi ∈ (Ĉ1[0, T]) | zi(0) = 0, zi(T) = QK(T) and ϕi(t) ≤ żi(t) ≤ ψi(t)}
In these terms, the objective is now to find Ci such that QCi(T) = bi, and that
the following is therefore fulfilled:

Φi(q) =(q1, . . . , qi−1, QCi , qi+1, . . . , qm)

In the absence of constraints for the admissible functions, the calculation of
Ci could be achieved by means of the shooting method, for example; bear in
mind that the goal would be to solve the Euler equation of the functional with
the boundary conditions z(0) = 0 and zi(T) = bi. In our case, we shall use the
same idea, except that the variation of the initial condition for the derivative,
which now need not make sense, is substituted by the variation of the constant
K. In short, the problem will consist in finding for each K the function QK

which satisfies QK(0) = 0 and the conditions of Proposition 1, and from among
these functions, the one which generates an admissible function.

To formally construct the function QK, we shall consider

0 = t0 < t1 < · · · < tp = T

such that in each (t j−1, t j) the following is fulfilled:

ϕi(t) < Q̇K(t) < ψi(t) or ϕi(t) = Q̇K(t) or Q̇K(t) = ψi(t)

We shall carry out p steps, in each of which we shall construct ω j ∈ C1[t j−1, t j]
such that ω j(t j) = ω j+1(t j) and ω̇ j(t j) = ω̇ j+1(t j) and that the function defined
from these as

QK(t) := ω j(t) where j is such that t ∈ [t j−1, t j]
satisfies the minimality conditions expressed in Proposition 1.
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Concatenation of the extremal arcs

Step 1] (the first arc)

i) If K ≥ −∂Li
q(t, 0, ϕ(0))

∂ żi
we set ω1(t) := ∫ t

0 ϕ(s)ds in the maximal interval

[0, t1], where

K ≥
∫ t

0

∂Li
q(s, ω1(s), ω̇1(s))

∂zi
ds − ∂Li

q(t, ω1(t), ω̇1(t))

∂ żi

ii) If K ≤ −∂Li
q(t, 0, ψ(0))

∂ żi
we set ω1(t) := ∫ t

0 ψ(s)ds in the maximal interval

[0, t1], where

K ≤
∫ t

0

∂Li
q(s, ω1(s), ω̇1(s))

∂zi
ds − ∂Li

q(t, ω1(t), ω̇1(t))

∂ żi

iii) If −∂Li
q(t, 0, ψ(0))

∂ żi
< K < −∂Li

q(t, 0, ϕ(0))

∂ żi
then ∃x ∈ (ϕ(0), ψ(0)) such

that K = ∂Li
q(0, 0, x)

∂ żi
, and we set ω1(t) the arc of the interior extremal

de Li
q (with ω1(0) = 0, ω̇1(0) = x) which satisfies Euler’s equation in its

maximal domain [0, t1] and, therefore

K =
∫ t

0

∂Li
q(s, ω1(s), ω̇1(s))

∂zi
ds − ∂Li

q(t, ω1(t), ω̇1(t))

∂ żi

j-th Step] (j-th arc)

A) If ω j−1 has an interior extremal arc in [t j−2, t j−1], there are two
possibilities:

I) If ω̇ j−1(t j−1) = ϕi(t j−1), we set ω j(t) = ω j−1(t j−1) + ∫ t
t j−1

ϕi(s)ds in the
maximal interval [t j−1, t j] such that

−∂Li
q(t, ω j−1(t j−1), ϕi(t j−1))

∂ żi

≥
∫ t

t j−1

∂Li
q(s, ω j(s), ϕi(s))

∂zi
ds − ∂Li

q(t, ω j(t), ϕi(t))

∂ żi

II) If ω̇ j−1(t j−1) = ψi(t j−1), we set ω j(t) = ω j−1(t j−1) + ∫ t
t j−1

ψi(s)ds in the
maximal interval [t j−1, t j] such that

−∂Li
q(t, ω j−1(t j−1), ψi(t j−1))

∂ żi

≤
∫ t

t j−1

∂Li
q(s, ω j(s), ψi(s))

∂zi
ds − ∂Li

q(t, ω j(t), ψi(t))

∂ żi
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B) If [t j−2, t j−1] is the boundary interval, we set ω j(t) the arc of the interior
extremal (with ω j(t j−1) = ω j−1(t j−1), ω̇ j(t j−1) = ω̇ j−1(t j−1)) which satisfies
Euler’s equation in its maximal domain [t j−1, t j] and, therefore,

−∂Li
q(t, ω j−1(t j−1), ω̇ j−1(t j−1))

∂ żi
=

=
∫ t

t j−1

∂Li
q(s, ω j(s), ω̇ j−1(s))

∂zi
ds − ∂Li

q(t, ω j(t), ω̇ j−1(t))

∂ żi

3.2 Approximate construction of Φi(q)

The peculiar form of Φi(q), expressed in Proposition 1, allows us to undertake
its approximate calculation using similar numerical methods to those used to
solve differential equations in combination with an appropriate adaptation
of the classical shooting method. More precisely, we shall undertake two
processes of approximation:

– Construction of a sequence {K j} j∈N such that QK j(T) converges to bi (the
adapted shooting method).

– Approximate construction of each QK j (the adapted Euler method).

The approximate construction of each QK, which we shall call Q̃K, is carried
out by means of polygonals (Euler’s method) considering the triple recurring

sequence (Xn, Yn, In) with n = 0, · · · , N − 1 and h = T
N

which represents the

following approximations:

QK(tn) ≈ Q̃K(tn) := Xn

Q̇K(tn) ≈ ˜̇QK(tn) := Yn

QK(t) ≈ Q̃K(t) := Xn−1 + (t − tn−1) · Yn−1 in [tn−1, tn]
∫ tn

0

∂Li
q(s, QK(s), Q̇K(s))

∂zi
ds ≈ In :=

∫ tn

0

∂Li
q(s, Q̃K(s), ˜̇QK(s))

∂zi
ds

and which obeys the following relation of recurrence:

X0 = 0; I0 = 0

Yn =
⎧
⎨

⎩

ψi(tn) if χ ≥ ψi(tn)
ϕi(tn) if χ ≤ ϕi(tn)

χ if ϕi(tn) < χ < ψi(tn)

with χ solution of: In − ∂Li
q(tn, Xn, χ)

∂ żi
= K

Xn+1 = Xn + h · Yn

In+1 = In + ∫ tn+1

tn

∂Li
q(s, Xn + (s − tn) · Yn, Yn)

∂zi
ds
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The following proposition guarantees that at the nodes {tn}N−1
n=0 the approxima-

tion q̃i
K satisfies the condition established in Proposition 1.

Proposition 2 If q̃i
K := (q1, · · · , qi−1, Q̃K, qi+1, · · · , qm) then in {tn}N−1

n=0 the
following is satisfied:

Y
i
q̃i

K
(tn) is

⎧
⎨

⎩

≤ K if Yn = ϕi(tn)
= K if ϕi(t) < Yn < ψi(tn)
≥ K if Yn = ψi(tn)

Proof Let us bear in mind that

Y
i
qi

K
(tn) ≈ Y

i
q̃i

K
(tn) = In − ∂Li

q(tn, Xn, Yn)

∂ żi

If

ϕi(tn) < Yn < ψi(tn) =⇒ Y
i
q̃i

K
(tn) = In − ∂Li

q(tn, Xn, Yn)

∂ ż
= K

Considering now that
∂Li

q(tn, Xn, ·)
∂ żi

is increasing and
∂Li

q(tn, Xn, ·)
∂ ż2

i

> 0, we

have that:

If Yn = ϕi(tn) =⇒ ∃χ ≤ ϕi(tn) such that

In − ∂Li
q(tn, Xn, χ)

∂ żi
= K =⇒ Y

i
q̃i

K
(tn) ≤ K

If Yn = ψi(tn) =⇒ ∃χ ≥ ψi(tn) such that

In − ∂Li
q(tn, Xn, χ)

∂ żi
= K =⇒ Y

i
q̃i

K
(tn) ≥ K


�

4 Cyclic coordinated descent algorithm

4.1 Extension of Zangwill’s global convergence theorem

We now go on to present a topological version of the global convergence
theorem of descent algorithms with more general hypotheses that do not affect
the correctness of the demonstration given in [20] by Zangwill; specifically, the
continuity of the descending function is substituted by sequential continuity
and the compactness by relative sequential compactness.

Theorem 2 (Global Convergence, generalized version) Let Φ be a map on the
topological space (X, τ ) and x0 ∈ X. Let us assume that the recurrence sequence
{xn}n∈N defined by

xn+1 = Φ(xn)
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verifies the following:

i) {xn}n∈N ⊂ K ⊂ X , where K is relatively sequentially compact.
ii) There exists a sequentially continuous function F : (X, τ ) → (R, | |)

satisfying:

Φ(x) �= x =⇒ F(Φ(x)) < F(x)

iii) Φ is sequentially continuous in X.

Hence, every convergent subsequence {xnk}k∈N converges to a fixed point
on Φ.

Proof It is identical to that presented by Zangwill for the global convergence
theorem of descent algorithms. It need only be pointed out that the transfor-
mation Φ associated with the algorithm is pointwise and that the solution set
is that of fixed points on Φ. 
�

Although in measurable topological spaces the sequential character of
compactness and continuity is irrelevant, we shall maintain this terminology
so as to facilitate the exposition.

4.2 Convergence of the algorithm

Let us now see a series of preparatory results, the demonstrations of which we
shall omit in some cases on account of their being simple or well known.

Lemma 1 Let (X, τ ) be a topological space with K ⊂ X relatively sequentially
compact. If the sequence {xn}n∈N ⊂ K verifies that all its convergent subse-
quences have the same limit, then {xn}n∈N converges to this same limit.

Lemma 2 Given a family of functions

F = {fλ = ( fλ,1, . . . , fλ,m)}λ∈I ⊂ Ĉ1[0, T]m

if the family of its derivatives {ḟλ}λ∈I is uniformly bounded, then F is
equicontinuous.

Lemma 3 Let Ω ⊂ [0, T] × R
2m and L : Ω −→ R of class C1. For each h ∈

C1([0, T], R
m) such that (t, h(t), ḣ(t)) ∈ Ω ∀t ∈ [0, T] we define

Lh(t) := L(t, h(t), ḣ(t)) and Wh(t) :=
∫ t

0
L(s, h(s), ḣ(s))ds

If {qn}n∈N converges to q in (D, || ||∗) then

{Lqn} converges uniformly to Lq and {Wqn} converges pointwise to Wq
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Lemma 4 If {qn}n∈N ⊂ D converges uniformly to q and {q̇n}n∈N is equi-
continuous and uniformly bounded, then:

{q̇n}n∈N converges uniformly to q̇

We shall next see that if a sequence {qn} satisfies the thesis of Theorem 1 for
a certain sequence

{
Cn,i

}
, then its limit also satisfies said thesis for the limit of

the
{
Cn,i

}
.

Proposition 3 If L is of class C2 and {qn}n∈N converges uniformly to q in
(D, || ||∗), then {Yi

qn
}n∈N converges pointwise to Y

i
q, ∀i = 1, . . . m.

Proof Considering, for each z ∈D

L
i
z(t) := Lżi(t, z(t), ż(t))

S
i
z(t) := Lzi(s, z(s), ż(t))

I
i
z(t) := ∫ t

0 S
i
z(s)ds

⎫
⎬

⎭ =⇒ Y
i
qn

(t) = I
i
qn

(t) − L
i
qn

(t)

In virtue of Lemma 4, {Li
qn

}n∈N converges uniformly to L
i
q and {Si

qn
}n∈N con-

verges uniformly to S
i
q. Thus, {Ii

qn
}n∈N converges pointwise to I

i
q and {Yi

qn
}n∈N

converges pointwise to Y
i
q. 
�

Corollary 1 If {qn}n∈N converges to q in (D, || ||∗) verifying

Y
i
qn

(t)is

⎧
⎨

⎩

≤ Cn,i if q̇n,i(t) = ϕi(t)
= Cn,i if ϕi(t) < q̇n,i(t) < ψi(t)
≥ Cn,i if q̇n,i(t) = ψi(t)

then the sequence {Cn,i}n∈N converges and, calling its limit Ci, it is verified that

Y
i
q(t) is

⎧
⎨

⎩

≤ Ci if q̇i(t) = ϕi(t)
= Ci if ϕi(t) < q̇i(t) < ψi(t)
≥ Ci if q̇i(t) = ψi(t)

Proof It is evident that, ∀i = 1, . . . , m, the sequence {Cn,i}n∈N converges, since
otherwise {Yi

qn
}n∈N would not converge, thus contradicting Proposition 3.

– If ϕi(t) < q̇i(t) < ψi(t),there exists k ∈ N such that, for every n > k, ϕi(t) <

q̇n,i(t) < ψi(t), and therefore

Y
i
q(t) = lim

n→∞ Y
i
qn

(t) = lim
n→∞ Cn,i = Ci

– If ϕi(t) = q̇i(t) there exists k ∈ N such that, for every n > k, q̇n,i(t) < ψi(t)
and therefore

Y
i
qn

(t) ≤ Ci,n =⇒ Y
i
q(t) ≤ Ci
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– If ψi(t) = q̇i(t) there exists k ∈ N such that, for every n > k, q̇n,i(t) > ϕi(t)
and therefore

Y
i
qn

(t) ≥ Cin =⇒ Y
i
q(t) ≥ Ci


�

We shall now show the conservation of convergence by means of the i-th
minimizing map Φi.

Proposition 4 If {qn}n∈N and {Φi(qn)}n∈N converge in (D, || ||∗) then

{Φi(qn)}n∈N converges to Φi( lim
n→∞ (qn))

Proof Let sn := Φi(qn) which converges uniformly to s and ṡn to ṡ. Proposition
1, together with Corollary 1, guarantees that

Y
i
s(t) is

⎧
⎨

⎩

≤ Ci if ṡi(t) = ϕi(t)
= Ci if ϕi(t) < ṡi(t) < ψi(t)
≥ Ci if ṡi(t) = ψi(t)

and, hence, Φi(s) = s.
Now note that qn and sn = Φi(qn) differ only in their i-th component, as do

their limits. Thus,

Φi( lim
n→∞ (qn)) = Φi(s) = s = lim

n→∞ (Φi(qn))


�

The following corollary extends the above result to the composition of the
i-th minimizing map, which constitutes the map associated with the descent
algorithm Φ.

Corollary 2 If {qn}n∈N and {Φ(qn)}n∈N converge in (D, || ||∗) then

{Φ(qn)}n∈N converges to Φ( lim
n→∞ (qn))

Proof If {qn = (qn,1, ..., qn,m)}n∈N converges to q = (q1, ..., qm) in (D, || ||∗),
we thus have that {qn,i}n∈N and {q̇n,i}n∈N converge uniformly to qi and
q̇i, respectively, ∀i = 1, ..., m. As {Φ(qn)}n∈N also converges in (D, || ||∗),
we have that {Φ(qn) = (q∗

n,1, ..., q∗
n,m)}n∈N converges to s and that { •

Φ(qn) =
(q̇∗

n,1, ..., q̇∗
n,m)}n∈N converges to ṡ. Hence,

(Φm−1 ◦ · · · ◦ Φ1) (qn) = (q∗
n,1, ..., q∗

n,m−1, qn,m)

also converges, since q∗
n,i converges to si, ∀i = 1, ..., n − 1 and {qn,m}n∈N

converges to qm by hypothesis.
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Applying this reasoning reiteratively, we have that the successions

{(Φm−2 ◦ · · · ◦ Φ1) (qn)}n∈N, · · · , {(Φ2 ◦ Φ1) (qn)}n∈N, {Φ1(qn)}n∈N

are convergent in (D, || ||∗).
Moreover, in virtue of Proposition 4, we have that:

– as {qn}n∈N converges to q and {Φ1(qn)n∈N} is convergent, then

{Φ1(qn)n∈N} converges to Φ1(q)

– as {Φ1(qn)n∈N converges to Φ1(q) and
{
(Φ2 ◦ Φ1) (qn)

}
n∈N

is convergent,
then

{(Φ2 ◦ Φ1) (qn)n∈N} converges to (Φ2 ◦ Φ1) (q)

and, reiterating this reasoning, we obtain that

{Φ(qn)}n∈N converges to Φ(q)


�

In the following corollary, we shall establish the sequential continuity of Φ.

Corollary 3 If {qn}n∈N converges to q in (D, || ||∗) and {Φ(qn)}n∈N and

{ •
Φ(qn)}n∈N are equicontinuous and uniformly bounded then:

{Φ(qn)}n∈N converges to Φ(q) in (D, || ||∗)

Proof Since {Φ(qn)}n∈N is equicontinuous and uniformly bounded, in virtue
of Arzela-Ascoli’s Theorem, there exists a subsequence {qnk}k∈N such that

{Φ(qnk)}k∈N converges uniformly and as { •
Φ(qnk)}k∈N is uniformly bounded and

equicontinuous, by Lemma 4, we may conclude that { •
Φ(qnk)}k∈N also converges

uniformly.
Hence, in virtue of the Corollary 2 together with Lemma 1, we may state that

{Φ(qnk)}k∈N converges to Φ(q). On the other hand, reasoning analogously, any
other subsequence of {Φ(qn)}n∈N that converges must also converge to Φ(q)

and, by Lemma 1, it may be concluded that {Φ(qn)}n∈N converges to Φ(q). 
�

In the following proposition, we establish the application framework of the
extension of Zangwill’s Theorem.

Proposition 5 Let U := D ∩ Ĉ2. Then ∃M ∈ R such that, being UM := {z ∈ U /
||z̈||∞ < M}, it is verified that:

i) Φ(UM) ⊆ UM.
ii) UM is relatively sequentially compact in (D, || ||∗).

iii) Φ : (D, || ||∗) −→ (D, || ||∗) is sequentially continuous.
iv) F : (D, || ||∗) −→ (R, | |) is sequentially continuous satisfying

Φ(x) �= x =⇒ F(Φ(x)) < F(x)
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Proof ∀p =(p1, . . . , pm) ∈ D we have that

|| ṗi||∞ ≤ Mi := max{||ϕi||∞, ||ψi||∞} =⇒ ||pi||∞ < Ni := Mi · T

Let

O := [0, T] ×
n∏

i=1

[−Ni, Ni] ×
n∏

i=1

[−Mi, Mi]

and let fi : [0, T] × R
2m −→ R be the continuous functions associated with the

i-th Euler equation of the functional Ji
p

z̈i(t) = fi(t, p1(t), · · · , zi(t), · · · , pm(t), ṗ1(t), · · · , żi(t), · · · , ṗm(t))

Let

Ai := max
O

fi(t, x1, · · · , xn, y1, · · · , yn)

Bi := max{Ai, ||ϕ̇i||∞, ||ψ̇i||∞}
M := max

i=1,...,n
{Bi}

From all the above, it is clear that ||{ ••
Φ(p)}||∞ ≤ M.

i) If p = (p1, · · · , pm) ∈ UM =⇒Φi(p) = (p1, · · · , p∗
i , · · · , pm), where p∗

i is
Ĉ2, since this satisfies the Euler equation of the functional Li

q in certain
intervals and ṗ∗

i (t) = ψi(t) or ṗ∗
i (t) = ϕi(t) in others, ϕi and ψi being of

class C1. Hence, φi(p) ∈ UM, ∀i = 1, · · · , m, and, obviously, Φ(p) ∈ UM .
ii) Any sequence {pn}n∈N ⊂ UM is uniformly bounded (||pn||∞ < max{Ni})

and so are all the sequences {ṗn}n∈N (||ṗn||∞ < max{Mi}) and {p̈n}n∈N

(||p̈n||∞ < M).
Thus, in virtue of Lemma 2, {pn}n∈N and {ṗn}n∈N are equicontinuous.
We are therefore in a situation to use Arzela-Ascoli’s Theorem, which
guarantees that there exists a subsequence {pnk}k∈N that converges uni-
formly to a certain p ∈D. What’s more, in virtue of Lemma 4, {ṗnk

}k∈N

also converges uniformly to ṗ and, in short, {pnk}k∈N converges in the
topological space (D, || ||∗).

iii) Let the sequence {qn}n∈N be convergent in (D, || ||∗), i.e. {qn}n∈N converges
uniformly to q and {q̇n}n∈N converges uniformly to q̇.
As for each n ∈ N, qn ∈ (

C1[0, T])m, in virtue of Proposition 1, Φi
(
qn

) ∈(
C1[0, T])m. Thus, it is deduced that {Φi

(
qn

)}n∈N is uniformly bounded
and equicontinuous in D.

The reiterative application of this reasoning guarantees that {Φ (
qn

)}n∈N

is uniformly bounded and equicontinuous in D.

Furthermore, as { •
Φi(qn)}n∈N ∈ (

C0[0, T])n
, simply by taking the maxi-

mum of the bounds for each of these, { •
Φi(qn)}n∈N is uniformly bounded.

On the other hand, following the considerations set out at the beginning

of this proof, each i-th component, q̈∗
n,i of { ••

Φi(qn)}n∈N is bounded. Hence
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{ ••
Φ(qn)}n∈N is uniformly bounded. Taking into account Lemma 2, we may

state that { •
Φ(qn)}n∈N is equicontinuous in D.

As {Φ(qn)}n∈N and { •
Φ(qn)}n∈N are uniformly bounded and equicontinuous

in D, Corollary 3 ensures that Φ is sequentially continuous.
iv) If {pn}n∈N converges to p ∈ U with the topology || ||∗, making Γz(t) :=

L(t, z(t), z(t)), we are in a situation to use Lemma 3, which guarantees
that

{Γpn}n∈N converges uniformly to Γpn

and, thus
{

F(pn) =
∫ b

a
Γpn(t)dt

}

n∈N

converges to
∫ b

a
Γp(t)dt = F(p)


�

Theorem 3 For every q0 ∈ UM, the sequence generated by the algorithm {qn =
Φ(qn−1)}n∈N possesses a subsequence that converges in (D, || ||∗) and the limit
is a fixed point of Φ. Moreover, any convergent subsequence of {qn}n∈N will
converge at a fixed point on Φ.

Proof It suffices to prove that, in fact, the sequence {qn}n∈N ⊂ UM possesses
a subsequence that converges uniformly and, as we have guaranteed the
verification of the Global Theorem hypothesis, in virtue of Proposition 5, we
may conclude that {qn}n∈N possesses a subsequence that converges uniformly
to a fixed point on Φ. By virtue of the Global Convergence Theorem itself, we
have guaranteed that any convergent subsequence of {qn}n∈N will converge to
a fixed point on Φ.

We see that the sequence {qn}n∈N ⊂ UM possesses a subsequence that
converges uniformly.

For any q0 ∈ UM, from (i) in Proposition 5, we know that the sequence
qn = Φ(qn−1) is contained in UM and following an analogous reasoning to point
(ii) in this same proposition, we may conclude that there exists a subsequence
{qnk}k∈N that converges in D. 
�

5 Example

A program that resolves the optimization problem was elaborated using the
Mathematica package and was then applied to one example of a hydrothermal
system made up of 8 thermal plants and 3 hydro-plants. The cost function Ψ

that was used is a quadratic model

Ψ (P) = α + β P + γ P2

and we consider Kirchmayer’s model for the transmission losses: l · P2, where
l is termed the loss coefficient. The units for the coefficients are: αi in
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Table 1 Coefficients of the thermal plants

Plant i αi βi γi li
1 1,227.83 17.621 0.01325 0.000103
2 743.78 20.842 0.00211 0.000072
3 77.72 21.277 0.00286 0.000172
4 1,615.35 16.676 0.01659 0.000100
5 2,248.16 −7.984 0.17026 0.000353
6 1,459.44 21.569 0.01489 0.000121
7 1,625.43 6.347 0.09803 0.000220
8 2,155.62 17.745 0.01982 0.000097
Equivalent 10,696.1 16.5477 0.00329982

(Euro/h), βi in (Euro/h Mw), γi in (Euro/h Mw2), and li in (1/Mw). The data
of the plants is summarized in Table 1. We construct the equivalent thermal
plant as we saw in [15, 16], obtaining the values for αeq, βeq and γeq.

For the hydro-plants we use a variable head model and the i-th hydro-plant’s
active power generation Phi is given by

Phi(t, zi(t), żi(t)) := Ai(t)żi(t) − Biżi(t)
[
zi(t) − Coupi(t)

]

where Ai(t) and Bi are the coefficients

Ai(t) = 1

Gi
Byi(S0i + t · ii); Bi = Byi

Gi

and Coupi(t) represents the hydraulic coupling between plants. In the variable-
head models, the term −Biżi(t)

[
zi(t) − Coupi(t)

]
represents the negative in-

fluence of the consumed volume, and reflects the fact that consuming water
lowers the effective height and hence the performance of the plant. We
consider that the transmission losses for the hydro-plant are also expressed
by Kirchmayer’s model. Hence, the function of effective hydraulic generation
is

Hi(t, zi(t), żi(t)) := Phi(t, zi(t), żi(t)) − li P2
hi(t, zi(t), żi(t))

The hydro-network is assumed to have two chains of hydro-plants on different
rivers. Hydro-plant 1 is a isolated plant, whereas we assume that the rate
of discharge at the upstream plant 2 affects the behavior at the downstream
plant 3. Thus, Coup1(t) = 0; Coup2(t) = 0; Coup3(t) = z2(t). The units for
the coefficients of the hydro-plant are: the efficiency Gi in (m4/h Mw), the
constraint on the volume bi in (107 m3), the loss coefficient li in (1/Mw), the
natural inflow ii in (m3/h), the initial volume S0i in (m3) and the coefficient Byi

Table 2 Hydro-plant coefficients

Plant Gi bi li ii S0i Byi

1 534,660 1.416 0.0 0.0 193.885 109 150.1
2 526,315 3.958 0.00022 98.176 105 203.904 109 149.5
3 570,834 1.912 0.00016 301.952 106 407.808 108 138.7
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Fig. 1 Optimal power Ph(t)
for the hydro-plants
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Ph3

(a parameter that depends on the geometry of the tanks) in (10−12 m−2). The
data of the hydro-plants is summarized in Table 2.

Moreover, we consider the rates of water to be bound by the following
values: żi min = 0 and żi max = 2.75 106, ∀i = 1, 2, 3. We consider a short-term
hydrothermal scheduling (24 h) with an optimization interval [0, 24] and we
consider a discretization of 96 subintervals. The optimal power for the hydro-
plants, Ph(t), is shown in Fig. 1, and the system’s power demand, Pd(t), and the
optimal power for the equivalent thermal plant, Pth(t), in Fig. 2.

We considered very distinct hydraulic models with the aim of achieving
an optimum solution for the diverse power stations that is very different
depending on their technical characteristics. Thus, for instance, it can be seen
that plant 3, whose natural inflow is very high, delays its participation in
order to employ the available water more efficiently. At the same time, for
one of the power plants (plant 1), we considered a hydraulic model without
transmission losses or natural inflow. The presence of plant 1 guarantees
constancy in the optimum thermal power. This fact, the proof of which is
similar to the one presented in [21] for linear models, enables the aspect of

Fig. 2 Power demand Pd(t)
and optimal thermal power
Pth(t)
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Fig. 3 Optimal thermal
power Pth(t)
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the theoretical solution to be known a priori and facilitates a better analysis of
the approximate solution.

It can be seen in Fig. 3 that, in fact, the resulting thermal power after the
successive iterations approximates an increasingly more constant performance
in the interval in which the constraints for the rates of water are not active.
Another two tests were conducted to verify the convergence of the algorithm,
considering in both the same eight thermal plants and six and ninehydro-plants
situated in two and three river basins, respectively, and repeating for each of
these the hydraulic configuration from the above example. Figure 4 presents
the obtained results.

The vector Kn = (K1, . . . , Km) was considered as the stopping criterion for
the algorithm in each iteration, the components of which are the coordina-
tion constants associated with the different hydro-plants, the tolerance being
defined as

Tol(n) = ∥∥Kn − Kn−1
∥∥

We can see how the method presents a rapid convergence. For example, for
the case of the 3 hydro-plants, the time required by the program was 300 s on
a personal computer (Pentium IV/2GHz).

Fig. 4 Convergence of the
algorithm
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6 Conclusions

In this paper we study a classical Electrical Engineering problem: the short-
term hydrothermal coordination (STHC) problem. First, we give a necessary
minimum condition using optimal control theory (Pontryagin’s Principle).
Then we describe a relaxation method for computing the solution, and give
a proof of convergence. We solve the optimization problem using a com-
putationally efficient numerical algorithm based on coordinate descent. We
show qualitative and quantitative results demonstrating the effectiveness of
the proposed method for the STHC problem. Future research includes the
generalization to constraints of the type:

0 ≤ H(t, z(t), ż(t)) ≤ Pd(t), ∀t ∈ [0, T]

and we may even consider non-regular Langrangian, formulating the problem
within the framework of nonsmooth analysis.

References

1. Mwakabuta, N., Kyaruzi, A.: Short-term scheduling of a hydro-thermal system using linear
programming technique. In: Proceedings of the 6th International Power Engineering Confer-
ence, pp. 731–736 (2003)

2. Baskar, S., Subbaraj, P., Rao, M.V.C.: Hybrid evolutionary programming solution to short
term hydro thermal scheduling problem. J. Inst. Eng. India, Electr. Eng. Div. 82, 236–242
(2002)

3. Gil, E., Bustos, J., Rudnick, H.: Short-term hydrothermal generation scheduling model using
a genetic algorithm. IEEE Trans. Power Syst. 18(4), 1256–1264 (2003)

4. Zoumas, C.E., Bakirtzis, A.G., Theocharis, J.B., Petridis, V.: A genetic algorithm solution
approach to the hydrothermal coordination problem. IEEE Trans. Power Syst. 19(3), 1356–
1364 (2004)

5. Salam, M.S.: Comparison of Lagrangian relaxation and truncated dynamic programming
methods for solving hydrothermal coordination problems. In: Proceedings of International
Conference on Intelligent Sensing and Information Processing, pp. 265–270 (2004)

6. Salam, M.S., Nor, K.M., Hamdan, A.R.: Hydrothermal scheduling based lagrangian relaxation
approach to hydrothermal coordination. IEEE Trans. Power Syst. 13(1), 226–235 (1998)

7. Redondo, N.J., Conejo, A.J.: Short-term hydro-thermal coordination by Lagrangian relax-
ation: solution of the dual problem. IEEE Trans. Power Syst. 14(1), 89–95 (1999)

8. Tseng, P., Bertsekas, D.: Relaxation methods for problems with strictly convex costs and linear
constraints. Math. Oper. Res. 16(3), 462–481 (1991)

9. Luo, Z.Q., Tseng, P.: On the convergence of the coordinate descent method for convex
differentiable minimization. J. Optim. Theory Appl. 72(1), 7–35 (1992)

10. Tseng, P.: Convergence of a block coordinate descent method for nondifferentiable minimiza-
tion. J. Optim. Theory Appl. 109(3), 475–494 (2001)

11. Rätsch, G., Mika, S., Warmuth, M.: On the convergence of leveraging. In: Dietterich, T.G.,
Becker, S., Ghahramani, Z. (eds.), Advances in Neural Information Processing Systems 14.
MIT, Cambridge, MA (2002)

12. Rätsch, G., Warmuth, M., Mika, S., Onoda, T., Lemm, S., Müller, K.: Barrier boosting.
In: Proceedings of the Thirteenth Annual Conference on Computational Learning Theory,
pp. 170–179 (2000)

13. Chambolle, A., Lions, P.L.: Image recovery via total variation minimization and related
problems. Numer. Math. 76(2), 167–188 (1997)



Numer Algor (2009) 52:129–149 149

14. Fan, A., Wells, W., Fisher, J., Çetin, M., Haker, S., Mulkern, R., Tempany, C., Willsky, A.:
A unified variational approach to denoising and bias correction in MR. Lecture Notes in
Computer Science, vol. 2732, pp. 148–159 (2003)

15. Bayón, L., Grau, J.M., Suárez, P.M.: A new formulation of the equivalent thermal in optimiza-
tion of hydrothermal systems. Math. Probl. Eng. 8(3), 181–196 (2002)

16. Bayón, L., Grau, J.M., Ruiz, M.M., Suárez, P.M.: New developments on equivalent thermal
in hydrothermal optimization: an algorithm of approximation. J. Comput. Appl. Math. 175(1),
63–75 (2005)

17. Santos, M.S., Vigo-Aguiar, J.: Analysis of a numerical dynamic programming algorithm ap-
plied to economic models. Econometrica 66(2), 409–426 (1998)

18. Santos, M.S., Vigo-Aguiar, J.: Error bounds for a numerical solution for dynamic economic
models. Appl. Math. Lett. 9(4), 41–45 (1996)

19. Bayón, L., Grau, J.M., Suárez, P.M.: A necessary condition for broken extremals in problems
involving inequality constraints. Archives Inequalities Appl. 1(1), 75–84 (2003)

20. Zangwill, W.L.: Nonlinear Programming: a Unified Approach. Prentice Hall, New Jersey
(1969)

21. Bayón, L., Grau, J.M., Ruiz, M.M., Suárez, P.M.: Nonsmooth optimization hydrothermal
problem. In: Proceedings of the Computational and Mathematical Method on Sciences and
Engineering, vol. 1, pp. 116–125 (2004)




	An application of the algorithm of the cyclic coordinate descent in multidimensional optimization problems with constrained speed
	Abstract
	Introduction
	Statement of the multidimensional variational problem
	Definition of the descent algorithm
	Formal construction of i(q)
	Approximate construction of i (q)

	Cyclic coordinated descent algorithm
	Extension of Zangwill's global convergence theorem
	Convergence of the algorithm

	Example
	Conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


