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of atomization process in diesel sprays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pag: 166-173
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37. Á. A. Magreñán, J. M. Gutiérrez and L. Orcos , Damped Newton’s method for solving
problems associated to the Stewart-Gough platform . . . . . . . . . . . . . . . . . . . . . . . . . .Pag: 191-194
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1 Introduction

One of the main challenges in the simulation of even reduced areas in the
brain is the presence of a large number of neurons and a large number of con-
nections among them. Even from a theoretical point of view the behaviour of
dynamical models of complex networks with high connectivity is unknown,
precisely because the cost of computation is still unaffordable and it will
likely be in the near future. In this work we discuss the simulation of a cel-
lular automata network model of the brain including one million nodes with
a maximum average of three hundred connections per neuron. The compu-
tation power required for the massive calculation of networks with such level
of complexity was achieved thanks to a distributed computing environment
based upon the BOINC (Berkeley Open Infrastructure for Network Com-
puting) platform. Moreover, in this work we consider the interplay among

∗e-mail: luiacrod@imm.upv.es
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excitatory neurons (which induce the excitation of their neighbours) and in-
hibitory neurons (which prevent resting neurons from firing and induce firing
neurons to pass to the refractory state). It is known that inhibitory neu-
rons constitute up to a third of the total neural population in any brain
tissue and their role as modulators of the global brain activity is key in the
prevention of aberrant firing patterns. In particular, neural network dys-
functions in the excitatory and inhibitory circuits have been proposed as a
mechanism in Alzheimers disease. A failure in the inhibitory GABAergic
circuits is also related to a wide variety of conditions ranging from Epilepsy
to Huntingtons Disease. Our objective is to classify the normal (noisy but
asymptotically constant patterns) and the abnormal (high oscillations with
spindle-like behaviour) patterns of activity in the model brain and their sta-
bility and parameter ranges in order to determine the role of excitatory and
inhibitory compensatory effects in healthy and diseased individuals.

2 The cellular automata network model

It is a basic fact of the architecture of the brain that it constitutes a network
of some kind. This was already disclosed in the pioneering works of Ramón
y Cajal [1]. Every single neuron is also a complex biophysical device capable
of interacting with their neighbours by a wide range of electrochemical sig-
nals based upon 100 neurotransmitters [2, 3]. The most important ones are
glutamate (in excitatory synapses) and γ-aminobutyric acid (in inhibitory
synapses). So, from the point of view of mathematical modelling, we can
consider that neurons classify in two main types: The excitatory ones, which
induce the firing of their postsynaptic neighbours, and the inhibitory neu-
rons which produce the opposite effect, i. e., they prevent other neurons from
firing or turn firing neurons into the refractory state [4].

According to their state we have:

• Resting Neurons: They are in electrochemical equilibrium.

• Firing Neurons: Sending signals to other neurons along their synapses.

• Refractory Neurons: After the firing state the neurons become refrac-
tory so they cannot be excited again for a short period of time.

Both excitatory and inhibitory resting neurons can be activated but they
behave differently in relation to their neighbours. The signal sent by an
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excitatory neuron contribute to the excitation of a neighbour but if the signal
is sent by an inhibitory neuron it can deactivate a neighbouring firing neuron
or prevent a resting neuron to evolve to the firing state.

To build our model we have chosen a random network [7] with 106 nodes
and a large average connectivity degree. As maximum we considered k = 300
because of computational limitations. In this network, thirty per cent of the
nodes are labelled as inhibitory cellular automata networks, the rest being
excitatory. This is supported by neurological evidence [5].

The evolution of the cellular automata [6] states in the random network is
performed according to the following stochastic rules performed every single
time step:

• We check every firing neuron in the network. For every firing neuron
we generate a pseudorandom number, x and if x ≤ ν, the state is
changed to refractory. Notice, that this implies that the transition is
governed by a Poisson process with an average transition time 1/ν.
Firing neurons can also become refractory by the action of a inhibitory
firing neighbour. This happens with probability γ for each neighbour.

• We check the transitions from the refractory to the resting state. In
this case, the transition probability is λ.

• For every resting neurons we take into account their firing neighbours.
Excitatory firing neurons in their neighbourhood can excitate the rest-
ing neurons with probability α and the inhibitory firing neurons may
deactivate it (if the test resting neuron has been activated already by
an excitatory firing neighbour) with probability γ.

The temporal evolution of this model is a very time-consuming task. So, we
were forced to apply distributed computing techniques to simulate the brain
network in the desired scale of one million nodes.

3 Distributed Computation of the Phase Di-

agram

In order to get a global picture of the different behaviour displayed by the ran-
dom network cellular automata model we prepared a set of 155,000 parameter
combinations with the restriction α = γ. The identity of the excitatory and
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inhibitory probabilities was chosen because of physiological plausibility and,
also, because we found that the interesting oscillatory patterns were found
with this condition. As commented before, to carry out all these simulations
in a network with 106 nodes and an average connectivity degree k = 300 is
beyond the capabilities of a single computer in which it would require years
of computation time.

To achieve the objective of simulating all these tasks we resorted to the
BOINC software. BOINC is an open source software used in many other
projects as known as SETI@home [8, 9] or Climate Prediction [10]. The set-
ting, preliminary results and details of such an implementation for epidemi-
ological models and our brain model in particular was discussed in another
publication [11].

Most of the behaviour were characterized by an asymptotic dynamical
stable state for the number of resting, firing and refractory neurons of each
type. However, for some sets of parameters in a very precise range we find
oscillatory behaviour as shown in Fig. 1. To identify the tests corresponding
to oscillatory behaviour we used an algorithm based upon the Discrete cosine
transform, DCT, as described by X. Li et al. [12] and selected only those
whose first coefficient of the transform was sufficiently large (at least 100,000).
The DCT for the simulation in Fig. 1 is shown in Fig. 2. The results
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Figure 1: A typical test exhibiting periodic behaviour.
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Figure 2: Discrete cosine transform of the test in Fig. (1).

displayed in Fig. (1) are reminiscent of the regular oscillations appearing in
the EEG of epileptic patients during the so-called ictal phase [13].

4 Conclusions

In this work we have developed a large-scale cellular automata model [6] of the
brain in which the synapses are modelled by the bonds in a random network
[7]. The individual cellular automaton is either excitatory or inhibitory in
their action upon other cellular automata in the network. This way we intend
to capture the essential dynamical features of the real brain, i. e., neurons are
organized in a neuron and there are two basic types of neurons: excitatory
which can induce the firing of other neurons and inhibitory, which can trigger
the transition of firing neurons to the refractory state or prevent the firing of
a resting one being, simultaneously, connected to a firing excitatory neuron.

We have considered a network that, to the best of our knowledge, is more
complex that any previous simulation attempt of this kind of models: a total
of 106 cellular automata were considered with and average of k = 300 bonds
with other nodes of the network. The simulations are so time consuming
that a distributed computing solution based upon the BOINC software was
developed to obtain the dynamical behaviour for 155,000 different tasks [11].
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In the phase diagram of behaviour both asymptotically stable and os-
cillatory signals are found. The oscillatory behaviour occurs only in a very
restricted parameter set and it could be assimilated into the ictal phase of
epilepsy and other disorders. As this happens only for precise values of the
excitatory probability and the transition rates from firing to refractory and
to resting, our results could be relevant in the control of epileptic seizures
[13].
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1 Introduction

Deploying a robotic swarm in order to cover a certain area of space is a subject
that is being actively researched. An important application of this task is to
provide emergency support devices that will allow the creation of supporting
networks to cover and extract information of dangerous or unreachable places.
For example, in disasters such as earthquakes or floods can be very helpful
to set up a communication network inside a building to extract information
from its environment or to prepare a more complex mission. In this case, only
a single point of entry must be sufficient to deploy the whole swarm and cover
the environment. Therefore, robots must create a network reachable from
the outside of the building, being always connected between them. For this
task indoor drones stand out for their versatility, because of the environment
accessibility is unknown due to possible alterations.

Multi-robot deployment has become a fundamental research topic in the
field of multi-robot systems [3]. Although there are many applications related

∗fidel@dccia.ua.es. This work has been supported by the Spanish Ministerio de Econo-
mia y Competitividad, project TIN2013-40982-R.
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to multi-robot deployment, many of them rely on pre-established communi-
cation network or external localization service. This precludes its application
to emergency tasks, where we are not able to assume the existence of com-
munication networks or GPS.

2 UAV Deployment Behaviour

Initially, our behaviour will starts with an agent in beacon (landing) state,
which indicates the entry point to explore the environment. Then, an air-
craft in wander (flying) state will be added at regular intervals. A part of
this microscopic behaviour is inspired by the one presented in [1, 2] , where
swarm individuals could stay in two different states: in flight or landed. In
UAVs system autonomy is a significant limitation. The wander individuals
emit pheromones around them when moving with a certain radius and inten-
sity. In the same way, in the transition between wander and beacon states,
the vehicles will emit a pheromone footprint with larger radius and intensi-
tythan the previous one. This footprint is emitted only once, losing so its
intensity over time, where the rate for decreasing per second is indicated by
the parameter.

The navigation of the individuals who are in the state wander is estab-
lished by a potential field function, determined by three components: the first
component is obtained as a vector pointing to the area of lower intensity of
pheromones in the range of the vehicle, so that the importance of a detected
pheromone decreases within the square of the distance. The second compo-
nent, determines the obstacle avoidance part. It is obtained by calculating
a vector pointing to the area with fewer obstacles detected by the ultrasonic
sensors. Finally, we will consider that the data perceived by sensors and sent
to the actuators could contain inaccuracies, so a random component will be
included in our selection process in order to make the next move taking into
account the intrinsic uncertainty of robotic systems.

For the detailed analysis of the microscopic model it is essential to provide
a mathematical model, able to analyze the global behaviour of the swarm
in a given environment. The main reason for using a state-based behaviour
is to allow the macroscopic model to be modelled as a recurrence equation
taking into account the transitions between system states. Thereby, this
macroscopic model can help us to predict the total number of individuals
needed to cover an area of the environment, to adjust the radius of pheromone
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emission for optimal covering or even to make an estimate of the energy
required by the swarm to develop their task. The most important part to
be analyzed in this behaviour is the transition between the two states of the
system, wander and beacon. This is for example more valuable than getting
the final distribution of individuals position, as this can be easily estimated
by knowing the environment to be covered.

3 Experimentation

Although there are many parameters that can be studied, the radius of
pheromones takes special importance for this behaviour. This is a distin-
guishing feature that determines not only the distance between swarm indi-
viduals, but as discussed below, the average speed to complete the covering
process. For coverage analysis we have used ca that represents the percent-
age of area covered by each individual at any time, ie, it is assumed that an
individual has memory and can store the necessary environmental data to
be transmitted while it is in wander state.

In figure 1 an example of the result of coverage of this behaviour is pre-
sented for different maps and pheromone radius. In figure 1a the radio is
constant at 20m. As we can see, the behaviour is functional regardless of the
nature of the environment. In figure 1b the same environment is used with
different pheromones radius between 10,20 and 30m. As it can be observed
the difference when altering this parameter is the density of agents required
to complete the coverage.

4 Conclusions and Future Lines

A microscopic model for a swarm behavior has been discussed in this paper,
able to deploy and cover an unknown area in a fully decentralized way. This
behaviour is adapted to the UAVs characteristics, establishing a power sav-
ing state for the individuals, taking into account the inherent actuators and
sensors errors and providing a low computing load behaviour to be imple-
mented on systems with limited computing capabilities, as it is often the case
with this kind of vehicles. Furthermore, this behaviour is able to create its
own communication network for sending internal and external behavioural
information and for obtaining environmental data to be analyzed.
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a) 

b)                                                  c)                                                d)  

Figure 1: a) Environment covering results using the proposed microscopic
behaviour with the default parameters and a pheromone radius of 20m. This
behaviour terminates when ca ≥ 95%. As previous figures red footprints
represents the covered space (using ca metric) and blue footprints defines the
zones where the pheromones has been emitted. b) Status of the simulation
at time, radius = (8144s,10m). c) (1700s,20m). d) (2000s,30m)

Currenly, we are analyzing the energy required by the swarm by using
our macroscopic model to determine the influence of the model parameters
according to energy consumption.
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1 Introduction

Computational Fluid Dynamics (CFD) models play a major role in the fuel
injection and atomization area of research [1, 2] because they allow access to
time- and length-scales which are not currently available for existing experi-
mental techniques.

Traditionally, Discrete Droplet Models (DDM) have been successfully ap-
plied to simulate injection and combustion in internal combustion engines.
Nonetheless they have important disadvantages such grid dependency. Then,
an Eulerian description given by homogeneous flow models seems to be better
approach; for example the Eulerian Spray Atomization (ESA) model [4, 5, 6].
Its main issue, which is the creation of droplets, was solve by Vallet et al.
[3]. The mean size of liquid fragments is obtained with a new equation for
the mean surface area of the gas-liquid interface per unit volume, Σ.

Nevertheless, Σ-transport equation includes several modeling constants
which need to be fixed to accurately predict droplets size. One of the common
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ways to give values to those constants, which is the objective of this work,
is by comparison with Direct Numerical Simulations (DNS) such the ones
performed by Ménard et al. [7, 8].

2 Methodology

The ESA model employed for this study has been described in detail in
previous works [4, 5, 6]. In this and other homogeneous flow models applied
to sprays, the Sauter Mean Diameter of droplets is computed through the
liquid mass fraction and the gas-liquid inter-facial surface per unit volume.
In the transport equation for this last magnitude Σ, there are three different
source terms: one related to the mean velocity, another one to the turbulent
velocity and the last one which tries to take into account coalescence of
droplets.

In addition, a diffusivity coefficient for Σ has to be defined by establishing
a value for the Schmidt number. Therefore, it is necessary to make precise
modeling of four different terms, which include four different modeling con-
stants: α0, α1, C and ScΣ. The physical meaning of each constant is given
later.

The case of study is exactly the same (i.e. same boundary conditions)
than the one employed by Ménard et al. [7]. Incompressible liquid is injected
at 100 m/s into quiescent atmosphere of air compressed up to 25 kg/m3

of density. Mesh sensitivity studies were previously performed to obtain a
solution independent of the mesh resolution.

A statistical study is carried to accomplish the objective of reducing the
average error of Σ when ESA simulations are compared to DNS results. All
four modeling constants are selected for the analysis, each of them with two
levels, ±25% of the value given by Vallet et al. [3], but the Schmidt number
which has three levels.

3 Results

After performing the statistical study, the constant that affects most the error
in the prediction of Σ is the Schmidt number. The higher the diffusivity is,
the more accurate the solution is. Thus, low values (lower than unity) are
recommended.
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The other three constants, though in a lesser grade, also affect the solu-
tion:

• α0 scales the stretching of the liquid core due to the mean velocity.
Higher values of this constant increases the production of inter-facial
surface density. It turns out that this effect needs to be increased
(higher values of α0).

• α1 scales the stretching of the liquid core due to the turbulent velocity.
This factor needs to be reduced (lower values of α1).

• C defines the equilibrium radius which at the same time determines
the coalescence effect. It has been proved that the destruction of Σ
(coalescence) needs to be increased (higher values of C).

An optimization has been also carried out. Recommended values are:
α0 = 1.25, α1 = 0.75, C = 3.125 and ScΣ = 0.75. Thus, the average error is
reduced more than 25%, although there is room for further improvements.

4 Conclusions

A multilevel factorial statistical study has been performed over the four con-
stants that appear in the inter-facial surface density transport equation of
the ESA model. First order interaction between two factors were considered.
Results have been compared to DNS results obtained from the literature.

The constant related to the diffusivity of inter-facial surface density, ScΣ,
is the most significant. Additionally, an optimum set of values within the
range of variation (±25%) for the four constants has been obtained. Predic-
tion in the distribution of Σ has been clearly improved, but the model still
requires further work.

Tunning the present model does not lead to small errors when comparing
with DNS results, so maybe it is recommended to change the model, as
done by other authors, and then perform a new statistical study. Still, and
over-prediction in spray width is expected due to the nature of the model.
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1 Introduction

Water supply network (WSN)s segmentation or sectorization can be estab-
lished as a technique oriented to enhance WSNs operative control. The tech-
nique implies the definition of areas (sectors or district metering areas) that
can be partially isolated from the rest of the network. The isolation is carried
out by installing new valves (closed valves) or cutting some pipes. Then, each
of the resulting sectors is fed by a single (or few) entrance equipped with a
flowmeter device so the inflow can be constantly monitored.

Since the 80’s decade, when the first sectorization implementation at two
British cities was reported [1], until now, the technique has become very
popular, especially among Latin American and European water utilities.

Despite the benefits associated with the deployment of a sectorization
layout, there are also some drawbacks that come along with these benefits.
From the outset, the increasing of headloss due to pipe friction, which trans-
lates into pressure drop, can be mentioned as one of the most relevant. On
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the other hand, a sectorization implementation requires the investment of
economical resources, which in some context might be very limited. Finally,
there is a risk of appearance of dead-end points where the water velocity is
reduced drastically, allowing the development of microorganisms responsible
for waterborne diseases.

From all above, it can be stated that a good sectorization layout has to
balance a series of positive and negative aspects. The number of possible
layouts may be considerably large, depending on the WSN extension and the
looping configuration.

WSNs in the hydraulic simulation software EPANET are topologically
built by nodes (connection between two or more pipes), and edges (pipes)
which coincides with the topology of graphs. Such similarity allows the
transformation of WSNs into graphs. When a WSN is transformed into
a graph, the information contained in the pipes (diameter, length, roughness,
headloss, flow, etc.) and nodes (elevation, demand, geographical coordinates,
emitters, etc.) can be assigned to the links and the vertices of the graph,
respectively. All this information can be seen as multidimensional vectors
and thus, can be used for grouping purposes.

In this paper we propose the use of a combination of self organizing
maps (SOM) and Hierarchical Clustering (HC) to take advantage of this
multidimensionality in order to define sectors in real WSNs. In the next
section, a brief description of SOM and HC is presented.

1.1 SOM, HC

SOMs are a type of neural network conceived to work by means of unsuper-
vised training. The core idea behind them is to create a surface of uncon-
nected nodes or neurons each one containing a random vector (codebook).
The vectors of the data of study (input data or training vectors) are pre-
sented to the network several times and, at each step, they are compared
to the codebook in the neurons. The neuron with the codebook closer to
a given training vector is defined as the Best Matching Unit (BMU). The
closeness between training vectors and codebooks is computed by means of
the euclidean distance. Once a neuron is marked as BMU, its codebook is
modified to be more similar to the entering vector. Then, the respective
BMU influences the neighboring neurons according to a preset radio of influ-
ence (action). This makes that similar neurons end up together at the end
of the training process, which is one of the features of the SOMs that makes
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them very useful for classification and/or clustering purposes. One way to
address the clustering problem over SOMs is through HC, which works based
on the construction of clusters from a square dissimilarity matrix, following
a scheme of hierarchy. It can be classified among the unsupervised machine
learning methods and is broadly used in classification and pattern detection.
The idea behind this method, is to build pairwise groups that successively
merge with other groups until all the nodes of the graph are part of the same
group (when a bottom-up strategy is followed), or groups, that successively
subdivide themselves until all the clusters are formed by one single cluster
or singleton (when a top-down strategy is followed). All the merges may be
depicted through a dendrogram, which is a diagram in a X-Y plan, where the
axis X contains all the observation or nodes, and the axis Y contains an alti-
tude scale that establishes the value of each partition. One of the advantages
of this technique in regard to other clustering techniques is the fact that it
is not mandatory to initially set a number subdivision, and conversely, the
subdivisions are based upon the topology of the data.

2 The Proposed Methodology

The methodology proposed in this work has three steps (see Figure 1): (1)
in the first step the vectors of information or training vectors (elevation,
coordinates-x, coordinates-y) storage in the nodes (n) of the WSN are repre-
sented in a 2-dimensional SOM. In the resulting SOM the nodes of the WSN
that are more similar, are mapped either on the same neuron or on very
close neurons. Then, (2) the neurons in the resulting map are clustered by
means of HC and the outcome is represented in a dendrogram from where
a partition that satisfies a size of sector restriction is selected. After this
process, the WSN nodes of some sectors might appear unconnected to their
main sector. In this case, the nodes are assigned as subsectors of the sector to
where they are currently connected. If the diameter of the pipe that connects
a sector to a subsector is large enough, the subsector can be considered as a
new sector, otherwise, both of them are fused in one single sector. The pipes
that connect nodes of different sectors are labeled as candidate pipes, which
means that they can be selected as entrance of sector (with flowmeter) or
as boundary valve. (3) Such definition is carried out through a multiobjec-
tive optimization process with Agent Swarm Optimization (ASO) [2]. The
variable of decision is the state of the candidate pipes (open or closed), and
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the objectives are: the minimization of the deviation of a resilience index
(Ir) proposed by [3]; the minimization of the variation of headloss (hL); the
maximization of the variation of flow associated with leakages (real losses)
(QL), and the minimization of the cost associated to the installation of the
flowmeters (Cfm) and boundary valves (Ccv). It is important to note that
the cost of a flowmeter is considerably higher than the cost of a boundary
valve, therefore, the process tends to define more candidate pipes as bound-
ary valves than flowmeters, which also allows water utilities to have more
control over the leakages behavior at each sector.

Objective 1: f(x) = Min(∆Ir)
Objective 2: f(x) = Min(∆hL)

Objective 3: f(x) = Max(C∆QL
)

Objective 4: f(x) = Min(Ccv + Cfm)
S.T ∀ n P ≥ Pmin

Where P stands for nodal pressure

Figure 1: Flowchart of the process

3 Example of implementation

As example of implementation, a small section of the WSN of Managua City,
Capital of Nicaragua, is sectorized using the methodology. Figure 2 shows
the SOM obtained and its subdivision in three clusters.
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Figure 2: HC over the SOM of the example WSN

Figure 3 shows the final outcome obtained after implementing the method-
ology. It is important to note how some of the nodes of sector 3 appear in
sector 1 and some nodes of sector 1 appear in sector 2, which is logical as
the similarity between those nodes is very high. The diameter of the pipes
that connect sectors 2 and 1 to their respective subsectors are very small,
therefore, those subsectors are merged with the sectors to which they are
currently connected.

Figure 3: Sectorization layout obtained
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4 Conclusion

This paper shows the applicability of clustering by means of a combination of
SOMs and HC to identify sectors in WSNs. The methodology presented has
as advantage the fact that the number of sectors, in which the network has to
be subdivided, does not requires to be predefined. The use of optimization
through ASO allows the identification of the entrances of each sector in a
way that the negative impact (from an operative and economical perspective)
associated to the deployment of the sectorization layout is minimized.
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Building 8G, access C, 2nd floor, Universitat Politècnica de València, Camino de Vera s/n,
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1 Introduction

The analysis of heat conduction involves modelling both temperature and
heat flow. In practice, these quantities depend on a number of physical
properties of the materials which often are not known from a deterministic
point of view. Apart from uncertainties due to measurement errors needed
to build physical models, the above comments motivate the consideration of
random approaches to modelling heat conduction in heterogeneous medium.
Hence, the consideration of uncertainty leads to a random scenario treated
in this work by random differential equations. For these type of equations,
the so-called Lp-calculus constitutes an adequate framework to solve them
[1, 2]. We are mainly interested in L2 and L4-calculus, which are usually
referred to as mean square (m.s.) and mean four (m.f.) calculus. The m.s.
approach, developed for both the ordinary and partial differential problems,
has two desirable properties. First, the m.s. solution coincides with the one
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obtained in the deterministic case, that is, when the random data become
deterministic. Secondly, if Xn(t) represents an approximation of the exact
solution, X(t), in the m.s. sense, then the expectation, E[Xn(t)], and the
variance, Var[Xn(t)], will converge to the exact values, E[X(t)] and Var[X(t)],
respectively, for each t, see Theorems 4.2.1 and 4.3.1. of [1].

This work deals with the construction of reliable solutions of the random
heat model:

wt(x, t) = L wxx(x, t) , x > 0, t > 0 , (1)

wx(0, t) = g(t;B) , t > 0, (2)

w(x, 0) = f(x;A) , x > 0, (3)

by extending to the random scenario the Fourier cosine transform. Let us
consider the positive 4-random variable (r.v.) L independent of r.v.’s A and
B and such as its absolute statistical moments, E [ |L|n], behave as O(Hn),
i.e., there exist a non-negative integer n0 and positive constants M and H
such that

E [ |L|n] ≤ MHn, ∀n ≥ n0 , (4)

and we assume that realizations of r.v. L have a positive lower bound ℓ1 > 0
such that

L(ω) ≥ ℓ1 > 0 , ∀ω ∈ Ω . (5)

Furthermore, the moment generating function of r.v. −L, denoted by Φ−L(t),
verifies

Φ−L(t) = E[e−tL] is locally bounded about t = 0. (6)

The 4-stochastic processes (s.p.’s) g(t;B) and f(x;A) are described as func-
tions that depend on a single r.v. The same results are available, but with
more complicated notation, by considering functions with a finite degree of
randomness ([1, p.37]). We assume that g(t;B) is a m.f. continuous s.p., and
f(x;A) is a m.f. absolutely integrable s.p. verifying

f(x;A) is a m.f. continuous s.p. and

∫ ∞

0

(‖f(x;A)‖4)
2 dx < +∞ . (7)

2 Random Fourier Cosine Transform and its

operational calculus

We define the random Fourier cosine transform of a 2-s.p. {u(x) : x > 0}
m.s. locally integrable in [0,∞[, and m.s. absolutely integrable in [0,∞[, i.e.
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∫∞
0

‖u(x)‖2 dx < +∞, as the 2-s.p.’s well-defined

Fc [u(x)] (ξ) = Fc(ξ) =

∫ ∞

0

u(x) cos(ξ x) dx , ξ > 0 . (8)

Following the ideas of the deterministic inverse Fourier cosine transform, see
[3, chap.2], we define the random inverse Fourier cosine transform of a 2-s.p.
Fs(ξ) (and Fc(ξ)) m.s. locally and m.s. absolutely integrable by the formulae

Fc
−1 [Fc(ξ)] (x) =

2

π

∫ ∞

0

Fc(ξ) cos(ξ x) dξ , x > 0 . (9)

Let t > 0 and assume that r.v. L has a positive lower bound satisfying
condition (5). Then it is verified the following statements on the gaussian
s.p. q(x;L) = 1√

πtL
e−x2/4tL:

Fc [q(x;L)] (ξ) = e−L t ξ2 ; (10)

q(x;L) is m.f. continuos and

∫ ∞

0

(‖q(x;L)‖4)
2 dx < +∞ . (11)

Using the random Fourier exponential transform and their convolution
properties [4], we can obtain the convolution formula for the random Fourier
Cosine:

Fc[m(x)](ξ) Fc[n(x)](ξ) =

√

π

2
Fc[(mp ∗ np)(x)](ξ) , ξ > 0 , (12)

where, it is easy to show (see [5, sec. 7.4] for the corresponding deterministic
result) that

(mp ∗ np) (x) =
1

√
2π

∫ ∞

0

m(κ) {n(x+ κ) + n(|x− κ|)} dκ , x ≥ 0 ,

(13)
for am(x) and n(x) m.f. continuous s.p.’s defined on [0,∞[ withmp(x), np(x)
their even extension s.p.’s on the real line verifying

∫∞
0

(‖m(x)‖4)
2 dx < +∞

and
∫∞
0

(‖n(x)‖4)
2 dx < +∞, respectively.
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3 Random heat problem with second kind

boundary condition

Let us consider the auxiliary problem

ut(x, t) = L uxx(x, t) , x > 0, t > 0 , (14)

ux(0, t) = 0 , t > 0, (15)

u(x, 0) = f(x;A) , x > 0, (16)

and note that if u(x, t) is a solution 2-s.p. of (14)–(16), and v(x, t) is a
solution 2-s.p. of the problem

vt(x, t) = L vxx(x, t) , x > 0, t > 0 , (17)

vx(0, t) = g(t;B) , t > 0, (18)

v(x, 0) = 0 , x > 0, (19)

then, by linearity: w(x, t) = u(x, t) + v(x, t) is a solution 2-s.p. of problem
(1)–(3). As problem (17)–(19) was solved in [6], we focus our attention on
problem (14)–(16). Let us assume that problem (14)–(16) admits a solution
2-s.p. u(x, t) m.s. locally and m.s. absolutely integrable, and let us denote
Fc [u(·, t)] (ξ) = U(t)(ξ), ξ > 0, what means that u(x, t) is regarded as a
s.p. of the active variable x, for fixed t > 0. By applying the random
Fourier cosine transform to the right-hand side of equation (14) and using
the property Fc [u

′′(x)] (ξ) = −u′(0)− ξ2 Fc [u(x)] (ξ), ξ > 0 (see [6, Theorem
1]) together with condition (15), it follows that

Fc [uxx(·, t)] (ξ) = −ux(0, t)− ξ2Fc [u(·, t)] (ξ) = −ξ2 U(t)(ξ) . (20)

Applying the random Fourier cosine transform to the left-hand side of (14)
and from Lemma 2 of [6], it follows that

Fc [ut(·, t)] (ξ) =
d

dt
(U(t)(ξ)) . (21)

Also from (16) one gets

Fc [u(·, 0)] (ξ) = U(0)(ξ) = Fc [f(· ;A)] (ξ) = Fc(ξ;A) . (22)
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By linearity and (20)–(22) one gets the transformed random ordinary differ-
ential problem

d

dt
(U(t)(ξ)) = −L ξ2 U(t)(ξ) , t > 0,

U(0)(ξ) = Fc(ξ;A)







. (23)

Assuming that r.v. L satisfies (6) and Fc(ξ;A) is a 4-s.p., by Theorem 8 of
[7] the solution 2-s.p. of problem (23) is given by

U(t)(ξ) = Fc(ξ;A) e
−tξ2L . (24)

Taking into account the previous exposition in section 2 (see expressions
(10)–(13)), it follows that a solution 2-s.p of problem (14)–(16) is given by

u(x, t) = Fc
−1 [U(t)(ξ)] (x) = Fc

−1

[

Fc(ξ;A) e
−tξ2L

]

(x)

= Fc
−1 [Fc [f(x;A)] (ξ) Fc [q(x;L)] (ξ)] (x)

= Fc
−1

[
√

π

2
Fc [(f ∗ q)(x;A,L)] (ξ)

]

(x)

=

√

π

2
(f ∗ q)(x;A,L)

1

2

∫ ∞

0

f(κ;A) {q(x+ κ;L) + q(|x− κ|;L)} dκ

=
1

2
√
πtL

∫ ∞

0

f(κ;A)
(

e−(x+κ)2/4tL + e−(x−κ)2/4tL
)

dκ . (25)

Finally, taking into account the solution 2-s.p. found in [6] for the subproblem
(17)–(19) and by the linearity of solution w(x, t), one gets a solution 2-s.p.
for the problem (1)–(3) given by

w(x, t) =
1

2
√
πtL

∫ ∞

0

f(κ;A)
(

e−(x+κ)2/4tL + e−(x−κ)2/4tL
)

dκ

+ 2

√

L

π

∫

√
t

0

g(t− ν2;B) e−(x/2ν
√
L)2 dν , x > 0, t > 0 . (26)

Example 1 Consider the problem (1)–(3):

wt(x, t) = L wxx(x, t) , x > 0, t > 0 ,

wx(0, t) = tB , t > 0,

w(x, 0) = 50 e−xA , x > 0,
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Figure 1: Three-dimensional approximations for the expectation E [w(x, t)]
(plot (a)), and, the standard deviation

√

Var [w(x, t)] (plot (b)) on the spatial
domain x ∈ ]0, 3] in the time interval t ∈ [0, 30].

where the diffusion coefficient L follows a gamma distribution of parameters
α = 2 and β = 1 truncated on the interval [0.5, 1], i.e., L ∼ Trunc[Ga(2, 1)] ;
the spatial variation of the temperature at the left-end x = 0 is described by
the s.p. g(t;B) = t B where B is a gaussian r.v. of mean µ = 4 and standard
deviation σ = 0.5, i.e. B ∼ N(4; 0.5); the initial temperature is modelled by
the s.p. f(x;A) = 50 e−xA being A a beta r.v. of parameters α = 3 and
β = 2, that is, A ∼ Be (3, 2). We assume that all r.v.’s, A, B and L are
mutually independent.

Note that L is a positive 4-r.v. verifying conditions (4)–(5), and condition
(6) since the moment generating function of r.v. −L:

Φ−L(t) = E[e−tL] =
2.87295 e−(1+t)(−4 + 3 e0.5(1+t) − 2 t+ t e0.5(1+t))

(1 + t)2
t→0

−→ 1,

is locally bounded about t = 0.
Since E [B4] = 3(0.5)4 < ∞ (see [1, p.26]), it verifies

‖g(t;B)− g(s;B)‖
4
= ‖B‖

4
|t− s|

t→s
−→ 0,

then the 4-s.p. g(t;B) is m.f. continuous. Furthermore, the s.p. f(x;A) =
50 e−xA is m.f. absolutely integrable and verifies conditions given by (7).
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Hence, all the hypotheses are satisfied and expression given by (26) is a so-
lution 2-s.p. w(x, t) of problem (1)–(3). Notice that the truncation of the
intervals of integration for the computation of the expectation and variance
in Figure 3 has been required.
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Numerical Solution of Random Boundary Value Heat Problems in a
Semi-Infinite Bar, Abstr. Appl. Anal., vol. 2013, Article ID 676372, 9
pages, 2013.
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1 Introduction

Worldwide financial market instability has shaken confidence in global econo-
mies. This loss of confidence has a strong influence in the capital flows [1] and
the investors’ attitude towards some countries [2]. During last year, emerging
market risk aversion has increased and investors have become more anxious
over investment hotspots like the BRICS (Brazil, Russia, India, China and
South Africa).

Brazil has turned to be considered most at risk from US tapering and po-
litical problems, China‘s slowdown has also exerted strong influence, Russia
has also been affected by the rising tensions, etc. As a consequence, a lack
of confidence has spread amongst some of those emerging markets leading
to financial instability. In this respect, it would be interesting to use tools
which allow to predict the trends and evolution of each countrys confidence
rating.

Country risk has become a topic of major concern for the international
financial community over the last two decades. The importance of country
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ratings is underscored by the existence of several major country risk rating
agencies [3]. In our study we use the CRS underscored by the Euromoney
Agency [4], which evaluates the investment risk of countries across 15 cri-
teria to determine the risks of default on a bond, losing direct investment
or to global business relations, by surveying more than 400 international
economists and other risk experts. CRS is calculated by assigning weights to
these measures. CRS can represent a good indicator of the current situation
of a country regarding measures of economic, political and financial risk in
order to determine country risk ratings.

In this contribution, we present a diffusion model to study the dynamics
of the CRS in five emerging markets (BRICS) which considers both the
endogenous effect of each country policies and the contagion effect among
them. Therefore, we consider that a crisis in one of the BRICS countries
may focus investors attention on other BRICS countries with similar trends
and general structural similarities and vulnerabilities [5].

Our objective is to predict the CRS trends over the next year, providing
prediction tools for policy makers. Thus, with these tools, policy makers are
able to design strategies, simulate different situations and analyze the effect
of changes in order to improve the economic situation.

2 Modelling

This section is addressed to construct and justify the mathematical model
used to describe the dynamics of the CRS of 5 BRICS countries which, ac-
cording to previous exposition, provides a reliable economic indicator of the
current situation of every country.

We propose a type-diffusion dynamic continuous mathematical model to
study the evolution of the CRS of each BRICS country. Type-diffusion dy-
namic models have demonstrated to be powerful tools to study a wide range
of applied problems in different areas including Economics and its related
fields [6]. Although very complex models have been proposed based on this
approach, all of them are mainly based on the following pattern:

x′1(t) = α1x1(t) + β14(x4(t)− x1(t))x1(t),
x′2(t) = α2x2(t) + β21(x1(t)− x2(t))x2(t) + β24(x4(t)− x2(t))x2(t),
x′3(t) = α3x3(t) + β34(x4(t)− x3(t))x3(t),
x′4(t) = α4x4(t) + β41(x1(t)− x4(t))x4(t)

+ β42(x2(t)− x4(t))x4(t) + β43(x3(t)− x4(t))x4(t),
x′5(t) = α5x5(t) + β54(x4(t)− x5(t))x5(t),
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where x′i(t) CRS of country i-th at the time instant t. As we shall see in
detail later, our model considers:

• α measures the autonomous behaviour of each emerging country.

• β measures the diffusion behaviour; that is to say, the contagion be-
tween each pair of emerging countries.

• x′1(t) represents Brazil CRS. On Brazil, only China exerts influence.

• x′2(t) represents Russia CRS. On Russia; Brazil and China exert influ-
ence.

• x′3(t) represents India CRS. On India; only China exerts influence.

• x′4(t) represents China CRS. On China, Brazil, Russia and india exert
influence.

• x′5(t) represents South Africa CRS. On South Africa, only China exerts
influence.

The first one represents, through CRS, the autonomous economic behav-
ior of each country and, the second one, the contagion effect for loss or gain
of confidence both between and within clusters for each country. As we will
see, in our case the resulting model based on 1 is non-linear.

3 Prediction

This section is divided into two parts. The first one, is devoted to model
parameters estimation and CRS deterministic punctual forecasting over the
next few months.

Parameter estimation
As we have previously pointed out, this subsection is firstly addressed to

estimate the parameters of model. This task has been performed by fitting
the model in the mean square sense to the available data. Computations have
been carried out with Mathematica 8.0. The system of differential equations
is numerically solved by taking as initial conditions the CRS data of January
9th, 2014 (t = 0) to April 28th, 2014 and the corresponding deterministic
estimated parameters (Table 1 and Table 2).

Predictions
The obtained predictions after fitting the deterministic estimated param-

eters are represented in Figure 1. Red points represent data used in the ad-
justment, green points represent the data used for the validation and the blue
line represents the model. The results showed that the Minimum difference
corresponded to Russia on July 28th. The Maximum difference corresponded
to China on June 23rd and the CRS average difference with respect to the
predictions was 0.710775.
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Country CRS Initial condition by date

09/01/2014 27/01/2014 03/02/2014 10/02/2014 24/02/2014 03/03/2014 10/03/2014
Brasil 59.33 58.89 58.89 58.78 58.78 58.77 58.77
Russia 54.00 54.53 54.30 54.20 54.10 54.05 53.95
India 51.00 50.74 50.70 50.65 50.60 50.59 50.58
China 60.00 59.85 59.80 59.80 59.76 59.76 59.71
South Africa 56.14 54.58 54.58 54.58 54.58 54.58 54.54

17/03/2014 24/03/2014 31/03/2014 07/04/2014 14/04/2014 21/04/2014 28/04/2014
Brasil 58.70 58.65 58.43 58.92 58.92 58.92 58.92
Russia 53.91 53.80 53.64 50.48 50.48 50.48 50.48
India 50.58 50.62 50.67 50.02 50.02 50.02 50.02
China 59.71 59.68 59.64 61.37 61.37 61.37 61.37
South Africa 54.54 54.54 54.54 53.84 53.84 53.84 53.84

Table 1: Initial conditions the CRS data from January 9th, 2014 to April
28th, 2014.

Deterministic adjustment parameters
Autonomous behavior parameters Diffusion parameters

α1: -0.199625 β14: 0.141783 β42: 0.004307
α2: -0.011665 β21: 0.000012 β43: 0.136496
α3: -1.062670 β24: 1.941E-6 β54: 0.189374
α4: 1.494890 β34: 0.107705
α5:-1.138860 β41: 0.086754

Table 2: Deterministic adjustment parameters.

	  

Figure 1: Scheme summarizing the techniques applied through this paper.

4 Conclusions

Worldwide financial crisis and changes in sovereign debts ratings have also
affected emerging markets and their economies. Country Risk Score (CRS)
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represents a measure of the level of confidence on each country and its eco-
nomic health. The five BRICS countries have also invariably succumbed to
increased risk this year, according to Euromoney’s Country Risk Survey, in
line with the global trend.

In this work, we present a diffusion model to study the dynamics of the
Country Risk Score (CRS), for a total of 5 BRICS countries, which considers
both the endogenous effect of each country politics and the contagion effect
among them. Using data of CRS, we fit the model with the data estimating
unknown autonomous behavior and transmission parameters.

The proposed dynamic diffusion model for the CRS of the 5 BRICS coun-
tries, depicts quite well the evolution of the CRS for most of them. As we
can check in our results, over next month horizons a downward trend in the
CRS dynamics should be noted for almost all BRICS countries in the next
year.
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1 Introduction

In vertebrates, the skeleton formed by bones provides support and protection
to all other organs. Bone tissue is constantly being destroyed and recon-
structed. Bone remodeling is a life-long process where mature bone tissue is
removed from the skeleton (bone resorption) and new bone tissue is formed
(ossification or new bone formation). This regeneration allows the bone to
heal itself, for example in the case of fractures, and to adapt to stresses caused
by normal activity that produce micro-damage.. The study of these processes
is of great importance especially to be able to understand and cure bone dis-
eases such as osteoporosis and myeloma [1]. There are two types of cells that
are mainly in charge of the reconstruction, osteoclasts and osteoblasts [6].
An imbalance in the regulation of bone remodeling’s two sub-processes re-
sults in many metabolic bone diseases, such as osteoporosis. The destruction
and reconstruction of bone tissue is a periodic process that involves groups of
cells working together in a basic multicellular unit (BMU). Spatial movement
inside the BMU is small so models based on ordinary differential equations
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can be used. There are delays present due to the time it takes signals to be
produce and transmitted and for cells to react to them. Bone remodeling is
a very complicated process and not all mechanisms are known or completely
understood.

It is known that there are two main groups of cells: osteoclasts and os-
teoblasts. Osteoclasts consist of precursor cells, active cells and dead cells.
Osteoblasts consist of responding cells, active cells, differentiated cells (os-
teocytes and bone lining cells) and dead cells. There is a series of hormones
and other signaling factors that control these processes including RANK,
RANKL, OPG, vitamin D, calcitonin and estrogen, among others. For re-
views of the factors involved see [7, 2, 3] and the references cited there.

There are several mathematical models of bone remodeling. They all
involve simplifications. Some of these are those of Komarova et al., 2003,
[4], Lemaire et al., 2004, [5] and Rattanakul et al., 2011, [8]. Lemaire et
a. mention that they introduced a delay in their model but that the delay
necessary to obtain a periodic solution was about two months, too large to
be realistic. Several extensions of the model in [8] have included delays, for
example, [9], but they involve four equations included the one for bone cells.
Here we will work with Komarova’s model since it is the simplest involving
only three equations and also has periodic solutions in the absence of delays
for certain values of the parameters.

2 Mathematical model

Komarova et al.’s model involves only three types of cells explicitly, osteo-
clasts, osteoblasts and bone tissue. The model is

du1
dt

= α1u
γ11
1 uγ212 − β1u1 (1)

du2
dt

= α2u
γ12
1 uγ222 − β2u2, (2)

with u1 and u2 the density of osteoclasts and osteoblasts; α1 and α2 the
differentiation rate of the osteoclast and osteoblast precursors; βi the speed of
the cell degradation process for i = 1, 2. The coefficients γ11 and γ22 describe
the effectiveness of autocrine signaling, and γ21 and γ12 that of the paracrine
signaling, which are regulated by the RANK, RANKL, OPG, TGFβ and
other factors. In particular, γ21 is the inhibition of osteoclast production due
to osteoblasts, and γ12 is the osteoclast stimulation of osteoblast production.
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All parameters are positive with the exception of γ21.
The equation for bone mass is

dz

dt
= −k1 max{u1 − ū1, 0}+ k2 max{u2 − ū2, 0}, (3)

where z is total bone mass, ki, i = 1, 2 are the normalized activities of bone
resorption and formation, and ū1 and ū2are the steady states for osteoclasts
and osteoblasts, respectively.

In the bone reconstruction process there are several delays present since
it takes time for the signals to travel, to be absorbed into the cells and for
the cells to be affected. The largest delays are for the paracrine effects since
they involve both osteoclasts and osteoblasts. We will consider a model with
two delays, τ1 and τ2, in the influence term of osteoclasts on osteoblasts and
viceversa. More delays could be added but these two produce the desired
behavior as explained later. By adding these two delays to system (1) and
(2) we obtain the following system of delay differential equations (DDE’s)

du1(t)

dt
= α1u1(t)

γ11u2(t− τ1)γ21 − β1u1(t) (4)

du2(t)

dt
= α2u1(t− τ2)γ12u2(t)γ22 − β2u2(t), (5)

and same equation (3) for the bone mass.
In this paper we investigate numerically the existence of periodic solutions

with delays. As mentioned above, Komarova’s model has periodic for certain
values of the parameters and we show that the delays, even very small ones,
eliminate the periodic solutions. We also show that for values of the parame-
ters for which there are no periodic solutions without delays, there are values
of the delays that will produce periodic solutions. By starting with values of
the parameters for which the original non-delay model has a stable focus, by
increasing the delays it is possible to obtain periodic solutions. The values of
the delays necessarily depend on the other parameters of the model. Numer-
ical examples illustrate these points.These solutions are important because
of their periodicity under the effects of biologically existing delays.
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1 Introduction

In this chapter a finite difference scheme for the valuation of the price of
American call options is proposed. American call option problem is shown
as the following moving free boundary PDE, (see [3], for instance)

∂C

∂τ
=

1

2
σ2S2∂

2C

∂S2
+(r−q)S∂C

∂S
−rC, 0 < S < B(τ), 0 < τ ≤ T, (1)

together with the boundary and initial conditions

∂C

∂S
(B(τ), τ) = 1, C(B(τ), τ) = B(τ)− E, C(0, τ) = 0, (2)

C(S, 0) = max(S − E, 0), B(0) = max

{
r

q
E,E

}
. (3)

where τ = T − t denotes the time to maturity T , S is the asset’s price.
C(S, τ) is the option price, B(τ) is the unknown early exercise boundary.
The positive parameters appearing in (1) are the volatility σ, the risk free
interest rate r, the continuous dividend yield q and the strike price E.
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2 Front-Fixing method

Let us consider the dimensionless transformation (see [1], [4])

c(x, τ) =
C(S, τ)

E
, Sf (τ) =

B(τ)

E
, x = ln

B(τ)

S
. (4)

Under transformation (4) the problem (1) - (3) can be rewritten in nor-
malized form

∂c

∂τ
=

1

2
σ2 ∂

2c

∂x2
−
(
r − q − σ2

2
+
S ′f
Sf

)
∂c

∂x
−rc, x > 0, 0 < τ ≤ T, (5)

with new boundary and initial conditions

c(x, 0) = max

(
r

q
e−x − 1, 0

)
, Sf (0) = max

{
1,
r

q

}
. (6)

∂c

∂x
(0, τ) = −Sf (τ), c(0, τ) = Sf (τ)− 1, lim

x→∞
c(x, τ) = 0, (7)

Following the ideas of [4] and in order to solve the numerical difficulties
derived from the discretization at the numerical boundary, we assume that
(5) holds true at x = 0,

σ2

2

∂2c

∂x2
(0+, τ)−

(
q +

σ2

2

)
Sf (τ) + r = 0. (8)

The equation (5) is a non-linear differential equation on the domain
(0,∞) × (0, T ]. In order to solve numerically problem (5)-(7), one has to
consider a bounded numerical domain. Let us introduce xmax for large values
of x in (7). Then the problem (5)-(7) can be studied on the fixed domain
[0, xmax]× (0, T ].

3 Finite-difference method

In order to construct numerical solution the computational domain is covered
by an uniform grid of M + 2 space points and N time levels with respective
stepsizes h and k

h =
xmax
M + 1

, k =
T

N
, (9)
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xj = hj, j = 0, ..,M + 1, τn = kn, n = 0, .., N. (10)

The approximate value of c(x, τ) at the point xj and time τn is denoted
by cnj ≈ c(xj, τ

n) and the approximate value of the free boundary is denoted
by Snf ≈ Sf (τn). Then a forward two-time level and centred in a space
explicit scheme is constructed for internal spacial nodes as follows

cn+1
j − cnj
k

=
1

2
σ2 c

n
j−1 − 2cnj + cnj+1

h2
−
(
r − q − σ2

2
+
Sn+1
f − Snf
kSnf

)
cnj+1 − cnj−1

2h
−rcnj .

(11)
The second order discretization of the boundary conditions (7) and (8)

together with the scheme (11) for j = 1 allow to obtain the following explicit
formula for the time evolution of the free boundary

Sn+1
f = dnSnf =

acn0 + bcn1 + fcn2 +
cn2−c

n
0

2h
− α

cn2−c
n
0

2h
− βSnf

Snf , n ≥ 1. (12)

4 Properties of the numerical solution

The next result shows that numerical scheme (11)-(12) preserves properties
of the theoretical solution, (see [2]) as increasing in time free boundary and
positivity and monotonicity of the option price.

Theorem 1. Let {cnj , Snf } be the numerical solution of scheme (11) for a
transformed American call option problem (5) and let dn be defined by (12).
Then under the following conditions

h <
σ2∣∣∣r − q − σ2

2

∣∣∣ , k <
h2

σ2 + rh2
, σ2 6= 6q, (13)

the numerical scheme (11) guarantees the following properties of the nu-
merical solution:

1. SNf ≥ SN−1f ≥ ... ≥ S0
f > 0;

2. cn0 ≥ cn1 ≥ ... ≥ cnM+1 ≥ 0 for each fixed n = 0, ..., N .

3. The scheme (11) is stable with respect to the norm || · ||∞;
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Table 1: Comparison of the computational efficiency for the problem.

Asset Price True Value FDP FDE FF
40 0.002792 0.0025 0.0025 0.0028
80 3.041536 3.0414 3.0415 3.0414
120 24.564972 24.5654 24.5655 24.5644

RMSE 6.4217-4 5.8822-4 3.5593-4
CPU-time, sec 37.130 15.760 6.813

4. The numerical solution computed by the scheme is consistent of order
O(h2, k) with the equation (5) and boundary conditions (2), (8).

In order to compare computational efficiency, we consider the problem
with the parameters:

r = 0.03, q = 0.03, σ = 0.4, T = 0.5, E = 100. (14)

Since exact values are not known, the results of the binomial method with
large steps (15000) are used for ”True Value”. FDP stands for the Crank-
Nicolson finite-difference method with projected SOR iteration to impose the
free boundary condition. FDE stands for the Crank-Nicolson finite difference
method with elimination-back substitution. FF stands for the proposed ex-
plicit finite difference method combined with the front-fixing transformation
with stepsizes h = 10−3 and k = 6.25 · 10−6.

From the results presented in Table 1 we can conclude that the pro-
posed method is competitive and effective, since it produces the similar error
(RMSE) with smaller computational time (CPU).

5 Conclusion

A front-fixing method is applied to American call option with dividends pric-
ing problem. An explicit finite difference scheme is constructed for numerical
solution. Proposed method preserves very important qualitative properties
of the solution such as positivity and monotonicity. The method is condi-
tionally stable and consistent with the second order in space and the first
order is space.
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J.V. Romero[, M.-D.Roselló[ and R.-J. Villanueva[.
([) Instituto Universitario de Matemática Multidisciplinar,
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1 Introduction

In this paper we solve random homogeneous Riccati-type differential equa-
tions of the form

Ẋ(t) = CX(t) +D(X(t))2, t ≥ 0 ,
X(0) = X0 ,

}
(1)

where all the input parameters X0, C and D are assumed to be absolutely
continuous random variables (r.v.’s) defined on a common probability space,
(Ω,F,P).
Equations of this type appear in Epidemiology to model the spread of an
illness, or in Economy to describe the diffusion of new technologies, etc.
Specifically, the so-called SI-type epidemiological model fits to pattern (1).

Solving random differential equations means to compute the solution
stochastic process together with its main statistical functions, such as the
mean and the variance. The computation of the first probability density
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function (1-p.d.f.) is a major challenge. It permits to have a full statistical
description of the solution in every time instant t. In this work, we deal with
the computation of the 1-p.d.f. of the solution X(t) of problem (1).

Below, we state some results that will be useful to compute the 1-p.d.f.
They come from the application of the Random Variable Transformation
method (R.V.T.) in its general form, Theorem 4 [1].

Firstly, in the case that U is an absolutely continuous real r.v. defined on
a probability space (Ω,F,P), with p.d.f. fU(u) and such that U(ω) 6= 0 for
all ω ∈ Ω, one can prove that the p.d.f. fV (v) of the inverse transformation
V = 1

U
is given by

fV (v) =
1

v2
fU

(
1

v

)
. (2)

Second, if U = (U1, U2) is an absolutely continuous real random vector
defined on a probability space (Ω,F,P), with joint p.d.f. fU(u1, u2) such that
U1(ω) 6= 0 for all ω ∈ Ω, one can demonstarte that the joint p.d.f. fV(v1, v2)
of the inverse-opposite transformation V = (V1, V2) = ( 1

U1
,−U2) is given by

fV(v1, v2) =
1

(v1)2
fU

(
1

v1
,−v2

)
. (3)

Finally, if U = (U1, U2, U3) is an absolutely continuous real random vec-
tor defined on a probability space (Ω,F,P), with joint p.d.f. fU(u1, u2, u3),
such that U1(ω) 6= 0 for all ω ∈ Ω, then it is easy to prove that the joint
p.d.f. fV(v1, v2, v3) of the inverse-opposite-opposite transformation V =
(V1, V2, V3) = (1/U1,−U2,−U3) is given by

fV(v1, v2, v3) =
1

(v1)2
fU

(
1

v1
,−v2,−v3

)
. (4)

2 Solving the Homogeneous Riccati Differen-

tial Equation

To compute of the 1-p.d.f. of the solution s.p. of i.v.p. (1) in function of the
p.d.f. of the input parameters X0, C and D, it is convenient to distinguish
the cases collected in Table 1. As initial value problem (i.v.p.) (1) can be
easily linearized, we will take advantage of the results obtained recently by
some of the authors in [1] to conduct the analysis.
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I.V.P.(1)

P [{ω ∈ Ω : D(ω) = 0}] = 1

CASE random deterministic
I.1 X0 c
I.2 C x0
I.3 (X0, C)

P [{ω ∈ Ω : C(ω) = 0}] = 1
II.1 X0 d
II.2 D x0
II.3 (X0, D)

P [{ω ∈ Ω : D(ω) 6= 0 6= C(ω)}] = 1

III.1 X0 (d, c)
III.2 D (x0, c)
III.3 C (x0, d)
III.4 (X0, D) c
III.5 (X0, C) d
III.6 (D,C) x0
III.7 (X0, D, C)

Table 1: List of different cases to solve the i.v.p. (1) from a probabilistic
point of view.

With this aim, notice that making the change of variable

Z(t) =
1

X(t)
,

using the following identification of the random inputs

Z0 =
1

X0

, B = −D, A = −C,

and taking t0 = 0, the nonlinear i.v.p. (1) can be transformed into the linear
i.v.p.

Ż(t) = AZ(t) +B, t ≥ t0 ,
Z(t0) = Z0 .

}
(5)

Now, we are ready to apply the results, obtained in [1] for the i.v.p. (5), to
the Riccati differential equation (1). Notice that Cases I.1-I.3 corresponding
to the situation where nonlinear coefficient D = 0 with probability one, can
be omitted in our analysis since they correspond to the linear differential
equation taking B = 0 with probability one.

For illustrative purposes, in the following we will deal with the cases listed
in Table 2.
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I.V.P.(1)

P [{ω ∈ Ω : C(ω) = 0}] = 1

CASE random deterministic
II.1 X0 d
II.3 (X0, D)

P [{ω ∈ Ω : D(ω) 6= 0 6= C(ω)}] = 1 III.7 (X0, D, C)

Table 2: List of different cases analysed to solve the i.v.p. (1).

2.1 CASE II.1

Let us assume that X0 is a r.v. with p.d.f. fX0(x0) and d ∈ R − {0}. This
situation corresponds to the following particular case of the linear i.v.p. (5)

Ż(t) = b ,
Z(0) = Z0 ,

}
Z0 =

1

X0

, b = −d. (6)

Fixing t ≥ 0 and applying formula (59) of [1], we get

fZ(z) = fZ0(z − b t) . (7)

In order to express (7) in terms of the data, we take into account (6) and
apply (2) to U = X0, V = Z0. This yields

fZ(z) = fZ0(z + d t) =
1

(z + d t)2
fX0

(
1

z + d t

)
. (8)

Considering the relationship between the solutions of i.v.p.’s (1) and (5),
X(t) = 1/Z(t), and applying (2) to U = Z and V = X, with Z = Z(t) and
X = X(t), for each t ≥ 0, one gets

fX(x) =
1

x2
fZ

(
1

x

)
=

1

x2
1(

1
x

+ d t
)2fX0

(
1

1
x

+ d t

)
.

Since t ≥ 0 is arbitrary, this expression represents the 1-p.d.f. of the solution
s.p. X(t) of the i.v.p. (1)

f1(x, t) =
1

(1 + d tx)2
fX0

(
x

1 + d tx

)
, ∀t ≥ 0. (9)
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2.2 CASE II.3

Now, we assume that both, the initial condition X0, and the nonlinear co-
efficient D, are r.v.’s with joint p.d.f. fX0,D(x0, d). This corresponds to the
following particular case of the linear i.v.p. (5)

Ż(t) = B ,
Z(0) = Z0 ,

}
Z0 =

1

X0

, B = −D. (10)

Fixing t ≥ 0 and applying formula (74) of [1], we get

fZ(z) =
1

t

∫
D(Z0)

fZ0,B

(
ξ,
z − ξ
t

)
dξ , (11)

where D(Z0) denotes the domain of r.v. Z0 = 1/X0. Now, we apply (3) to
U1 = X0, U2 = D, V1 = Z0 and V2 = B to express (11) in terms of the joint
p.d.f. fX0,D(x0, d).

fZ(z) =
1

t

∫
D(1/X0)

1

ξ2
fX0,D

(
1

ξ
,
ξ − z
t

)
dξ .

For each t > 0, considering X = 1/Z and applying (2) one gets

fX(x) =
1

x2
fZ

(
1

x

)
=

1

x2 t

∫
D(1/X0)

1

ξ2
fX0,D

(
1

ξ
,
x ξ − 1

tx

)
dξ.

Since t ≥ 0, in this case the 1-p.d.f. of the solution s.p. X(t) of the i.v.p. (1)
is given by

f1(x, t) =
1

x2 t

∫
D(1/X0)

1

ξ2
fX0,D

(
1

ξ
,
x ξ − 1

tx

)
dξ , t > 0 . (12)

If t = 0, as X(0) = X0 the 1-p.d.f. is just the marginal p.d.f. of the joint
p.d.f. fX0,D(x0, d), hence

f1(x, 0) =

∫
D(D)

fX0,D(x0, d)dd.
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2.3 CASE III.7

In this last case, we assume that all the inputs (X0, D, C) are r.v.’s whose
joint p.d.f. is fX0,D,C(x0, d, c). This corresponds to the following particular
case of linear i.v.p. (5)

Ż(t) = AZ(t) +B ,
Z(0) = Z0 ,

}
Z0 =

1

X0

, B = −D, A = −C . (13)

Fixing t ≥ 0 and apply formula (157) of [1], we get

fZ(z) =

∫
D(Z3)

∫
D(Z2)

fZ0,B,A

(
−(z − ξ − η)η

ξ
,−η

t
ln

(
−ξ
η

)
,
1

t
ln

(
−ξ
η

))
× |η|

ξ2
1

t2

∣∣∣∣ln(−ξη
)∣∣∣∣ dξ dη ,

where Z2 = B/AeAt and Z3 = −B/A.
Now, we will express fZ(z) as a function of (X0, D, C) by applying (4) to

U1 = X0, U2 = D, U3 = C, V1 = Z0, V2 = B and V3 = A,

fZ(z) =

∫
D(Z3)

∫
D(Z2)

fX0,D,C

(
− ξ

(z − ξ − η)η
,
η

t
ln

(
−ξ
η

)
,−1

t
ln

(
−ξ
η

))
× |η|

η2
1

(z − ξ − η)2t2

∣∣∣∣ln(−ξη
)∣∣∣∣ dξ dη .

For each t > 0, considering X = 1/Z and applying (2) one gets

fX(x) = 1
x2fZ

(
1
x

)
=

∫
D(Z3)

∫
D(Z2)

fX0,D,C

(
− xξ

(1− xξ − xη)η
,
η

t
ln

(
−ξ
η

)
,−1

t
ln

(
−ξ
η

))

×|η|
η2

x2

(1− xξ − xη)2t2

∣∣∣∣ln(−ξη
)∣∣∣∣ dξ dη .

As Z2 = eAtB/A = D/(CeCt) and Z3 = −D/C, the 1-p.d.f. of the
solution s.p. X(t) to the i.v.p. (1) is given by

f1(x, t)=

∫
D(−D

C )

∫
D( D

CeCt )
fX0,D,C

(
−xξ

(1− xξ − xη)η
,
η

t
ln

(
−ξ
η

)
,−1

t
ln

(
−ξ
η

))

×|η|
η2

x2

(1− xξ − xη)2t2

∣∣∣∣ln(−ξη
)∣∣∣∣ dξ dη .
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If t = 0, as X(0) = X0, the 1-p.d.f. of X(t) is the (D,C)-marginal p.d.f. of
fX0,D,C(x0, d, c)

f1(x, 0) =

∫
D(D)

∫
D(C)

fX0,D,C(x0, d, c) dd dc .
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1 Introduction

The Bates model is considered one of the versatile models that describes
the behavior of the currency options. In Bates model both the stochastic
volatility and jump-diffusion are incorporated leading to the following partial
integro-differential equation (PIDE) for European option case [1]

L(U) =
∂U

∂τ
− 1

2
νS2∂

2U

∂S2
− ρσνS ∂2U

∂S∂ν
− 1

2
νσ2∂

2U

∂ν2
− (r − q − λξ)S∂U

∂S

−κ(θ − ν)
∂U

∂ν
+ (r + λ)U − λ

∫ ∞
0

U(Sη, ν, τ)f(η)dη = 0, (1)

f(η) =
1√

2πσ̂η
exp[−(ln η − µ)2

2σ̂2
], (2)

where U(S, ν, τ) is the unknown option price depending on the underlying
S, the variance ν and the time to maturity τ = T − t. The parameter r is
the risk free interest rate, q is the continuous dividend yield, η is the jump
amplitude of the jump diffusion process, λ is the jump intensity, ξ is the
expected relative jump size, µ is the mean of the jump and σ̂ is the standard
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deviation. Beside that the parameter κ is the mean reversion rate, θ is the
long-run variance, σ is the volatility of the variance ν and ρ is the Wiener
correlation parameter. The problem is subjected to the initial condition given
by the payoff function g1(S, ν) for call options

U(S, ν, 0) = g1(S, ν) = max{S − E, 0}. (3)

The set of equations that describes the American option under Bates model
is called the linear complementarity problem (LCP) such that

L(U) ≥ 0, U ≥ g1, L(U)(U − g1) = 0, (4)

associated with the following boundary conditions

U(0, ν, τ) = g1(0, ν), lim
S→∞

U(S, ν, τ) = lim
S→∞

g1(S, ν), lim
ν→∞

∂U

∂ν
(S, ν, τ) = 0.

(5)

2 The modified LCP

The presence of the mixed derivative in (1) causes several technical numeri-
cal problems; the discretization of this term yields negative coefficients which
lead to oscillation in the numerical solution. Also these terms delay the con-
vergence of the solution and inaccurate values [2]. In order to tackle this
problem, authors in [3] used seven-point stencil scheme with restrictions on
the coefficients.

Here in this work, the mixed derivative has been removed using the canon-
ical transformation for second order linear PDE, see [5]. With the following
change of variables

x = σρ̃ lnS, y = mx− ν, W (x, y, τ) = e(r+λ)τU(S, ν, τ), (6)

where ρ̃ =
√

1− ρ2, the transformed operator for L(U) is given by

L(W ) =
∂W

∂τ
− ρ̃2νσ2

2

(∂2W
∂x2

+
∂2W

∂y2
)
− δ̂ ∂W

∂x
− δ̃ ∂W

∂y
− I(W ), (7)

with

I(W ) = λ

∫ ∞
0

W (x+ σρ̃ ln η, y + ρσ ln η, τ)f(η)dη, (8)
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where

δ̂ = σρ̃(ξ̂ − ν

2
), δ̃ = σρ(ξ̂ − ν

2
)− κ(θ − ν) and ξ̂ = r − q − λξ. (9)

Next, we change the variables of the integral part for matching its discretiza-
tion with the differential part. Using φ = x+ σρ̃ ln η into (8), we have

I(W ) =
λ√

2πσ̂ρ̃σ

∫ ∞
−∞

W (φ, y +m(φ− x), τ) exp

[
−1

σ̂2

(
φ− x
σρ̃

− µ
)2
]
dφ.

(10)
Based on the transformation (6), the LCP (4) has the following form

L(W ) =
∂V

∂τ
−D(W )− I(W ) ≥ 0, V ≥ g2, L(W )(W − g2) = 0, (11)

where,

D ≡ ρ̃2νσ2

2

( ∂2
∂x2

+
∂2

∂y2
)

+ δ̂
∂

∂x
+ δ̃

∂

∂y
, (12)

and
g2(x, y) = W (x, y, 0) = max{e

x
σρ̃ − E, 0}.

The transformed boundary conditions are

lim
x→±∞

W (x, y, τ) = lim
x→±∞

g2(x, y),
∂W

∂y
= 0,mx− y →∞. (13)

In light of (6), the rectangular boundary domain in S − ν plane [S1, S2] ×
[ν1, ν2], is converted into a rhomboid.

3 The numerical scheme

By using uniform mesh points (xi, yj) such that xi = a+ ih, 0 ≤ i ≤ Nx and
yj = y0 + j|m|h, i ≤ j ≤ Nx + i where h = (b − a)/Nx, a = σρ̃ lnS1, b =
σρ̃ lnS2, y0 = ma−ν2 and Ny = (ν2−ν1)/|m|h, the rhomboid computational
domain is discretized. The first and second spatial derivatives of the operator
D are approximated by the central finite difference, obtaining

D(Wi,j) ≈ B̆(i, j)Wi−1,j+C̆(i, j)Wi,j−1−B(i, j)Wi,j+B̂(i, j)Wi+1,j+Ĉ(i, j)Wi,j+1,
(14)
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where

B̆(i, j) =
(
ρ̃2σ2νi,j

2h2
− δ̂i,j

2h

)
, B(i, j) =

σ2νi,j
m2h2

, B̂(i, j) =
(
ρ̃2σ2νi,j

2h2
+

δ̂i,j
2h

)
C̆(i, j) =

(
ρ̃2σ2νi,j
2m2h2

− δ̃i,j
2|m|h

)
, Ĉ(i, j) =

(
ρ̃2σ2νi,j
2m2h2

+
δ̃i,j

2|m|h

)
.

(15)
Note that based on the transformation (6), we have a five-point stencil scheme
for the operator D consequently, the computational cost will be minimized.
Beside that there is no restriction on the coefficients.

The integral part is approximated using four-point open type formula
which gives a high accuracy approximation, see[4]. Hence we have the fol-
lowing semi-discrete LCP

∂W

∂τ
+ AW ≥ 0, W ≥ g2, (

∂W

∂τ
+ AW)T (W − g2) = 0, (16)

where A is a matrix of size (Nx + 1)(Ny + 1) × (Nx + 1)(Ny + 1) involving
the differential and integral parts.

Finally, the time variable τ is discretized using the Rannacher scheme,
such that the first four time levels are implemented using the implicit Euler
while the rest of the time levels are obtained using Crank-Nicolson. The time
variable is discretized in this manner to avoid the oscillation of the solution,
see [3].

τn =

{
( n
2Nτ

)2T, n = 0, 1, 2, 3,

( n−2
Nτ−2)2T, n = 4, 5, . . . , Nτ .

(17)

The time step size is given by kn = τn+1 − τn, n = 0, 1, . . . , Nτ − 1. Hence
we obtain the following sequence of LCPs

LCP
(
I + knA,W

(n+1),W(n),g2

)
, n = 0, 1, 2, 3.

LCP
(
I + 1

2
knA,W

(n+1), (I − 1
2
knA)W(n),g2

)
, n = 4, 5, . . . , Nτ .

(18)

The following example investigates the error for Bates model with negative
correlation, the option prices are obtained using the PSOR method with the
relaxation parameter ω = 1.5.

Example Consider an American call option under Bates model with the
following parameters T = 0.5, E = 50, r = 0.06, q = 0.05, θ = 0.05, κ = 2,



Modelling for Engineering & Human Behaviour 2014 54

σ = 0.25, σ̂ = 0.7, µ = −0.5, λ = 0.1 and ρ = −0.5, the computational domain for
x ∈ [−1.5, 1.5] and [ν1, ν2] = [0.1, 1]. Table 1 shows the variation of the root mean
square relative error (RMSRE) of the option value at S = {80, 90, 100, 110, 120}
for several values of domain discretizations (Nx, Ny, Nτ ). The reference values for
the prices U are given in [3].

PSOR(Nx, Ny, Nτ ) RMSRE CPU (sec)

(20, 10, 10) 0.2037 0.015
(60, 30, 25) 0.0871 0.217
(100, 50, 50) 0.0103 3.285
(130, 65, 75) 0.0078 15.458
(160, 80, 75) 0.0026 40.839
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1 Introduction

A continuous production process on a time interval, [0, T ], whose output has
variable price p(t) and whose production function is linear with respect to
the consumption rate over time of the inputs, of limited availability, is posed
as the maximization of a functional:∫ T

0

p(t)(f1(t)z
′
1(t) + ... + fn(t)z′n(t))dt (1)

with zi ∈
{
Ĉ1[0, T ] |zi(0) = 0, zi(T ) = bi

}
, with technical constraints for the

consumption rate over time: mi ≤ żi(t) ≤Mi, ∀i = 1, . . . , n.
We abstract from this situation to tackle a general problem which studies

a production process whose efficiency of production with respect to each input
depends on time, on the stock of the various inputs, and on the consumption
rate of other inputs. The main limitation will be the linearity of the func-
tional with respect to consumption rates and stocks, which will imply that
it is a bang-singular-bang optimal control problem. We propose an efficient
method for finding the bang-singular-bang solution using a cyclic coordinate
descent strategy combined with a suitable adaptation of the shooting method

∗e-mail: bayon@uniovi.es
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([2], and [1]). The corresponding boundary value problem derived from Pon-
tryagin’s Maximum Principle is solved without any initial guess regarding
the structure of the solution.

The coordinate descent gives a convergent iterative method because of
our assumptions, which are more general ([5]) than the usual ones ([3], [4]).

2 Statement of the variational problem

We consider the problem of maximizing the multidimensional functional

J(z) =

∫ T

0

L(t, z(t), ż(t))dt

with the integrand being

L(t, z(t), ż(t)) = ztA(t)z + ztB(t)ż + żtC(t)ż + s(t)t · ż + ztP ż + r(t)t · z

on a suitable product D =
∏

Di for

Di =
{
zi ∈ Ĉ1[0, T ]|zi(0) = 0, zi(T ) = bi andmi ≤ żi(t) ≤Mi

}
and where A(t), B(t), C(t), P (t), r(t) and s(t) are suitable matrices of con-
tinuous functions (not totally general).

3 Dimension one: the shooting method

The general case iterates over the one-dimensional one. To solve the latter,
assume that all the components of z and ż are fixed but the i−th one. Let
q =(q1, · · · , qm) ∈ D and write Li

q(t, zi, żi) as

Li
q := L(t, q1(t), · · · , qi−1(t), zi, qi+1(t), · · · , qm(t), q̇1(t), · · · , żi, · · · , q̇m(t)).

We wish to solve the problem of maximizing the functional J i
q : Di −→ R

J i
q(zi) := J(q1, · · · , qi−1, zi, qi+1, · · · , qm) =

∫ T

0

Li
q(t, zi(t), żi(t))dt (1)

on Di where one can write, for suitable functions:

Li
q(t, zi, żi) = F i

q(t) + Gi
q(t)zi(t) +

(
H i

q(t) + P i
q(zi)

)
żi(t).
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Definition 1 The i-th efficiency function associated to q ∈ D is:

Yi
q(t) :=

∫ t

0

Gi
q(s)ds−H i

q(t)

Solutions of the optimization problem are characterized by

Theorem 1 Given q ∈ D, its i−th component qi(t) solves the optimization
problem (1) for J i

q if and only if there exists ki ∈ R satisfying:

Yi
q(t) is


≤ ki if q̇i(t) = mi

= ki if mi < q̇i(t) < Mi

≥ ki if q̇i(t) = Mi

Hence, the one-dimensional problem is reduced to finding the i−th crit-
ical efficieny level. We prove that this can be done using an adaptation of
the shooting method because the efficieny level is the zero of a continuous
function, so that Bolzano’s Theorem applies.

4 General case: cyclic coordinate descent

The result for the general m−dimensional case is

Theorem 2 An admissible element q =(q1, . . . , qm) ∈ D, is a solution of
problem (1), if and only if there exist {ki}mi=1 ⊂ R satisfying:

Yi
q(t) is


≤ ki if q̇i(t) = mi

= ki if mi < q̇i(t) < Mi

≥ ki if q̇i(t) = Mi

This theorem allows us to solve for each coordinate and then iterate (thus
doing a “coordinate descent”). The compactness of the sets on which we work
guarantees convergence.

5 Conclusions

We first solve, using techiques similar to the shooting method, the one-
dimensional optimal control problem with a Lagrangian of the form:

L(t, z, ż) = F (t) + G(t)z(t) + (H(t) + P (z)) ż(t)
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The shooting method in combination with Pontryagin’s maximum principle
and the theory of singular control provides the theoretical basis that has
enabled us to construct an algorithm for solving the problem approximately
and, in some cases, even analytically, despite the possible apparition of sin-
gular arcs of infinite order.

After tackling that one-dimensional problem, we show how we can also
solve multidimensional problems whose Lagrangian is of the form (for specific
types of matrices A,B,C and P ):

L(t, z(t), ż(t)) = ztA(t)z + ztB(t)ż + żtC(t)ż + s(t)t · ż + ztP ż + r(t)t · z

using the cyclical coordinate descent method.
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1 Introduction

Automotive turbocharger turbines usually work under pulsating flow because
of the sequential nature of engine breathing. However, existing turbine mod-
els are typically based on quasi-steady assumptions. In a previous work [?],
a model where the volute is calculated in a quasi-2D scheme is presented.
The objective of this work is to quantify and analyse the effect of the nu-
merical resolution scheme used in the volute model. The conditions imposed
upstream are isentropic pressure pulsations with different amplitude and fre-
quency. The volute is computed using a finite volume approach considering
the tangential and radial velocity components. The stator and rotor are
assumed to be quasi-steady. In this work, different integration and spatial
reconstruction schemes are explored. The spatial reconstruction is based on
the MUSCL method with different slope limiters fulfilling the TVD crite-
rion. The model results are assessed against 3D U-RANS calculations. The
results show that, under low frequency pressure pulses, all the schemes lead
to similar solutions. But, for high frequency pulsation the results can be very
different depending upon the selected scheme. This may have an impact in
noise emission predictions.
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2 Model description

The turbine models consists of the following parts:

• Fully one-dimensional elements for the turbine inlet and outlet, simu-
lated with a finite-volume approach.

• A quasi-two-dimensional element for the volute, also simulated with a
finite-volume approach, where source terms are added at each cell for
the radial flow and the outlet is also connected to the inlet.

• Entropy-generating total enthalpy-conserving elements for the stator,
coupled with a two-dimensional boundary elements model to get its
outlet flow angle.

• An entropy-generating total-rothalpy element for the rotor.

The finite-volume elements are simulated using a density-based MUSCL
approach to get second order total variation diminishing behaviour. 8 slope
extrapolation limiters and four inter-cell fluxes models have been imple-
mented and tested in this work, with varying degrees of aggressiveness, nu-
merical diffusion and computational complexity. Also, three different clas-
sical explicit time-integration schemes have been used: first order Euler
scheme, second order Heun’s method and four-steps, fourth order Runge-
Kutta method. The implementation exploits SIMD capabilities of common
processors to produce the fastest results and, thus, the differences in sim-
ulation time are not only due to numerical complexity of the underlying
algorithms, but also due to SIMD exploitability. The model is described in
detail in [?].

3 Benchmark results

Figure 1 shows a comparison with experimental results of a totally one-
dimensional model of the volute and a quasi-bidimensional volute with two
different selections of schemes. The quasi-bidimensional volute produces bet-
ter results, but there are also small differences between the two scheme sets.

Figure 2 shows the results of different combinations of schemes for two
cases of which CFD results are available. Both cases use the same very high
amplitude pressure pulse as a boundary conditions, but one of them is at low
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Figure 1: Model results using experimental data

frequency (130 Hz) and the other one is at a higher frequency (750 Hz). The
graphics show the relative computational speed and the mass flow rate and
power output amplitude errors. There are very little differences in error for
the low frequency case, whereas the differences are more clear at high frequen-
cies. Pareto optimality is achieved for a combination of the Kurganov and
Tadmor central scheme or the Harten-Lax-Van Leer approximate Riemann
solver coupled with the Minmod limiter, which also produces the fastest sim-
ulations. A second order time integration scheme appears to be enough to get
good results, so higher and more time consuming schemes can be discarded.
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(b) Forward Euler, 750 Hz
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(c) Heun’s method, 130 Hz
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(d) Heun’s method, 750 Hz
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(e) Fourth order Runge-Kutta, 130 Hz
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(f) Fourth order Runge-Kutta, 750 Hz

Figure 2: Solver test results

4 Conclusions

This work presents a study of the influence of several numerical schemes used
in the quasi-bidimensional simulation of an automotive radial turbine, using
several excitation frequencies for the boundary conditions. The model results
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are compared with that of U-RANS simulations. The authors have found the
following:

• The numerical error due to the discrete time integration is negligible
for low frequencies due to the stiffness of the system and the usage of
explicit time-integrators. At high frequencies, however, a second-order
scheme is needed to produce the most accurate results. No appreciable
improvements in the accuracy were found for a fourth order scheme: for
a typical spatial mesh size of around 1 cm, the CFL condition renders
the time-step low enough and the error is not bounded by the discrete
time integration.

• The different inter-cell fluxes approximations and slope limiter func-
tions have different degrees of numerical diffusion and computational
cost, so an optimum selection can be performed:

– At low frequencies, the differences between the different methods
are negligible.

– At high frequencies, Pareto optimality in model error is obtained
using the Kurganov and Tadmor central scheme or the Harten-
Lax-Van Leer approximate Riemann solver coupled with the Min-
mod limiter. This also produces the fastest results, with a com-
putational speed-up of around 10 %.

• The optimum selection of schemes appears to give a couple of dB of
extra accuracy against a bad selection for high frequencies.

• The authors expected higher computational cost differences between
the schemes. The differences in vectorisation and SIMD usage and data
locality between the different methods seemed to damp the expected
variations in simulation speed. Future processors are expected to give
different results, as new instruction sets and larger caches are added.
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Abstract

In this research work, a practical new hybrid model to predict
the successful growth cycle of Spirulina platensis was proposed. The
model was based on particle swarm optimization (PSO) in combina-
tion with support vector machines (SVM). This optimization mecha-
nism involved kernel parameter setting in the SVM training procedure,
which significantly influences the regression accuracy. PSO–SVM–
based models were successfully used here to predict the Chlorophyll

a (Chl-a) concentration (output variable) as a function of the fol-
lowing input variables: pH, optical density, oxygen concentration, ni-
trate concentration, phosphate concentration, salinity, water temper-
ature and irradiance. Regression with three different kernels (linear,
quadratic and RBF) was performed and determination coefficients of
0.94, 0.97, and 0.99, respectively, were obtained. Finally, conclusions
of this study are exposed.
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1 Introduction

For the past two decades, research interests in different fields have
been focus on Spirulina platensis as a consequence of its commercial
importance as a source of protein, vitamins, essential amino acids,
and fatty acids [1]. In this sense, to estimate the biomass production
an often used parameter is Chl-a concentration. In this paper, Chl-a
concentration was predicted from the other parameters [2] by appliy-
ing support vector machines (SVMs) in combination with the Particle
Swarm Optimization (PSO) technique [3]. In order to carry out the
optimization mechanism corresponding to the kernel optimal hyperpa-
rameters setting in the SVM training, the particle swarm optimization
(PSO) technique was used here with success. The PSO technique is a
population–based search algorithm fundamented on the simulation of
the bird flocking.

2 Materials and methods

2.1 Experimental dataset

In this study, S. platensis was cultivated in three open-channel shallow
artificial ponds called raceway ponds and supplied by the American
Type Culture Collection (ATCC). The total number of data processed
was about 2340 values. Several variables were studied in detail in or-
der to find the most beneficial values for a successful growth cycle of
this alga. The eight input variables used in this innovative research
work were [1, 2]: water temperature (oC); irradiance (W/m2); optical
density (also called absorbance); pH values of the aqueous solution;
nutrients (nitrates and phosphates) (mM); dissolved oxygen (DO) con-
centration (ppm); and salinity (ppt).

2.2 Support vector machine method (SVM)

Support vector machines (SVMs) are a set of related supervised learn-
ing methods used for classification and regression [4, 5]. The SVMs
were originally developed for classification, and were later generalized
to solve regression problems. This last method is called support vector

regression (SVR). To sum up, if we use a SVM to solve a regression
problem for data that is not linearly separable, then we need to first
choose a kernel and relevant parameters that can be expected to map
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the nonlinearly separable data into a feature space where it is linearly
separable.

2.3 The Particle Swarm Optimization (PSO)
algorithm

The algorithm Particle Swarm Optimization (PSO) is an evolutionary
optimization algorithm [6], where a population of particles or proposed
solutions evolves with each iteration, moving towards the optimal so-
lution of the problem. PSO optimizes a problem by having a popula-
tion of candidate solutions, here dubbed particles, and moving these
particles around in the search-space according to simple mathemati-
cal formulae over the particle’s position and velocity. Each particle’s
movement is influenced by its local best known position but, is also
guided toward the best known positions in the search–space, which
are updated as better positions are found by other particles. This is
expected to move the swarm toward the best solutions.

2.4 The goodness–of–fit

A coefficient of determination value of 1.0 indicates that the regression
curve fits the data perfectly. Furthermore, it is well known that the
SVM techniques are strongly dependent on the SVM hyperparame-
ters: the regularization factor C; the hyperparameter that defines the
ǫ–insensitive tube (allowable error); and σ that represents the kernel
parameter if a radial basis function (RBF) is chosen. In this research
work, the Particle Swarm Optimization (PSO) technique was applied.
Therefore, a hybrid PSO–SVM–based model was applied to predict
the Chlorophyll a (output variable) from the other eight remaining
variables indicated above with success. In this way, 10–fold cross–
validation was used. The regression modeling has been performed
with SVR–ǫ using the LIBSVM library [7]. The searching in the pa-
rameter space has been made taking into account that the SVM al-
gorithm changes its results significantly when its parameters increase
or decrease a power of 10. We have worked with powers of ten and
the searched parameters have been the exponents using the following
3–dimensional search space: [−2, 2] × [−4, 0] × [−1, 3]. The bounds
(initial ranges) of the space of solutions used in PSO technique are
shown in Table 1. The number of particles used has been 20. The
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Table 1: Initial ranges of the three hyperparameters of the PSO–SVM–based
models fitted in this study.

SVR hyperparameters Lower limit Upper limit
C 10−2 102

ǫ 10−4 100

σ 10−1 103

stopping criterion is no improvement in the R2 after ten iterations,
together with maximum number of 500 iterations.

3 Analysis of results and discussion

Table 2 shows the optimal hyperparameters of the fitted SVM–based
models found with the particle swarm optimization (PSO) technique.

Table 2: Optimal hyperparameters of the three fitted SVM models found
with the PSO technique.
Kernel Values of optimal hyperparameters
Linear Regularization factor C = 1.35, ǫ = 0.064
Quadratic Regularization factor C = 0.18, ǫ = 0.022, σ = 55.95, a = 1.93
RBF Regularization factor C = 50.05, ǫ = 0.0042, σ = 2.20

Table 3 shows the determination and correlation coefficients for all
the PSO–SVM–based models for each of the three kernels analyzed
here: linear, quadratic and RBF kernels, respectively.

Table 3: Coefficients of determination (R2) and correlation coefficients for
three hybrid PSO–SVM–based models fitted in this study
Kernel Coefficients of determination (R2)/correlation coefficients (r)
Linear 0.94/0.97
Quadratic 0.97/0.98
RBF 0.99/0.99

Finally, this work was able to predict a successful growth cycle
of the S. platensis from Chlorophyll a values (output variable) as a
function of the remaining input variables (irradiance, temperature, pH
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Figure 1: Comparison between the Chlorophyll a (measured in µg/l) observed
and predicted by the hybrid PSO–RBF–SVM–based model in the prediction
of a successful growth cycle of the Spirulina platensis (R2).

values, dissolved oxygen, density, salinity, nitrate and phosphate con-
centrations) in agreement with the real experimental values of Chloro-
phyll a observed with a huge accurateness (see Fig. 1). Obviously,
these results coincide again with the outcome criterion of goodness–
of–fit (R2) so that the SVM model with a radial basis kernel function
(RBF–kernel) has been the best fitting.

4 Conclusions

The main findings in this research work can be summarized as follows:

• A hybrid PSO–RBF–SVM-based model in which PSO technique
was used to optimize the hyperparameters corresponding to the
best SVM model for the chlorophyll from irradiance, tempera-
ture, pH, oxygen, nitrate, phosphate, density and salinity values
was achieved.

• Finally, a coefficient of determination of 0.99 was obtained when
this hybrid PSO–SVM–based model was applied to experimental
dataset for the RBF kernel considered (see Fig. 1).
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1 Introduction

The nonlinear Klein–Gordon equation (nlKGE)

utt − uxx + h1(u) = h2(x, t); 0 ≤ x ≤ l, 0 ≤ t ≤ te, (1)

where u = u(x, t) represents the wave displacement at position x and time
t, and h1(u) is the nonlinear force, arises in the study of theoretical physics
[1]. With a proper interpretation, the nlKGE describes the quantum ampli-
tude for finding a point particle in various places and it also describes the
relativistic wave function.

Several theoretical studies of the nlKGE have been developed. Many
papers have focused on the existence and uniqueness of the smooth and
weak solutions of these equations or studying their conservation laws. Those
solutions are of interest in nuclear physics, condensed matter physics, high-
energy physics, quantum field theory and many more (e.g., see [2, 3]).

Even though the numerical solutions to the nlKGE have received con-
siderable attention in the literature (e.g., see [3, 4]), most of the methods
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developed so far are low-order in time or space, and some of them present
limitations when they are extended to solve a large class of nlKGEs.

In order to overcome the aforementioned limitations, in the present con-
tribution we have developed and used fourth- and sixth-order methods for
some of the best known nlKGEs: the Form-I, the Form-II, and the Form-III
equations. The proposed numerical methods are stable, either explicit or
implicit, and easy to program.

2 Numerical methods to solve nlKGEs

Consider the following one-dimensional nonlinear Klein–Gordon equations:

utt − uxx − u+ um = ψ(t, x), (2)

utt − uxx + au− bur + cu2r−1 = ψ(t, x), (3)

utt − uxx + au− bu1−r + cur+1 = ψ(t, x), (4)

with initial conditions:

u(x, 0) = f(x), 0 ≤ x ≤ l, (5)

ut(x, 0) = f̄(x), 0 ≤ x ≤ l, (6)

and Dirichlet boundary conditions:

u(0, t) = g1(t), 0 ≤ t ≤ te, (7)

u(l, t) = g2(t), 0 ≤ t ≤ te. (8)

It is well known that the scheme un+1
i = uni−1 +uni+1−un−1i works exactly

for the equation utt−uxx = 0 when h = k. Using this fact and cancelling the
first terms of the local truncation error, a family of high order methods was
derived in [5] for the non-homogeneous hyperbolic equation utt−uxx = q(x, t).
We have used a similar idea to construct high-order finite difference methods
for the three equations given above (2), (3), and (4).

If we consider that those equations can be written as

utt − uxx = q(t, x, u), (9)

with
q(t, x, u) = ψ(t, x)− χ(t, x, u), (10)
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where χ(t, x, u) are the last terms in equations (2), (3), and (4), fourth-order
methods can be obtained approximating the second derivatives in

uj+1
i = uji−1 + uji+1 − u

j−1
i + k2

(
qji +

k2((qxx)ji + (qtt)
j
i )

12

)
. (11)

The von Neumann stability analysis is not rigorously justified for non-
linear equations, but it is often justified approximately, assuming that the
solution u(x, t) (and its numerical counterpart) does not vary too fast, which
happens with most of these nonlinear Klein–Gordon equations.

The stability for the fourth-order implicit methods can be demonstrated
as in [6] for the Phi-four equation (Form-I with m = 3). In order to do
that, it is necessary to obtain the amplification factors and the roots of these
polynomials and check that none of these expressions reach values over 1
(considered its absolute value).

Obviously, it is possible to obtain higher-order methods in a similar way.
For example, we could use

un+1
i = uni−1 + uni+1 − un−1i

+k2
(
qni +

k2((qxx)ni +(qtt)ni )

12
+

k4((qxxxx)ni +(qttxx)ni +(qtttt)ni )

360

)
,

approximating (qxx)ni + (qtt)
n
i with a fourth-order accurate formula, and the

term (qxxxx)ni + (qttxx)ni + (qtttt)
n
i with a second-order method.

However, in this case, it is necessary to study the stability in a very differ-
ent way, because it is difficult to obtain analytically the roots of polynomials
with degree over 5. In addition to that, it is much more difficult to study
when any of these expressions reach values over 1. Therefore, it is necessary
to follow a similar procedure as in Theorems 2.2.1 and 2.2.3, and Corollary
2.2.2 in [7].

3 Numerical example

In this numerical example we have considered the Phi-four problem given by
Equation (2) for m = 3 with the traditional initial and boundary conditions
(5)-(8), such that the solution is

u(x, t) =

√
2

cosh x−2t√
3

. (12)
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The numerical errors when using this method (for different values of h =
1
8
, 1
16

, 1
32
, 1
64

and 1
128

) are given at t = 1, x = 0.25, 0.50 and 0.75 in Table 1.

Table 1: Errors for the fourth-order method.

h x = 0.25 x = 0.5 x = 0.75
1
8

8.489× 10−7 2.481× 10−6 2.018× 10−6
1
16

3.383× 10−8 1.097× 10−7 7.968× 10−8
1
32

1.711× 10−9 5.703× 10−9 3.661× 10−9
1
64

9.730× 10−11 3.244× 10−10 1.897× 10−10
1

128
5.657× 10−12 1.913× 10−12 1.052× 10−11

Our method converges at the expected rate, i.e. ri is close to 4, when
ri = logci

erri/err1, and erri is the error obtained with hi and ci = hi/h1.
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1. Introduction 

The Osteoporosis is a generalised metabolic disease characterised by loss of bone 

quantity and quality. In clinical terms, the disease remains silent until a bone fracture 

occurs, considered to be the most significant consequence of osteoporosis, which has 

been associated with increased risk of post-treatment fracture, higher direct health care 

costs, increased morbidity and mortality risk, worse quality of life and increased pain.  

Approximately 3 million people in Spain suffer this disease, of whom 2.5 million are 

women. Its incidence is expected to increase as society ages.  

Health services managers work to prevent disease regardless of it being primary (new 

cases appearing), secondary (controlling the evolution of existing cases) or tertiary 

(reducing incapacities resulting from the disease). This is why pharmacological and 

non-pharmacological measures are adopted. 

Different drugs are available to treat osteoporosis in post-menopausal women, which 

include teriparatide (TPTD). Since it was approved for the first time in the USA in 2002 

and in the European Union in 2003 to treat osteoporosis in men and women, TPTD has 

been used as an alternative to currently available traditional therapies to treat this 

disease. 

The aim of the present study was to model improvement in health-related quality of life 

and pain, and to lower the risk of fractures in patients with severe osteoporosis treated 

with subcutaneous TPTD.  

 

2 Methodology 

This is an observational prospective study that was conducted with 77 patients treated in 

the Pain Unit of the Obispo Polanco Hospital of Teruel (Spain). Teruel has a population 

of 36,000 inhabitants and the highest ageing index (%>65 years) in Spain. The inclusion 

criteria were patients diagnosed with severe prefracture osteoporosis between April 

2006 and February 2014, and who were on TPTD treatment for 18 or 24 months. The 

exclusion criteria were treated patients but this drug prescription was incorrect, those 

who did not end treatment, and the ones whose died during follow-up. The study finally 

included 49 patients. 

Pain and quality of life can be assessed using different scales. In our study, we used 

Visual Analogue Scale (VAS) to assess pain. This scale consists in a 10 cm horizontal 

line ranging from 0=no back pain to 10=worst possible back pain. We classified values 
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0-3 as slight pain, 3-6 as moderate pain and 7-10 as severe pain, and the scale values 

were recorded for the phases before and after being on TPTD treatment.  

Different questionnaires that measure health-related quality of life exist. We employed 

EuroQOL- 5Dimension (EQ-5D), which has been widely used in studies into TPTD 

(Rajzbaum et al, 2014; Parthan et al, 2014) [1, 2], because it quickly and easily obtains 

data, and has also been used to assign health resources. 

With EQ-5D, patients assessed their health status firstly according to levels of severity 

with dimensions (descriptive system) and then with a more general assessment VAS. It 

uses five health dimensions (mobility, self-care, usual activities, pain/discomfort, and 

anxiety/depression), which are all scored on a 3-point scale representing three degrees 

of severity (no problems, some problems, or extreme problems). Then levels of severity 

were coded. The UK scoring algorithm was used, whose coefficients were adapted to 

calculate the tariff (ST) in Spain (Badia et al, 1997) [3], which allowed comparisons 

between different countries to be made. The ST represents the calculated health status, 

whose values range between 1 (best imaginable health state) and 0 (death), although 

some negative values exist which are classified as being worse than death (Herdman, 

2001) [4]. 

The mathematical models to express patient improvement were developed by firstly 

using the multiple linear regression analysis and ordinary least squares. The dependent 

and explanatory variables used in the analysis were: 

Dependent variables: 

• IVAS: Improvement in pain according to VAS, defined as the difference 

between the pre- and the post-treatment VAS so that the variable takes positive 

values when pain improves. 

• IST: Improved ST, defined as the difference between the pre- and post-treatment 

ST, which takes positive values when health status improves.  

Explanatory variables:  

• Quantitative: Pre-treatment VAS, post-treatment VAS, pre-treatment ST, post-

treatment ST, treatment duration, improved pain and health status. 

• Dummy: pre-treatment fracture, post-treatment fracture, fracture type: vertebral, 

femur and radius. 

Logistic regression models were used to estimate the likelihoods of health improving 

and of having a fracture after being on TPTD.  

Three binary variables based on IVAS were used: IVAS>2, IVAS>3 and IVAS>4. The 

IVAS>2 points took a value of 1 if the patient’s VAS improved by more than 2 points, 

and 0 otherwise. The other two variables (IVAS>3 and IVAS>4) were defined in the 

same way. A binary variable corresponding to fracture incidence during the post-

treatment period was also used, which took a value of 1 if a fracture occurred during 

this period, and 0 otherwise. Here the explanatory variables used were the same ones as 

in the linear regression model. 

  

3. Results 

Better clinically improved bone pain was observed in most patients (82%) after 

receiving treatment. The mean initial VAS score was 5.42 (SD (standard deviation) = 

1.696) and changed to 3.47 (SD=1.549) after treatment. Likewise, the mean initial ST  
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value was 0.358 (SD=0.271), which became 0.583 later (SD=0.348). In addition, quality 

of life improved in 61% of the patients, which coincides with other studies (Rajzbaum 

et al, 2014) [1]. 

The only explanatory variables for pain recovery to appear in the models were pre-

treatment VAS (VASPRE) and pre-treatment ST (TSPRE). The other variables used 

(post-treatment VAS, post-treatment ST, treatment duration, fractures, etc.) were not 

significant in the analysis.  

Although the explanatory power in the improved VAS model was not very strong 

(adjusted R
2
 of 0.243), the explanatory variable coefficient (TSPRVE) was positive; that 

is, the higher the pre-treatment VAS (more pain), the better pain recover was; for each 

initial VAS point, pain either improved or reduced in 0.428. 

In the ST based model, with weaker explanatory power (0.145), the opposite occurred: 

the TSPRE coefficient was negative. However, as the ST score was lower in patients 

with a poor health status, the model indicated that the ST in these patients was greater 

than in those patients whose initial health status was better. This indicates that treatment 

in both models was more effective in patients whose initial health status was worse. 

Three logistic regression models were obtained with an improved VAS score, which 

improved by 2, 3 and 4 points, respectively. In the three models, VASPRE was the only 

explanatory variable used. The other variables were not significant. 

 

4. Conclusions 

Numerous studies into the influence of TPTD on bone remodelling and lowering the 

risk of fracture have been conducted. Many report a positive effect of TPTD, although 

others conclude quite the opposite. Studies into the effect of TPTD on reducing pain and 

improving quality of life are scarce, more recent and have been carried out in eight 

European countries. Nonetheless, no previous studies conducted on this subject in Spain 

have been found.  

Although the present study conducted in Spain is quite incipient and has a small study 

sample, it confirms that TPTD reduces pain and improves the quality of life of 

osteoporosis patients. One major novel aspect that our study offers, unlike other studies, 

is that patients’ initial health status is an important factor for improving VAS and ST. 

Patients with a poorer initial health status improve better. 
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1 Introduction

The flexibility introduced by evolutionary algorithms (EAs) has allowed the
use of virtually arbitrary objective functions and constraints in optimization,
even when evaluations require, as for real-world problems, running complex
mathematical and/or procedural simulations of the systems under analysis.
The literature is very extensive in all the fields of engineering and science, and
more specifically in the water industry, and, in particular, urban hydraulics,
authors’ field of expertise, regarding design, calibration, energy saving, etc.
See, among many other references in the water industry [1, 2, 3, 4].

Even so, EAs are not a panacea. The heuristics behind a certain EA
endows its elements with specific capabilities for efficiently solving some kinds
of problems, while being clearly inefficient with problems of a different nature.

∗jizquier@uvp.es:
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Also, EAs strongly rely on parameters. Fine-tuning those parameters is, in
many cases, cumbersome and can be avoided by using adaptive and self-
adaptive parameters. In agent swarm optimization (ASO) [3, 5, 6, 7], we have
introduced an evolutionary hybridized platform of self-adaptive algorithms
(EHPSA), which copes with these drawbacks.

However, above all, traditionally, the solution search process has been
totally oblivious of the specific problem being solved, and optimization pro-
cesses have been applied no matter the size, the complexity and the domain of
the problem. Here, we justify that far-reaching benefits will be obtained from
influencing more directly the way the search is performed, since algorithms
adapting their behaviors to the problems will have more chances to succeed.
A way to achieve this is by combining EAs knowledge based on the prob-
lem domain. Specifically, this paper proposes using Kohonen self-organizing
feature maps (SOMs) [8] on sets of solutions evaluated after batches of gen-
erations of a run of an EA (or a suit of them) in order to extract knowledge
to be used by the coming generations. This approach is applied to a very
important optimization problem in Hydraulics, namely, the optimum design
of water distribution networks (WDNs).

2 The rationale behind the proposal

In evolutionary optimization, many of the solutions evaluated during the
search process are “forgotten” after one generation, and combined experience
of several generations is typically not well exploited. Data mining (DM)
techniques can enable deeper insight into the many “good” solutions that
have just been simply glimpsed and have been rapidly disregarded because
they were dominated by better solutions during an ephemeral moment in
the evolution process. Our claim is that, by exploring a database obtained
by suitably recording certain of those disregarded solutions, DM techniques
can help better understand and describe how a system could react or behave
after the introduction of changes. Our proposal is to use DM for dynamically
and automatically generating knowledge that can be used to improve the
efficiency of solution search processes.

The typical operation of an EHPSA aided by knowledge extraction we
propose is the following. When initializing the EHPSA only random solu-
tions are available. As a result, there is no possibility of knowledge extraction
and the EHPSA, using its own search mechanisms (and perhaps some clear
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expert rules), must work during a number of iterations to produce and col-
lect new solution candidates. During these iterations, a database (DB) must
have been created. The EHPSA will then stop the search, and the knowl-
edge extraction algorithm will be launched to work on the DB. Hopefully, a
number of pieces of knowledge will be obtained that will be used to guide
the EHPSA during a new batch of iterations. Then a new DB of candidate
solutions will be available. Again the knowledge extraction algorithm will
produce probably new knowledge that, in its turn, will be used during the
subsequent process of iteration. Assuming that injecting this knowledge will
accelerate the convergence of the EHPSA, and taking into account that the
EHPSA is controlled by a certain termination condition, it is expected that
only a limited number of knowledge extraction processes will be eventually
performed. When to stop the EHPSA to launch a knowledge extraction
process is a matter that will need further insight and the target should be
towards automatic execution.

Various DM techniques to handle large volumes of data, to scan the avail-
able information and track down understandable and useful knowledge have
been devised. In this paper we explore Kohonen SOMs [8]. We use the
implementation of SOMs in R, through the function xyf, [9].

3 Application to the Hanoi WDN

The Hanoi water distribution problem is a very well-known benchmarking
problem in the WDN design field and has been attacked many times in the
literature before. To gauge the effectiveness of our proposal, we consider
this same problem. The network consists of one fixed head node, 34 pipes
and 31 demand nodes subject to one load condition given by their associated
demand. One has to find the diameters for the 34 pipes, such that the total
cost of this network is minimal, and the pressure at each consumption node
is at least 30 m. The complete setting can be found in [10].

According to the objective and the constraints adopted in this study,
which coincide with the benchmark problem requirements, the optimization
problem may be stated as

Minimize F (D) =
34∑
i=1

c(Di)li +
32∑
j=2

αH(pmin − pj) · (pmin − pj),

s.t. the hydraulic conditions (see [11], for example).
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The first summation corresponds to the cost of the pipes, and the second
to the penalty for lack of pressure condition satisfaction. The cost c(·) is a
nonlinear function depending on a discrete set of six commercially available
diameters; Di and li are diameter and length of pipe i. The factor α that
multiplies with the pressure difference 4pi = pmin − pi represents a fixed
value, which becomes effective (by using the Heaviside function H) whenever
the minimal pressure requirement, pmin, is not met by pressure pj at node
j. The variables in the problem are the diameters pertaining to the new
pipes of the network or those of the rehabilitated pipelines. One therefore
deals with determining the values that minimize the total cost of the pipelines
while complying with the minimal pressure requirement of the network. This
simple variant for the design of a WDN forms an NP-complete problem.

3.1 Application of the proposed synergy between EH-
PSA and SOMs

One run of ASO with a population of 100 individuals was launched for 150
generations. This generated a database with 15000 registers. Thirty five
columns constituted the fields of the database, which correspond to values
for the diameter for each of the 34 pipes in the network, plus the objective
value, corresponding to the cost of the network summed with the penalty
incurred for not satisfying the minimum pressure value of 30m. The six
diameters where coded 0, 1,. . . , 5, and the cost was discretized into excellent
(first 3% cost-percentile), good (3 to 5%), poor (5 to 15%) and bad (the rest)
solutions.

Then, a network with a hexagonal topology of 5×8 neurons (Figure 1)
was trained based on this DB, and using the xyf -function, the pipe diame-
ters being the independent variables and the qualitative cost the dependent
variable.
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Figure 1: SOM after 150 iterations

The codebook of the neuron that gathers most of the current good solu-
tions is obtained. It corresponds to the bottom leftmost neuron. The code-
book of this neuron is given by the values in the shaded squares in Figure 2.
Then, the codebook corresponding to this neuron is used to extract straight-
forward rules regarding the pipes analyzed. In any case, a small amount
of randomness must be considered instead of taking the codebook values as
hard rules to apply. After implementing these rules, the EHPSA continues
with the iteration. In the specific run we are describing convergence for the
EHPSA+SOM occurred at iteration 223. The optimum was then obtained.
It corresponds to a network with a cost of 6.545325 million dollars and pipe
diameters as noted in Figure 2 (non-shaded squares).

Figure 2: Hanoi network with codebook for the SOM and the optimal solution
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1 Introduction

The class of problems of interest for stabilized explicit Runge-Kutta methods
are problems for which the eigenvalues of the Jacobian matrix are known
to lie in a long narrow strip along the negative real axis. This situation
typically arises when discretizing parabolic equations or hyperbolic-parabolic
equations such as advection-diffusion-reaction equations (with dominating
diffusion or reaction). Stabilized Explicit Runge-Kutta (SERK) methods
can easily be applied to large problem classes, have low memory demand
and are especially suited for discretizations using the method of lines (MOL)
of two and three dimensional parabolic PDEs. Usually second-order finite
differences have been considered for these spatial discretizations. In this
work, we would like to show the behavior of these algorithms when other
procedures with faster convergence are employed.

Additionally we want to study what happens when any of the functions
are not smooth. In these cases, the mechanisms to choose the length step of
the algorithm are very sensitive. Hence, we propose different procedures to
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choose, both, the length step in time and later the number of stages, and we
compare the numerical results.

2 SERK methods

For the construction of this kind of algorithms two problems need to be
solved: i) Finding stability functions with extended stability domains along
the negative real axis; ii) Finding explicit Runge-Kutta methods with those
polynomials as stability functions.

We derived SERK2v2 in [7], by first obtaining polynomials with large
stability regions using a modified Remes’ type algorithm (see [8]) to calculate
polynomials R2

s(z) of degree 10 up to 250 with damping η = 0.975 (the
length of the stability region along the real axis decreases proportionally to
this parameter but on the other hand the stability region is wider). Two-
stages second-order Runge-Kutta methods are stable in the real axis only
in the interval [−2, 0] and other classical and more sophisticated algorithms
have similar regions, however SERK methods studied in [7, 9] are stable in
[−0.8s2, 0].

One advantage of stabilized explicit Runge-Kutta methods is that variable-
step length produces almost no additional cost (only one extra evaluation of
the function in the whole interval of integration) and thus the error can be
controlled.

In this paper we would like to compare two ways to control the step size,
and to study how we should choose the time step after a rejection.

i) Control formula 1: A step size strategy with memory that we pre-
viously used in [7, 9]:

hn+1 = %hn
1

‖estn+1‖1/22

hn
hn−1

(
‖estn‖2
‖estn+1‖2

)1/2

(1)

‖estn‖2 being a measure of the error after the step that we calculate like

‖estn‖2 =
√

1
n

∑n
i=1

(
erri
tol

)2
, where erri denotes the ith component of the

vector y1 − ỹ1, where ỹ1 = y0 + hf(y1). This strategy was first considered
by H.A. Watts [10] and K. Gustafsson [5] and other well-known stabilized
explicit Runge-Kutta methods such as ROCK2 or ROCK4 (see [1, 2]).

ii) Control formula 2: In this paper, we also propose another strategy
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with memory
hn+1 = %hn‖estn+1‖−α2 ‖estn‖

β
2 . (2)

We chose α = 0.35, β = 0.2 as suggested in [4] and, in this case, ỹ1 =
y0 + h(γ1f(y0) + γ2f(y1)), with γ1 = 0.6, γ2 = 0.4.

Since we do not want any rejected steps, with both control formulae, we
also limit the increase or decrease of the time step, i.e. 0.1 ≤ hn+1

hn
≤ 10.

Non-smooth functions: In some cases, the PDEs have non-smooth
data, or in other cases one (or more) of the functions even has jumps. This
discontinuity typically produces a significant growth in the number of rejected
steps. To avoid this, we propose that hn+i+1

hn+i
≤ 1 for the two steps following

the rejection (i = 0, 1) and hn+i+1

hn+i
≤ 2.5 for the three steps after that (i =

2, 3, 4), unless the interval where there could be jumps has passed. Afterward
we allow hn+i+1

hn+i
≤ 10 again.

3 Numerical experiments

In a first example we consider the non-homogeneous parabolic problem [7]
ut = duxx + f(x, t) for 0 ≤ x ≤ 1, 0 ≤ t ≤ 10.3. The boundary and
initial conditions as well as the specification of the possibly discontinuous
heat source f are identical to [7]. We have smooth initial data but a mismatch
at the boundaries.

Comparing the results of control formula 1 and 2, and controlling the
increase of the step size after a rejection we can check that the error in both
cases is comparable but the number of rejections and also the number of
overall steps is smaller using control formula 2 which also seems to be faster.

If we do not control the increase of the step length after a rejection the
error between the two methods is comparable whereas the number of rejec-
tions is clearly smaller using control formula 2. Comparing the methods -
once using the step size control and once without step size control after a
rejection - we see that in most cases the number of rejections reduces quite a
bit using the step size control. In this numerical example ROCK2 and RKC
are very efficient schemes, although - for both methods - the error is not
below the specified tolerance.

The second example is the two-dimensional Brusselator reaction-diffusion
problem (see [3] for the specification of the problem) subject to initial and
boundary conditions such that u(x, y, t) = e−(x+y+0.5t), v(x, y, t) = ex+y+0.5t.
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We integrate this problem for 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ t ≤ tend = 2, taking
A = 1, B = 0, α = 0.25 and using N = 100 spacial nodes.

Using centered second order differences the error stagnates about 8d− 6
for tolerances lower than 1d − 5. Here we want to show how using higher-
order finite differences can produce more efficient solutions with a smaller
computational cost. Hence we will approximate second-order derivatives in
space with fourth-order approximations

DxxVi =
−Vi+2 + 16Vi+1 − 30Vi + 16Vi−1 − Vi−2

(12∆x)2
, i = 2, . . . , N − 2,

DxxV1 =
10V0 − 15V1 − 4V2 + 14V3 − 6V4 + V5

(12∆x)2
,

(and similarly for i = N − 1). When we choose these finite differences, the
matrices have only real and negative eigenvalues. The largest eigenvalue (in
absolute value) for second-order approximations is approximately 4N2, while
for the fourth-order differences it is only 4

3
times larger (approximately).

Therefore, we can use a smaller number of nodes with fourth-order finite
differences, and, although SERK schemes are only second-order in time, the
errors can become smaller and CPU times too (since the number of equations
is smaller and also the spectral radius is shorter).

Using fourth order approximations and only N = 50 spacial nodes yields
smaller errors for small tolerance (about 5d − 9 for a specified tolerance of
1d− 7) while the CPU time reduces drastically. The number of overall steps
stays about the same while the number of function evaluations reduces. Here
we want to compare our results to the EETD-LOD method described in [3].
The EETD-LOD algorithm is a very efficient method based on exponential
time differencing schemes, which has very good stability properties. It is
second-order in time, and only second-order in space. The error is comparable
to the error we obtain with the second order approximations in space and
also has some kind of limitation, but the method is way slower than our
method. For more numerical examples and details on the presented ones, we
refer to [6].
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1 Introduction

In the last decade there has been a rapid growth in research of multiagent
systems. Most studies have focused using semiformal diagrams or mathe-
matically formalizing the behaviour of agents. We can found examples of
this in the graphical modeling language AUML (Agent Unified Modeling
Language), that is being standardized by Foundation for Intelligent Physical
Agents (FIPA), and in standard languages for agent communications FIPA
ACL (Agent Communication Language) and KQML (Knowledge Query and
Manipulation Language). In this paper we propose a mathematical formal
specification of multiagent systems based in the Z specification [1], emphasiz-
ing in the structure and defining the agents as a set of biological subsystems
(nervous, reflex, sensory, reproductive, etc.). This formal specification based
on biology, will help us to understand the structure and how the system
works under high and low level.
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2 Agent Frameworks

Currently the research community agree on the need for standards to de-
velop multiagent system applications, such as KQML or FIPA. However,
these standards are not sufficient to allow a wide range of programmers can
develop your own application using a multiagent system. To solve this prob-
lem, in recent years, have developed platforms that facilitate the design and
implementation of multiagent systems. Although the use of a platform ac-
celerates the development of the application, the learning and use of these
platforms is not trivial, and requires considerable extra. We have made
a study of several agent frameworks: JACK[2], MADKit[3], ZEUS[4] and
JADE[5].

The Frameworks agents focus on creating the environment and the com-
munication between agents, giving poor support in the internal construction
of the agent. With these frameworks have been able to simulate systems and
their behaviours, but when we implement real systems, it is difficult achieve
several requirements as facilities to build the agent and the execution perfor-
mance.

3 Micro Agents Model

Our research group works mainly in teleoperation systems where robots have
sensors, cameras and motion actuators. The initial idea was to facilitate the
construction of agents and to facilitate the communication between differ-
ent system components. To do this, we came to deploy agent components
as agents (from the point of logical seen micro-agents), each sensor, cam-
era, actuator, etc. would be an agent. This allowed a fast implementation,
easy integration and distribution platform. Current multiagent models and
frameworks allow this design and implementation, especially those that allow
teams and groups, like JACK and MADkit. In figure 1, we can see our tele-
operation system class diagram based on JADE (all components are agents).
On the one hand, the basic agents who provide JADE are in yellow: The
parent class agent, and remote monitoring, management system and direc-
tory facilitator agents. Furthermore typical agents designed to model the
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behaviour and the tasks planning. For the behaviour we define three agents,
one for user commands, another to follow the established route and another
for maintaining the basic security. To complete the scheme, we incorporate
radar sensors, video capture and actuators agents.

Figure 1: Micro Agents Jade design.

This model allowed us to accomplish our goal, but several problems were
detected. On the one hand, the system was difficult to understand (the num-
ber of agents grew rapidly), modeling was ambiguous, and encapsulation was
very poor. From the viewpoint of implementation is needed a higher com-
munication speed between sensors and actuators and the rest of the system.
Another problem was the lack of power processing and memory that we had
in some parts of the system to run Java programs.

4 Organ Agents Model

The idea is create a model of multiagent systems with 2 levels, where agents
are composed of other subsystems. The model must satisfy the following
requirements: It must accommodate the concepts and models of agents, and
it must be easily understandable, extensible that guarantees the reuse of
components. We immediately asked the following question. Why not use
subsystems inspired by biology? Its easy to understand, it has been tested
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and optimized throughout evolution and it let us work 2 fully clear and dis-
tinct levels with different features. We could do biocompatible components
to facilitate construction of the agent through reuse. There are different
subsystems in biological organisms: Perception system, nervous system, lo-
comotor system, speech and gesture systems, reasoning system (reflex, sub-
conscious and conscious systems), reproduction system, immune system, etc.
The subsystems of perception, locomotor and reasoning are used in classi-
cal multiagent system. The reproductive system is still very interesting for
creating software agents, having a phase of courtship pheromones through a
phase of dome for the exchange of genetic information. In the figure 2, we
can see the Turing machine representation in our model inspired by biology.
The perception subsystem is responsible for input the data. The control
subsystem is composed by the brain (reflex, reasoning and learning organs).
Locomotor and voice systems do the actions (output).

Figure 2: Turing machine representation. Figure 2b: Teleoperation organ
agent model.

In the figure 2b, we can see our basic teleoperation system modeled with
biological subsystems. We use the perception system and locomotor system
as interface with agents, users, and other components or systems (Corba,
Dcom, RMI, etc.). The inputs are received by the sensory system (in purple
color). The brain runs algorithms to achieve different goals (obstacles avoid,
track the road, etc.). The brain sends the information to the actuators (in
red colour): engine control, information panel, speakers. The main commu-
nication between components takes place through the spine cord. The agent
would communicate with other agents through the organs of perception and
communication systems. Internal and external communications have differ-
ent characteristics and are modeled differently (2 levels: organs and agents).
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5 Organ Agents Mathematical formalization

The language Z is accesible to researchers from variety of differents back-
grounds and allows us to provide a consistent unified formal account of an
abstract agent system. Precisely and unambiguously provide meanings for
the common concepts. Allows formally define system modeling and system
behavior. Well-structured to provide a foundation for subsequent develop-
ment of increasingly more refined concepts.We have extended the model of
Michael Luck and Mark d’Inverno [1] with the term organ agent. An organ
is a set of objects and an agent is a set of organs.

The main components of the model are environment, objects, organs,
agents and autonomous agents. They act in an environment in the schemas
ObjectAction, OrganAction, AgentAction and AutonomousAgentAction re-
spectively. For organs, agents and autonomous agents, we detail how they
perceive in a given environment in OrganPerception, AgentPerception and
AutonomousAgentPerception and we define their state in ObjectState, Or-
ganState, AgentState and AutonomousAgentState.

Figure 3: Definition of Organ, Agent, AgentAction and AgentState, Motiva-
tion, AutonomousAgent and AutonomousAgentPerception in Z language.

A goal is a state of affairs to be achieved in the environment. In order to
ground the chain of goal adoption, to bring out the notion of autonomy, we
use the motivation. A motivation is any desire or preference that can lead
to the generation and adoption of goals and which affects the outcome of the
reasoning or behavioural task intended to satisfy those goals.
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6 Conclusions

We have achieved to model a multiagent system in 2 levels. (the agent level
and the organ level ). This allows us a different implementation for each level,
each with different characteristics and performance. Thanks to this model,
a rapid implementation is possible by reusing components. Also the use of
third-party components and systems integration are enhanced. We model
the system with a mathematical language, the Z language, which allows us
to formalize the model, either the environment, agents, organs and behavior.
And all in a model easily understandable, extensible that guarantees to reuse
of components.
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1 Introduction

“Our world is full connected”. That expression could be the best one to
explain the increasing interest based on the use of networks in the last years.
One example is the paper by Milgram et al. [1], where it is presented the six
grades theory, which suggest that two persons are connected by six links at
most.

The born of the network-based analysis is often placed in 1735 when Euler
presented the solution of the Königsberg bridge problem. Euler proved that
it was impossible to walk the seven bridges of that city in such a way as to
traverse each only once.

Since then, the network theory begins to be used in a lot of fields like
the theory of the Electrical Circuits or the study of the molecular structure
in Chemistry. As the computer science and the fields of operation research
grew, networks were introduced in more interesting problems like allocation
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and transportation and during that time, psicologists began to develop the
use of networks to study the interactions within social groups.

Nowadays, two important factors contribute to the growth of network
theory: (i) an increasing tendency towards a systems-level perspective in the
sciences and (ii) an accompanying facility for high-throughput data collec-
tion, storage, and management. [1]

2 Networks

The image given by a network shows perfectly the behaviour of a group
of elements and the connections between them. For that reason, the term
“network” has been used in a lot of different fields and in a lot of different
ways, starting with the basic definition of network, set of connected nodes,
and ending with the mathematical definition of network, which is the same
as graph.

In order to identify the nature of the statistical foundation emerging in
the analysis of network data, it is useful to have some initial sense of the
contexts in which networks appears, the questions being asked, and the mea-
surements being taken. One way to classify the networks is by the context
where they appear. In this way, the networks are divided into four groups:
technological networks, social networks, information networks and biological
networks. These divisions are followed by Kolaczyk in [1] and by Newman
in [2]

2.1 Technological networks

Probably, the most familiar networks to us are those with technological fea-
tures. Technological networks are structures built artificially in order to
obtain a more comfortable live and for research. Examples include trans-
portation networks (e.g. networks of airlines routes or networks of roads or
rails), communication networks (e.g. the Internet or the telephone networks)
and energy networks (e.g. networks for deliver gas or electrical circuits).
Maybe the basic example of the technological networks is the electric power
grid, but nowadays, there is substantial interest in measuring and studying
the network Internet is made up of.
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2.2 Social Networks

Social networks have one of the longest histories of systematic study dating
back to a least the 1930’s. Social networks are usually built by a group or a
set of groups of people and their links. The type of interactions considered
in this area are constrained by the nature of the studied phenomenon. Some
examples of that networks are the friendship networks, the job’s relationships
or the cooperation in order to accomplish a common objective, etc.

Traditional social networks studies often suffer of inaccuracy, subjectiv-
ity and small samples. Because of these problems many researchers have
turned to other methods for proving social networks as collaboration net-
works. These networks are formed by the affiliations of a set of people in
which participants collaborate in groups. A common example is the collab-
oration network of film actors.

2.3 Information Networks

The third network category is what we will call information or knowledge net-
works. The classic example of that type of networks is the citations between
academic papers. In these networks, the nodes represents the researchers
and the edges represent the co-authorships on papers. Another example is
the World Wide Web, in which nodes are the Web pages and edges represent
the referencing of one page by another (hyperlinks).

2.4 Biological Networks

A great part of the biologic systems are represented by networks. One group
of examples are the Intra-cellular networks. Inside these groups exist the
inter-cellular networks of neurons. On the other hand, networks describing
interactions among complex organisms include ecological networks, such as
those describing predator-prey relationships, and epidemiological networks
describing the spread of diseases in the population.

3 Sexual networks

Nowadays, Sexual Transmission Diseases (STD) are an important health con-
cern. Biomedical and behavioral interventions have been used to control the
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spread of STDs with varying effectiveness. The reasons for successes and fail-
ures of these interventions are often not well understood [3]. Models of STD
transmission dynamics have helped to elucidate the importance of “core”
and “bridge” groups for the spread and the persistence of these pathogens
within communities and have been used to develop specify policy guidance
about necessary levels of coverage and appropriate targeting of treatment of
vaccination to control the disease.

Schmid et al. [4] think that there are four major magnitudes appearing in
all of the sexual behavior surveys and this is especially relevant for the perfor-
mance of sexual networks in terms of disease transmission: (i) the cumulative
distribution of lifetime number of partners, (ii) the distribution of partner-
ship duration, (iii) the distribution of gap lengths between partnerships and
(iv) the distribution of the number of recent partners.

The vaccine strategy against the Human Papilloma Virus (HPV) followed
by the public health system in the Community of Valencia is based on [5]. In
that work, Elbasha et al. study the transmission of the HPV using a system
of Ordinary Differential Equations and describe a decay in the incidence of
the HPV in 20 years. However, in other work performed by Fairley et al. [6],
the authors report a rapid decay in the incidence a couple of years after the
implementation of the vaccination program.

Our motivation is to improve Elbasha’s model using networks instead of
ordinary differential equations and data of the population of the Community
of Valencia to make the model more realistic and more closer to that popula-
tion. Therefore, our objective is to build a random network that simulate the
lifetime sexual contacts between the individuals of the Community of Valen-
cia. In order to build that network, we use two sets of data: (i) Data about
Lifetime Sexual Partners (LSP) per age and per gender that we found in the
National Institute of Statistics and (ii) the demography of the Community
of Valencia in 2012.

Before starting to build the network, we assume the following: (i) The
network we are going to build will be static, (ii) people who are aged between
14-65 years are the only ones who have partners and (iii) links can only exist
between people of the opposite gender. Of course, people without LSP will
not appear in the network and the total sum of the LSP of all the males must
be the same that total sum of the LSP of all the females.

We build the networks in two steps. At first, we have to assign to each
node with its gender, its age and its number of lifetime sexual partners. To
do this, we determine randomly the gender of the node, the group of age,
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the exact age and finally, the number of LSP depending of the age of the
group assigned. Then, we have to create the links between the nodes. It is
well known that people often join with people with similar habits. In order to
accomplish that principle we use the following weight function:

π(x, y) =


|x− y| x, y ≤ 4

0 x, y > 4

100 otherwise

Finally, to assign edges we use a metaheuristic assignment technique that
combine greedy [8] and GRASP [7] algorithms with the above weight func-
tion. The main idea of that assignment is the following: when the labeling
process finishes, we will have two lists with the number of LSP of each male
and each female. The list of the females is ordered in descending order. Now
begins the algorithm. For each female, we take all the males and check if
the male still has free partner’s sites. If the male has, then we calculate the
weight of the current edge using the above function and add the pair to a
list. Then, we order the list in descending order. In this step, if nf is the
number of LSP of the female,

• we take the first nf weights and consequently, the first nf males from
the list (greedy), or

• we take randomly nf weights, that is, nf random males from the list
(GRASP.)

Finally, we save the edges that we build and update the list of the males.

4 Conclusions

There are two main conclusions: (i) We have presented an algorithm to
build likely networks using Valencian real data. (ii) We are going to use this
algorithm to study the transmission dynamics of the HPV and other STD in
Valencia in a more realistic way.
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1 Introduction

We deal with the inverse problem of model parameters identification using
the spatio-temporal images acquired by the so-called FRAP (Fluorescence
Recovery After Photobleaching) method [1]. In our previous work [2], we
presented the problem formulation taking into account that the diffusion co-
efficient D is space independent (isotropic), but it can vary in time. The
key idea behind the two coupled formulations of the inverse problem, i.e.
a single parameter identification on one hand and the identification of the
sequence {Dj}, where j is the index of time level, on the other hand, re-
sides in fact that both the biological reality and the numerical process are
under control. In particular, the time dependent diffusion coefficient can
discover either an irregularity in the measurement process or a new dynamic
phenomenon. Moreover, the experimental protocol consisted of the fluores-
cent signal time-sequence (on rectangular 2D domain) naturally induces M
separated problem formulations between (j − 1)th and jth time level.
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2 Inverse problem formulation

Disregarding the possibility of the fluorescent particles to react, and assuming
(i) local homogeneity, i.e. the concentration profile of fluorescent particles is
smooth, (ii) isotropy, i.e. the diffusion coefficient D is space-invariant, and
(iii) the possibility of one-dimensional simplification, we get the following
Fick diffusion equation that represents the governing equation describing the
unbleached particle concentration y(x, τ, p)1

∂y

∂τ
− p∂

2y

∂x2
= 0 (1)

on [0, 1]× [0, 1] with the initial and Dirichlet boundary conditions

y(x, τ0) = f(x), x ∈ [0, 1], (2)

y(0, τ) = g0(τ), y(1, τ) = g1(τ), τ ∈ [0, 1], (3)

as a function of dimensionless spatial coordinate x := r
L

, time τ := t
T

, and
re-scaled diffusion coefficient p := D T

L2 . Space and time coordinates are r
and t, their characteristic quantities (in physical units) are L and T (e.g. the
time interval between initial and last measurements), respectively.

Based on FRAP experiments, we have a 2D dataset in form of a ta-
ble with (N + 1) rows corresponding to the number of spatial points where
the values are measured, and (m + M + 1) columns with m pre-bleach and
M + 1 post-bleach experimental values forming 1D profiles yexp(xi, τj), i =
0 . . . N, j = −m. . .M, where x0 = 0 and xN = 1.

We construct an objective function Y (p) representing the disparity be-
tween the experimental and simulated time-varying concentration profiles,
and then within a suitable method we look for such a value p ∈ RM mini-
mizing Y . Taking separately temporal (sub-index j) and spatial (sub-index
i) data points, we get:

Y (p) =
M∑
j=1

Yj(pj) =
M∑
j=1

N∑
i=0

[yexp(xi, τj)− ysim(xi, τj, pj)]
2 , (4)

where pj is the dimensionless diffusion coefficient in the jth time interval
[τj−1, τj], and ysim(xi, τj, pj) are the simulated values resulting from the solu-
tion of problem (1)–(3). The initial and boundary conditions are yexp(xi, τ0)

N
i=0,

cf. (2), and yexp(0, τj), yexp(1, τj), j = 1 . . .M, cf. (3).

1The linear relation between the concentration y and the measured level of fluorescence
is assumed, indeed.
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Our problem is ill-posed in the sense that the solution, i.e. the diffusion
coefficients p1, . . . , pM , do not depend continuously on the initial experimen-
tal data. This led us to the necessity of using some stabilizing procedure.
Usually, one has to use a priori information in order to solve the problem
in a stable manner. Such a priori information as smoothness of the solution
p ∈ RM is expressed in form of the following (Tikhonov) regularized cost
function to be minimized:

F (p, preg, α) =
M∑
j=1

[
Yj(pj) + α (pj − preg)2

]
→ min

preg ,p>0
(5)

where α ≥ 0 is a regularization parameter and preg ∈ R is an expected value.

3 Tikhonov regularization vs. least squares

with a quadratic constraint

Tikhonov regularization [3] is based on solving problem (5) for a given α
which is denoted as p∗(α). It follows that p∗reg(α) is the average value of
p∗1(α), . . . , p∗M(α). Now the question is how to choose a “right” (in some
sense optimal) parameter α∗. Hansen proposed in [4] the so-called L-curve
criterion consisting in finding the point of maximal curvature on the L-curve.
However, in most cases this point is hard to determine. Fortunately, other
equivalent approaches can be used. We follow the ideas of Hansen [4].

The first alternative approach to Hansen’s L-curve criterion consists in
prescribing the value of ‖p∗ − p∗reg‖2 in advance. As the norm ‖p∗(α) −
p∗reg(α)‖2 diminishes for α→∞, assume that we have prescribed the variance
in the solution with some value ξ. According to Hansen, we can solve the
following equivalent optimization problem with a quadratic constraint

p∗(ξ) = arg min
p∈RM

Y (p), st. ‖p− preg‖2 ≤ ξ, p ≥ 0, (6)

where preg is the average value of p1, . . . , pM .
Suppose that we either know or can estimate the noise in input data. If

we denote yδexp(xi, τj) as real noisy data and yexp(xi, τj) as ideal data that
would be measured without the noise, then

M∑
j=1

N∑
i=0

[
yδexp(xi, τj)− yexp(xi, τj)

]2
≤ δ
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where δ specifies the noise level (for the normally distributed non-correlated
additive noise with the variance σ2

0, we have δ ≈ M N σ2
0). This leads to

another possibility to solve the optimization problem (5). As Hansen claims,
the following optimization problem is again equivalent to the previous ones

p∗(δ) = arg min
p∈RM

‖p− preg‖2, st. Y (p) ≤ δ, p ≥ 0. (7)

In our most recent work [5], we provide the rigorous proof of the equiva-
lence of problem (5) with the least squares with quadratic constraint formu-
lation, i.e. with both (6) and (7). From a practical point of view, we prefer
the constrained residuum based approach (7). The reason is following: while
the Tikhonov regularization method (5) does not use the information about
the noise level in data, approach (7) naturally takes into account the noise
level and corresponds to Morozov’s discrepancy principle as well, cf. [6].
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November 28, 2014

1 Introduction

There are different measures to assess the competitiveness of a sport league
[5], [4], usually called Competitive Balance measures. In this talk we review
some CB measures applied to basketball regular seasons. We focus on three
points. On the first, we present different approaches to define the concept
of competitiveness. On the second, we apply some CB measures to compare
rankings corresponding to successive matchdays. On the third, we apply
some of these CB measures to compare the final rankings from each league.

2 Measures

We use four CB measures: Standard deviation, HICB, Churn and NS. The
standard deviation of wins is the most used measure in the sport literature,

see e.g. [1], [3], [6]. It can be defined as follows: σ =
√

1

n

∑n
i=1

(wi − 0.5)2.
where n is the number of teams and wi is the ratio of wins of team i. Notice
that low values of σ means low inequality among teams and therefore high

∗e-mail: pedroche@imm.upv.es
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CB. To compare seasons of different leagues we will use a normalization of σ

given by: NAMSI =

√

∑n

i=1
(wi− 1

2
)
2

∑n

i=1
(wi,max− 1

2
)
2 . The coefficient wi,max is the winning

ratio of team i in a situation considered as having minimum competitivity:
team 1 wins all the matches, team 2 wins all except two matches (home and
away), ... and team n loses all the matches.

The CB measure called HICB is defined as: HICB = 100n
∑n

i=1
s2i , where

si is the ratio of points scored by team i.

The measure called Churn is based on comparing two rankings (for ex-
ample, two rankings at successive matchdays). Let r(i) be the position of
team i in ranking r. Then the Churn is defined as Ct =

1

n

∑n
i=1

|r(i)− r′(i)|.
To normalize this measure the most common procedure is to divide by the
maximum churn, Cmax, which is achieved when there is an inversion from r
to r′ (that is, the first team goes to the last position, the second goes to the
penultimate position, etc). The resulting normalized churn is called adjusted
Churn .

Finally, NS measure of CB is based on counting the crossings (permuta-
tions) produced when passing from one ranking to another one. To normalize
this measure one can divide by the maximum number of crossings produced
when there is an inversion from one ranking to the other. This measure is
called NS since it stands for Normalized Strength; it can be associated to an
analogous quantity borrowed from Complex Networks [2].

3 Data

We have considered four seasons (2010-2011 to 2013-2014) of four major
European basketball leagues. The rankings can be obtained from the official
sites of the analyzed basketball leagues [7], [8], [9] and [10]. We remark that
there are differences on the number of teams among the considered leagues.
This is a reason to use CB measures that take into account normalization
factors.
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4 Results

In this section we highlight some of the results obtained by applying the
aforementioned CB measures to the above data. The results obtained by
using HICB are very similar to those obtained by using σ. Thus, we omit
results concerning HICB. In Figure 1 we show the evolution of σ (on the left)
and the cumulative adjusted Churn for the Spanish ACB League. These plots
have been done by computing the corresponding CB measure from matchday
to matchday. From both plots we observe that there has been a decrease of
competitiveness from season 2011-2012 to season 2013-2014.
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Figure 1: Evolution of σ (left) and cumulative adjusted Churn along four
seasons of Spanish basketball league.

In Figure 2 we show two plots based on the final rankings of the four ana-
lyzed seasons and for the four surveyed leagues. On the left side of this figure
we see that the values of NAMSI for the Spanish league have been increasing
since season 2011-2012. This means that the CB has been decreasing since
then, in accordance with the results obtained above. In season 2013-2014
the most competitive league was the Italian league, followed by the Greece
league and the Turkish one. By contrast, looking at the right side of Figure 2
we observe that in season 2013-2014 the most competitive league, according
to cumulative NS, was the Greece league, followed by the Italian league and
the Turkish one. Notice that different CB measures can show different trends
about competitiveness.
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Figure 2: Values of NAMSI (left) and cumulative NS at the end of each
season for the analyzed leagues.

5 Conclusions

We have shown different CB measures applied to four seasons of four Euro-
pean basketball leagues. The main conclusions about the competitiveness are
the following: According to NAMSI, Italian and Spanish Leagues were the
most competitive on seasons 2010-2011, 2011-2012 and 2012-2013. In season
2013-2014 the most competitive league was the Italian league, according to
NAMSI. Regarding NS (which is based on the number of crossings produced
from matchday to matchday) the most competitive league in season 2013-
2014 was the Greece League followed by the leagues from Italy, Turkey and
Spain. According to NS all the studied leagues have increased their com-
petitiveness from season 2012-2013 to season 2013-2014, except the Spanish
league that has maintained nearly at a constant level.
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Abstract 
 
Lack of recovery of unemployment, more taxes, deterioration of the welfare system, high 
level of corruption and public debt, and lack of confidence in the Government’s labour are 
driving a large proportion of the electoral register to support new emergent political 
parties. In this paper we construct a mathematical model to quantify this electoral change in 
the Valencian Community. By using a population model and splitting electoral options into 
five main categories, we modelled the dynamic transits among electoral choices by 
quantifying the expected electoral support scenario in the Valencian Community for the 
next local elections. 

 
Keywords: mathematical population model, electoral analysis, socio-economic factors, 

robustness analysis. 
 
1. Introduction 

Lack of solutions for economic problems in all Europe combined with a high level of 
corruption, maintenance of privileges for politicians, and the cartelization of the main 
political parties in some countries like Spain [1].  

Current Spanish law of political parties [2] obstructs the emergence of any kind of new 
political alternative given the high threshold of political support to achieve a seat in 
Parliament.  

It is difficult to model human behaviour due to emotional, or even unpredictable irrational, 
human behaviour [3,4,5,6,7]. In this paper we propose a population mathematical model to 
quantify electoral behaviour in the next local elections in the Valencian Community taking 
into account the economic, sociological, psychological and demographic factors. 

This paper is organised as follows: Section 2 deals with the model construction; Section 3 
offers the results. Section 4 addresses the conclusions. 

 

2. Model construction and justification 
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The study period of electoral behaviour began in June 2011 and ended in April 2015. This 
time interval has been divided into quarterly year periods, where n=0 represents the 
situation in June 2011 and period “n” means the number of quarters that have elapsed since 
June 2011. 

Firstly the electoral register of the Valencian Community is split into five subpopulations: 

P(n): Expected voters of Conservative Popular Party (PP) in quarter n. 

S(n): Expected Voters of the Socialist Party (PSOE) in quarter n. 

E(n): Expected Voters of Extremist Parties with Parliament representation in quarter n. 
Extremist parties are those that are: 

Separatists and/or 
Breakers of the capitalist system and/or  
Racists 

A(n): Expected Abstentions and blank voters in quarter n. 

U(n): Expected Voters of Emergent Political Parties (UPyD; Ciutatans, Compromís, and 
Podemos), those who have never had representation in the Valencian Parliament, or were 
irrelevant in quarter n. 

Next we studied the dynamic subpopulation transits for the period since the last local 
elections in the Valencian Community and the expected schedule for the next ones (approx 
March 2015).  

2.1 Coefficients modelling 

The study population is variable given the income of new voters (Bi(n-72), 0≤i≤4), the 
amount of emigrants (M) and those voters (D) who have left the system, assumed constant 
due to the few changes in these demographic factors during the study period. 

The transit between subpopulations is modelled through five coefficients: 

- 1(n): The economic factor 
- 2(n): Trust in the Government’s labour indicator 
- 3(n)= 3: The poverty indicator 
- 4(n): Trust in the main opposition party 
- 5(n)=5: The hope coefficient 

The initial subpopulations at the beginning of the study period (June 2011) were the 
electoral results of the previous Valencian elections [8]. 

Subpopulations change dynamically over time as they follow the influence of economic, 
sociological and demographic drivers, and this behaviour can be drawn according to the 
following block diagram (Figure 1): 
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Figure 1: Dynamic electoral transits 

The amount of new voters for each subpopulation is given by: 

 αb( 
 αb(n-72), is the birth rate of the Valencian population in quarter (n-72),[22]. T(n-72) 
represents the Valencian population in the quarter, n-72; ri is the proportion of new voters 
of each subpopulation obtained from the questionnaire to citizens becoming 18, passed in 
January 2012 N=400 (university students, community college students, employees).  
 

P 9 

S 8.60 

AB 30.70 

EX 20.90 

U 30.80 

Table 1. First time voters trend (as a %). 
 
The exit of the model is due to the number of Valencian emigrations (64,000 people per 
year) [9], M=16,051. Also, the biological death measured with the death rate (d(n)) in 
quarter n, [9], D/5=13,596. Then:  
 
 

1(n) measures the variation between the unemployment rate of the Spanish population in 
the Valencian Community from June 2011 and for estimated quarter “n”.  
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where 1(0) is the unemployment rate in June 2011 and 1(March 2011) denotes the 
unemployment rate in the previous quarter (March 2011). From September 2014 to the end 
of the period, unemployment is assume to low by 0.25% per quarter. 
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 2(n) measures the quarter-based change in the citizenship’s opinion about the 
Government’s labour.
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where GLI(0) is the GLI measured in June 2011, while GLI (March 2011) is the GLI in the 
previous quarter (March 2011). The GLI indicator values for the period covering September 
2014-March 2015 were forecasted following last year’s trend. 

The poverty indicator 3(n)= 3=0.005 is the coefficient that estimates the radicalisation of 
votes. We assume that those people who did not vote in the last local elections due to their 
standard of living worsening and loss of confidence in the two main political parties will 
transit to the extremist subpopulation (E), but they will also transit to emergent political 
offers (U) to seek democratic political choices (Podemos and Compromís). 

4(n) expressed the trust in the main opposition party 

 

where 2(n) is the political trust indicator value in quarter n obtained from [10], and C is a 
sociological constant adjusted by matching the electoral data of the last three Spanish 
General elections. After matching the data, we obtained C=0.00299 [11].  

From the time this study began (June 2011) to June 2014, the available data allowed us to 
compute coefficient 4.  We assume that coefficient 2(n) will lower by 0.2 per quarter from 
June 2014 until March 2015. 

The hope coefficient 5(n)=5=0.0508666 measures the proportion of employed people 
aged 30-65 years who did not vote in the last elections and who move to emergent parties 

)8(                                                                           763.0*8.0*
12

1
)( 55  n  

where 0.8 is the proportion of people in the Valencian Community who is employed during 
the age interval [30,65]; 0.763 is the proportion of Valencian citizens during the age interval 
[30, 65]; 12 is the number of quarters in this study period. 

The system of difference equations described as follows: 
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3. Results  

The difference system can be explicitly solved by giving the following values in March 2015 
corresponding to n=16. 

 
Quarter P A E S U 

Jun -11 1,211,112   1,118,769   144,703   687141 237072 

Sep -11 1,219,845   1,035,017   146,170   681572 295,556  
Dec -11 1,187,939   995,964   150,571   671120 356,030  

Mar -12 1,160,746   956,668   153,693   653134 410,890  

Jun -12 1,109,973   945,296   154,994   632381 459,697  

Sep -12 1,050,310   942,377   158,009   609494 511,734  

Dec -12 980,226   948,406   163,647   588181 569,349  

Mar -13 908,905   956,420   170,000   565345 627,855  

Jun -13 836,932   964,538   177,042   543895 688,013  

Sep -13 765,621   971,427   183,624   525038 747,765  

Dec -13 707,953   964,576   190,682   505735 808,502  

Mar-14 660,523   947,865   197,280   486672 868,115  

Jun -14 615,860   929,500   202,953   467866 925,224  

Sep -14 580,242   903,498   208,615   449330 981,282  

Dec -14 547,711   875,973   214,057   431081 1,035,741  

Mar-15 517,968   847,309   219,270   413130 1,088,517  

Table 2. Subpopulations forecast (absolute values). 

The results expressing the electoral register as a percentage compared with the electoral 
results from last elections (June 2011). 

 

 P A E S U 

June 2011 35.63% 32.92% 4.26% 20.22% 6.98% 

March 2015 16.78% 27.45% 7.10% 13.39% 35.27% 

Table 3. Forecasted electoral results compared with the last election ones. 

 

4. Conclusions  

The proposed model shows the end of the two-party system in the Valencian Community. 
The next government will be a coalition comprised of at least three parties, most likely a left 
wing coalition of PSOE (S) and several emergent parties (Compromís, Podemos) and/or 
extremist left wing parties (IU). 

The model can be applied to any other geographical area if it bears in mind the (economic, 
sociological, demographic) factors and data of the electoral register.  
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and José L. Sánchez-Romero[
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1 Introduction

Face recognition approaches are often classified depending on the method
used to obtain the facial features. Thus, holistic methods use the whole
face region as the raw input. They include well-known techniques, such
as Principal Components Analysis (PCA) [1]. On the other hand, local
or feature-based methods extract certain features, such as eyes, nose and
mouth; their locations and local statistics are the input to the recognition
stage. Some of most used algorithms in this area are Elastic Bunch Graph
Matching (EBGM) [2] and Local Binary Patterns (LBP) [3].

Local Binary Patterns are considered one of the texture descriptors with
better recognition results. They use a statistical feature extraction by bi-
narizing of the neighborhood of every image pixel with a local threshold
determined by the central pixel. However, one of its main drawbacks comes
from the length of the resulting feature vectors.

In this work, we will first propose a mathematical model based on PCA
for the reduction of the feature vector by using only the most important (i.e.,
the principal) LBPs. Thus, the resulting feature vectors database reduces its

∗e-mail:fpujol@dtic.ua.es
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dimensionality almost 80% compared to the original LBP approach. Then,
for the classification stage, a Support Vector Machine (SVM) will be trained
to decide whether the LBPs previously calculated belong or not to a certain
person [4]. Finally, an extensive set of experiments have been performed
with a public face database. From these experiments, our hybrid SVM-
LBP approach achieves almost 95% of correct recognitions in average and,
consequently, these results show the effectiveness of our proposed method.

2 Development of a hybrid LBP-SVM face

recognition system

Local Binary Patterns (LBP) are a robust descriptor of microstructures in
images. This operator labels the pixels of an image and thresholds each
neighborhood of 3× 3 pixels by using the central pixel value. Thus, the gray
value of each pixel gp in the neighborhood is compared to the gray value gc
of the central pixel. If gp is greater than gc, then it is assigned ‘1’, and ‘0’ if
not. The LBP label for the central pixel (x, y) of each region in the image,
considering a neighborhood of P pixels, is obtained as:

LBPP (x, y) =
P−1∑
p=0

s(gp − gc)2
p , where s(x) =

{
1, x ≥ 0

0, x < 0
(1)

The histograms of the LBP codes are calculated over each block and then
concatenated into a single histogram representing the face image. Next, our
main interest is to reduce the dimensionality of the feature vector. Assum-
ing that the number of regions which an image is divided into is constant,
reducing the vector must come from the number of LBPs considered to form
this feature vector. In this work, Principal Component Analysis (PCA) will
be used to reduce the dimensions of the feature vectors.

Our approach involves two phases: in the first one, the system is trained.
Thus, the following steps are followed:

1. Select a training set of n images.

2. Pre-process images: detect faces and normalize sizes.

3. Create the n LBP histograms for the training set.
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4. Apply PCA to compute the r principal LBP histograms.

Then, the second step implies the validation of our approach for recogni-
tion. In this case, the steps to be followed are:

1. A new input image enters the system and it is pre-processed as in the
training process.

2. The LBP histogram M is calculated and projected into the subspace
created by PCA to obtain Mψ.

3. The resulting projected histogram Mψ is classified, i.e., the face in the
input image is recognized.

In order to classify the resulting histograms, in this work we propose the
use of Support Vector Machines (SVM). As our approach has to identify a
certain number of users q, a multi-class SVM will be used.

3 Results

Table 1 shows the results on the recognition rate when the number of LBP
eigenvectors, r, is modified; thus, images are normalized to a size of 60 × 90
pixels and a Radial Basis Function kernel was chosen for the SVM classifier.

Table 1: Selection of the number of Principal LBPs.

Number of LBP eigenvectors r Recognition rate (%)

8 75.1
12 88.4
14 94.5
20 94.7
30 94.7

From these results, it becomes clear that from r = 14 eigenvectors, the
recognition rate remains almost constant, even when r = 30. Therefore,
r = 14 is the number of eigenvectors selected for our approach. Since there
were 69 LBP feature vectors in the original training database (which had
23 persons and 3 images per person, i. e., 3 LBP histograms per person),
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the use of PCA results in a reduction of 79.71% in the dimensionality of the
training database, with a recognition rate of 94.5%.

Let us now compare our system with some other existing algorithms for
face recognition. The results are shown in Table 2. From this comparison, it
is shown that the better results were given by our algorithm, approximately
1% better than the original LBP approach (94.5% vs. 93.6%)

Table 2: Comparison between methods.

Algorithm Recognition rate (%)

PCA 67.1
SVM 72.0

EBGM 83.8
Original LBP 93.6
Our method 94.5

To sum up, our method had the higher recognition rates for the database
considered and reduced almost 80% the dimension of the feature vectors
database. Consequently, we believe that our hybrid LBP proposal can be
used as an alternative of the original LBP method for face recognition.
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1 Abstract

This article‘s goal is to investigate to what extent co-creation ( the student
works together with the University in order to add value to the educational
service) contributes to key marketing outcomes of loyalty and satisfaction ,
From a conceptual research model with some hypothesized relations based on
an in-depth literature review, a structural equation model (SEM) is used to
analyze those hypothesized relationships between co-creation and its relation
with the level of satisfaction and trust for the students with their universi-
ties. The results are useful for the decision-making related to the marketing
policies for the Educational Institutions.
Keywords:Co-creation, SEM satisfaction, loyalty, universities.
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2 Introduction

Competition among universities is getting tougher and tougher which has
caused them to create more student-focused marketing strategies. More and
more universities need to understand and respond to the necessities and
expectations of the service they are going to receive.With this focus on the
student the idea of co-creation has appeared as an advantage for companies
or institutions as regards the competition.(Hemsley et Al, 2006; Mansfield
and Warwick 2006; Maringe, 2010)

In spite of co-creations contribution to enhancing the perception that
students have of the university, it has been found that the universities are
not really taking full advantage of the potential that co-creation provides.
Universities should be changing their strategy from just giving education to
students to actually co-creating it with their participation and support.In
spite of the importance of co-creation to universities, there has been scarce
research on its effects.( Mathis, 2013; Carvalho and Oliveira, 2010)

Co-creation has been defined in a variety of ways. For instance, it as
how companies interact with customers in order to provide a better added
value in the service, or it is composed of different ways of communicating and
interacting with the receivers while the added value is being created. (Lusch
and Vargo, 2006; Gustafson et Al 2012)

In education it has been pointed out that the only way to enhance sat-
isfaction among students is to become familiar with their needs and afford
them with quality value. Several authors highlight the relationship between
co-creation and satisfaction. The positive relationship between student sat-
isfaction and loyalty has been discovered in several studies.Loyalty is a key
issue in co-creation and it has been defined in many ways. One definition
defines loyalty as the creation and maintenance of long-term relationships
with the consumer, especially when it comes to repeat purchases. In this re-
search, through a literature review,we want to consider possible relationships
between co-creation and marketing outputs in order to suggest a model to
be later validated that responds to the issues raised by Rajah et al (2008)
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3 Proposed Model

3.1 Co-creation and satisfaction

In reviewing the literature, several authors stress the positive and direct
relationship between co-creation and satisfaction (Shaw et al, 2011, Lee,
2012; Grissemann and Stokurger-Sauer 2012; Dong, Evans and Zou, 2010).

3.2 Satisfaction and loyalty

Several studies stress the positive relationship between satisfaction and loy-
alty of the student (Mavondo et al, 2004, Marzo-Navarro, 2013, Bowden and
D’Alessandro 2011; Helgesen and Nesset 2007, ThuraueHennig et al 2001).

3.3 Co-creation and loyalty

This relationship between loyalty and repeat purchases intention as shown
on this definition is the result of many studies that prove it (Liang and Yan
2011; Chinomona and Sandala , 2013).

So therefore the proposed model is in Figure 1.

Figure 1: Proposed model for Co-creation and its relationship with Satisfac-
tion and Loyalty

Methodology used is SEM (Structural Equation Modelling), also called
”covariance structure analysis” is a confirmatory technique used mainly to
check if a certain theoretical model is valid. SEM estimates a series of mul-
tiple regression equations, although interrelated by specifying a structural
model.
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3.4 Results

To confirm the dimensionality of the measurement scales, prior to testing
the In order to confirm the suitability of a measurement model, it is critical
to check that data (quality of the fit) and convergent and divergent valid-
ity are properly fitted. Convergent validity checks that the constructs are
well explained by means of their observable variables while divergent validity
checks that the observable variables of a construct (latent variable) corre-
late better with other observable variables of the construct itself than with
other constructs observables variables. For convergent validity it must be
checked that factor loadings (regression coefficients) of the observable vari-
ables in each construct are significantly different from zero and greater than
0.5. Furthermore, it must be verified that that Composite Reliability (CR) is
greater than 0.7 and that average variance extracted (AVE) the degree that
a latent is explained by its observed variables is greater than 0.5. All t values
are significant at 99

To complete the verification of the divergent validity (verifies that each
latent variable represents a separate dimension) these 2 conditions are must
be met ( (Fornell and Larcker, 1981) MSV (Maximum Shared Variance ) ¡
AVE (Average Variance Extracted) ASV (Average Shared Variance) ¡ AVE
(Average Variance Extracted)

We also found that confidence intervals calculated from shared variance,
indicating the correlation between the latent factors, do not contain value 1,
which means that the scales have divergent validity

Once the CFA is validated, the SEM must be analysed in order to test
the suggested hypotheses on a theoretical level.

Like the CFA model, it is essential that the SEM model meets minimum
fit quality.

As shown in the table 6, the proposed structural model provided a good
fit since virtually all quality indices are within the acceptance thresholds to
consider the model as valid (except GFI, although it is very close) (Hair, J.
et al (2010)).

Therefore, by way of summary, the main conclusions of the model are
presented:

• Co-creation influences deeply and in a positive way on student Satis-
faction (H1, regression coefficient 0.85).
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• Satisfaction influences moderately and in a positive way on student
Loyalty (H2, regression coefficient 0.34).

• Co-creation influences moderately and in a positive way on student
Loyalty (H3, regression coefficient 0.41).

• Satisfaction partially acts as mediator in the relationship between Co-
Creation and Loyalty.
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1 Introduction

Matrix exponential computation has received remarkable attention in the last
decades due to its usefulness in a great variety of engineering problems [1].
This work presents a new competitive Taylor scaling and squaring algorithm
for matrix exponential that significantly simplifies the algorithms presented
previously by the authors in [3] and [4], preserving efficiency. Throughout
this paper, Cn×n denotes the set of n × n complex matrices, I denotes the
identity matrix for this set, ρ(A) is the spectral radius of matrix A, N is the
set of positive integers, norm ‖·‖ denotes any subordinate matrix norm, and
‖·‖1 is the 1-norm. Symbol d·e denote the smallest following integer.

2 Error analysis and new algorithm

Following [3, 4], if we denote Tm(A) =
m∑
k=0

Ak/k! the truncated matrix expo-

nential Taylor series with Taylor remainder Rm(A), for a scaled matrix 2−sA,
s ∈ N ∪ {0}, we can write

(
Tm(2−sA)

)2s
= eA

(
I + gm+1(2−sA)

)2s
= eA+2shm+1(2−sA), (1)
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gm+1(2−sA) = −e−2−sARm(2−sA), hm+1

(
2−sA

)
= log

(
I+gm+1(2−sA)

)
, (2)

where log denotes the principal logarithm, hm+1(X) is defined in the set Ωm ={
X ∈ Cn×n : ρ

(
e−XTm(X)− I

)
< 1
}

, and both gm+1(2−sA) and hm+1 (2−sA)
are holomorphic functions of A in Ωm and then commute with A. As showed
in [3], hm+1(2−sA) and gm+1(2−sA) are related with the backward and for-
ward errors in exact arithmetic from the approximation of eA by the Taylor
series with scaling and squaring, respectively. Chosing s so that∥∥hm+1

(
2−sA

)∥∥ ≤ max
{

1,
∥∥2−sA

∥∥}u, (3)

where u=2−53 is the unit roundoff in IEEE double precision arithmetic, then:
if 2−s ‖A‖ ≥ 1, then ∆A ≤ ‖A‖u and using (1) one gets (Tm (2−sA))

2s
=

eA+∆A ≈ eA, and if 2−s ‖A‖ < 1, using (1)–(3) and the Taylor series one gets
‖Rm (2−sA)‖ ≈ ‖Tm (2−sA)‖u. As we are evaluating explicitly Tm (2−sA), in
IEEE double precision arithmetic, Tm (2−sA) +Rm (2−sA) ≈ Tm (2−sA), and
there is no need to increase m or the scaling to try to get higher accuracy.
Using scalar Taylor series in (2) one gets

gm+1(x) =
∑

k≥m+1

b
(m)
k xk, hm+1(x) =

∑
k≥1

(−1)k+1(gm+1(x))k

k
=
∑

k≥m+1

c
(m)
k xk,

(4)

where b
(m)
k and c

(m)
k depend on the order m. Moreover, b

(m)
k = c

(m)
k , k =

m+ 1,m+ 2, . . . , 2m+ 1 and if ‖hm+1(2−sA)‖ � 1 or if ‖gm+1(2−sA)‖ � 1,
then hm+1(2−sA) ≈ gm+1(2−sA), see [4]. Using MATLAB symbolic Math
Toolbox, high precision arithmetic, 200 series terms and a zero finder we
obtained the maximal values Θm of Θ = ‖2−sA‖ such that (see Theorem 1
from [3])

||hm+1 (2−sA) || ≤ h̃m+1 (Θ) =
∑

k≥m+1 c
(m)
k Θk ≤ max{1,Θ}u. (5)

The new proposed algorithm is a simplification of that presented in [3,
p. 1837-1838]. For all norms appearing in the scaling algorithm we will
use the 1-norm, and mM will be the maximum allowed Taylor order. Note
that Tm(2sA) can be computed optimally in terms of matrix products using
vaules for m in the set mk = {1, 2, 4, 6, 9, 12, 16, 20, 25, 30, . . .}, k = 0, 1, . . .,
see [2, p. 72–74]. We will first check if any of the Taylor optimal orders
mk = 1, 2, 4, . . . ,mM satisfy (3) without scaling (s = 0), testing if

c
(m)
m+1/c

(m)
m+2 · am+1 + am+2 ≤ max{1, ||A||} · u/c(m)

m+2 (6)
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holds, where am+1 and am+2 are the 1–norm estimation of ||Am+1|| and
||Am+2||, respectively, computed using the block 1–norm estimation algo-
rithm of [6]. If no value of mk ≤ mM satisfies (6) we will calculate the
optimal scaling s for order mM in two phases: first, we will calculate an
initial value of the scaling parameter, s0, and then we will try to refine it,
testing if it can be reduced. In this algorithm we have simplified both phases
with respect to the algorithms from [3] and [4], avoiding costly and complex
checks that rarely allow to reduce the scaling parameter. To calculate s0,
algorithm computes αmin. In [3, p. 1837], the upper bounds ak for ||Ak||
needed to apply Theorem 1 from [3] in (5) were obtained as∥∥Ak

∥∥ ≤ ak = min
{
‖A‖i1

∥∥A2
∥∥i2 · · · ‖Aq‖iq

∥∥Am1+1
∥∥im1+1

∥∥Am2+1
∥∥im2+1 · · ·

×
∥∥AmM+1

∥∥imM+1 : i1 + 2i2 + · · ·+ qiq + (m1 + 1)im1+1

+ (m2 + 1)im2+1 + · · ·+ (mM + 1)imM+1 = k
}
. (7)

Then, in [3] αp values from Theorem 1 were obtained with l = mM + 1
for p = 2, 3, . . . , q,m1 + 1,m2 + 1, . . . ,mM + 1, stopping the process when
(ap)

1/p ≤ max{(ak)1/k : k = m + 1,m + 2, . . . ,m + p}. The minimum
value among all values αp, αmin, was selected to compute the appropriate
initial minimum scaling parameter s0 ≥ 0 so that 2−s0αmin ≤ ΘmM

, i.e. if
αmin ≤ ΘmM

then s0 = 0, and otherwise s0 = dlog2(αmin/ΘmM
)e. It was

shown that if s = s0 then (3) holds. In this work, we have simplified all that
process by directly approximating

αmin ≈ max{a1/(m+1)
m+1 , a

1/(m+2)
m+2 }, (8)

since numerical tests showed that using only those two terms made no no-
ticeable difference in the accuracy results. Once obtained s0, if s0 ≥ 1 we
check if (3) holds reducing the scaling s = s0 − 1, and using the bounds for∥∥Ak

∥∥ ≤ ak to test if bound

‖hm+1 (2−sA)‖
|c(m)

m+2|
≤

m+2∑
k=m+1

∣∣∣∣∣ c(m)
k

c
(m)
m+2

∣∣∣∣∣ ak2sk
≤ max

{
1,
∥∥2−sA

∥∥} u

|c(m)
m+2|

, (9)

holds, truncating the series. Note that we will stop the series summation if af-
ter summing the first term, the sum is greater than max{1, ||2−sA||}u/|c(m)

m+2|.
Table 2 of [5] presents some values of c

(m)
k /c

(m)
m+2, and the values u/|c(m)

m+2|. In
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(9) we have simplified the process of determining the error bound with re-
spect those in [3] and [4], using only the two first terms of the remainder,
instead of the q terms used in algorithms from [3] and [4] because we check
empirically that using more terms rarely modifies the final result. Typically,
the terms of the Taylor series for matrix exponential are decreasing, so the
first terms of the remainder tend to determine the error bound. In this step,
we have also removed a complex and costly test that previous versions of the
new Taylor algorithm do when expression (9) does not hold with s = s0− 1,
see (15) from [3] and (45) from [4]. We have found empirically that when
(9) does not hold, then very rarely those tests are satisfied. Then, simi-
larly to the algorithms proposed in [3] and [4], algorithm tests if (3) holds
with s and mM−1; Taylor order m = mM−1 will be used if (3) holds, or
m = mM otherwise. Finally, we compute the exponential approximation of
the scaled matrix by using the modified Horner and Paterson–Stockmeyer’s
method proposed in [3, p. 1836-1837], and we do s squaring steps to obtain
the matrix exponential approximation of the original matrix A. See [5] for a
detailed description of the algorithm.

3 Numerical experiments

A Matlab implementation of the new algorithm, exptaynsv3, have been
compared with the functions exptayns and exptaynsv2 from [3] and [4],
respectively. New function is available at:

http://personales.upv.es/~jorsasma/Software/exptaynsv3.m.
We have used 3 sets of matrices: 100 random 1024× 1024 diagonalizable

(set 1), 100 random 1000× 1000 multiple eigenvalued (set 2) and 32 1000×
1000 from the Matrix Computation Toolbox [8] (set 3). The maximum order
used for Taylor approximation in all cases was mM = 30.

Table 1 presents the comparision in terms of matrix products. The new
algorithm saved one matrix product in 44 and 38 cases in total with respect
exptayns and exptaynsv2, respectively. With regard to accuracy, relative
error figures in [5] shows that the three algorithms achieved very similar
results. Moreover, we have compared a Fortran version of exptaynsv3,
available at

http://personales.upv.es/~jorsasma/Software/exptaynsv3fortran.zip,
with the function f01ecc from NAG Library, one of the main commercial
software available for computing matrix exponentials, see [9]. In this case, we
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Table 1: Comparison of the cost in terms of total number of matrix product
evaluations (P) between exptaynsv3 (P3), exptayns (P1) and exptaynsv2 (P2).

P3 = P1 P3 < P1 P3 > P1 P3 = P2 P3 < P2 P3 > P2

Matrix sets 1 and 2 157 43 0 163 37 0
Matrix set 3 31 1 0 28 1 3

have used matrix sets 2 and 3 and execution time instead of matrix products
was used to evaluate the cost of both functions. The total time taken by
exptaynsv3 to compute all matrix exponentials was 521 seconds, versus 866
seconds taken by f01ecc function. Moreover, exptaynsv3 was significantly
more accurate in the majority of cases. See [5] for more exhaustive results.
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1. Introduction.

Cluster interpretation has an important role in the proper understanding of
a set of classes, independently if they have been automatically discovered or
they are expert-based. This understanding is crucial for further use of these
classes as the basis of a decision-making process.

Most of the works found in literature about post-processing the result
of a clustering process correspond to the cluster validation using indexes.
These cluster validity indexes evaluate the clusters from the structural point
of view [1]. However, structural validation does not ensure the usefulness
of the clustering, while meaningfulness is the key to guarantee that classes
could support further decisions. Nevertheless, few references on Cluster In-
terpretation can be found. Some, rank the variables by their significance [3],
others describe the centroids of the classes or are more concentrated in visual-
ization [4]. However, the most common method for interpreting is a manual
analysis of both expert and analysts. As the number of variables and/or
classes increases, this process becomes tedious. Thus, cluster interpretation
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seems still to be an open issue and the presented research tries to contribute
in the automatization of this process.

Assuming that the clusters can be distinguished, an analysis of the con-
ditional distribution of variables against classes can be conducted to identify
particularities of the classes. Concretely, the interpretation of nested parti-
tions is introduced in this work. Nested classes might appear in many scenar-
ios: clusters of different levels of granularity, different cuts of a hierarchical
clustering, using different variables, different criteria, crossing partitions, etc.
A partition P ′ is considered to be nested to other partition P if P can be
obtained by grouping the classes of P ′ (see Figure 1).

Figure 1. Representation

of Nested Partitions

Figure 2. CPG of variable

commercial bakery vs par-

titions P and P ′

Figure 3. Local Test-Value

2. Interpreting a partition. Given I a set of individuals and C a class
C ⊆ I. The proposed interpretation methodology [7] is:

1. Perform Test-Value of all variables against the classes.

X numerical

x̄c − X̄√
(1− nc

n
) sd

2

nc

∼ tnc−1

X qualitative, s a value of X,

nsc

nc
− ns

n√
(1− nc

n
)

ns
n
(1−ns

n
)

nc

∼ Z

being: X̄ the mean of X, x̄c the mean of X|C, n = card(I), nc = card(C), sd the

standard deviation of X, ns = card(i ∈ I : xi = s), nsc = card(i ∈ C : xi = S).

Sometimes the subdivision of a class in several subclasses emerges differences in

certain variable X for the subclasses, being X non-significant in the superclass. This

kind of specialization might be evident in the CPG (Figure 2, where commercial

bakery looks non significant in class M but it is in class M−FV a subclass of M) but
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non detectable through significances of Test-Value . For this reason, the local Test-

Value is introduced (Figure 3), comparing local subclass means (or proportion) to

local superclass mean (or proportion) rather than the global mean (or proportion).

2. View CPG [5] for significant variables.

3. Build a verbose description profiling for each class based on that.

3. The relationship between the interpretations of nested partitions
In this paper, the proposed methodology has been used to interpret two
nested partitions P and P ′ coming from a real dietary intervention trial [2].
Individuals where describe through 34 numerical variables and 31 qualitative
variables involving a total of 37 modalities and 216 Test-Value.

Comparing both interpretations, the behavior of all variables is analyzed.
As a result, the relationship between both interpretations can be described
with the following 6 cases:

1) New properties arise in subclasses.
2) No additional information in subclasses. All subclasses have the same
behavior than their corresponding super-classes.
3) For some super-class, all subclasses inherits from this super-class. The
behavior of some super-class is propagated to all its subclasses but not
for all super-classes.
4) Some subclasses inherit from super-class. The behavior of a super-class
is propagated to some of their subclasses but not to all of them.
5) Some subclasses have opposite behavior than their super-class. The
behavior of subclasses have been masked in their super-class.

6) Properties from super-class disappear in subclasses. None of the subclasses
with the same super-class inherits from this super-class.

4. Conclusions. Finally, as a conclusion, CPG and Test-Value are tools
that help to interpret the resulting classes reducing the effort of this task.
For nested classes, the use of the localTest-Value allows a higher sensitivity
to detect how the behavior of a variable changes in subclasses of the same
super-class. The relationship between the interpretations of nested partitions
has been analyzed, and 6 different situations identified, depending on how
the significance of a variable in a superclass propagates to their subclasses,
and representing different degrees of total or partial inheritance of the super-
class property to the subclasses. Among them, the last scenario in which a
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variable relevant in the superclass disappears from subclasses interpretation
represents a contradiction. The significance of the variable for the super-class
indicates that the effects in the super-class have higher (or lower, according
to the sign of the Test-Value) values than the general sample, and this is
inconsistent with the idea that none of the corresponding subclasses provide
significant test values for that variable. From a total of 65 variables 24 were
in this situation. Analyzing in depth those variables it was seen that the
reduction of the sample size in the subclasses is decreasing the sensibility
Test-Value, as usual in classical inference, since variance of statistics is in-
versely proportional to sample size. Currently, corrections in the test are
being investigated to avoid paradoxal interpretation of nested partitions.
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1 Introduction

Internal combustion engine modelling has proven to be an important tool in
the design of manifolds and silencers for those engines. Although simple 1D
models are generally sufficiently precise in the case of manifold models, they
would usually fail to predict the high frequency behaviour of modern com-
pact manifold designs and, of course, of a complex-shaped silencing system.
Complete 3D models are able to account for transversal modes and other
non-1D phenomena, but at a high computational cost. In this paper, the
development and application of a time-domain non-linear quasi-3D model
approach is described, whose computational cost is relatively low but still
providing an accurate description of the high frequency behaviour of the el-
ements considered [1]. This quasi-3D model is conceived to be used locally
in the frame of a 1D model code, and thus the Method of Characteristics
is used to impose the boundary conditions required. The model developed
makes use of a non-linear second order time and space discretization, based
on finite volumes. Also, a Flow Corrected Transport technique developed for
1D finite differences schemes has been adapted to the quasi-3D method in
order to achieve convergence and avoid numerical dispersion.

∗e-mail: atorreg@mot.upv.es

138



Modelling for Engineering & Human Behaviour 2014 139

uRnucuLn

uL uR

Connector Right volumeLeft volume

Figure 1: Basic mesh elements and definition of velocity projections.

2 Model description

Two basic elements are considered: Volumes, that contain information about
scalar magnitudes such as pressure, density or temperature, and cell volume,
and connectors, that contain information on vector quantities (flow velocity
or momentum), and on their orientation and equivalent area. A volume
may be attached to any number of connectors. As an example, in Fig. 1 two
volumes connected by a connector are shown. Now, the discretized continuity
and energy equations are written, for the volumes, as
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Momentum is calculated at the connectors, and only in the direction orthog-
onal to the connector surface by projecting the flow velocity in the connected
volumes onto that direction, as depicted in Figure 1, where the velocity u

c
in

the connector, and the projections of the volume flow velocity, u
Ln

and u
Rn

,
are shown. In this way, a one-dimensional momentum equation is solved,
which after discretization is:
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Finally, the momentum vector of each volume can be written as:
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Figure 2: Shock tube results: comparison of theoretical solution and proposed
method with and without FCT.

3 Applications

The method was first applied to the simple case of the shock-tube problem
[2], in which two gases with different thermo- and fluid-dynamic states are
put into contact and the system evolution is computed. The results obtained
are shown in Fig. 2, together with the theoretical solution [2]. A notice-
able overshooting associated with the propagation of the shock wave can be
clearly seen. This is known to appear unless an equivalent friction force [1]
or a momentum diffusion term [3] is included in the momentum equation.
However, a similar effect is obtained by means of the use of a Flux Corrected
Transport (FCT) methodology [4], which has proven to be effective when the
flow equations are solved with finite differences schemes. The corresponding
results are also shown in Fig. 2, where it can be observed that the overshoots
have been successfully removed.

A simple box-shaped muffler with a single impulse boundary condition
imposed upstream of the system, with an anechoic termination downstream,
was then considered. The mesh used is shown in Fig. 3(a) while comparison
of experimental measurements with the transmitted pulse predicted is given
in Fig. 3(b), where it can be observed that acceptable results are obtained.
However, it appears that the method is dissipative and some of the high
frequencies are filtered out.

4 Conclusion

A quasi-3D model which makes use of a non-linear second order time and
space discretization based on finite volumes has been developed. A Flow
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Figure 3: (a) Mesh used. (b) Transmitted pulses: measured and computed.

Corrected Transport technique has been adapted to the quasi-3D method in
order to avoid overshoots at discontinuities. The resulting method has been
applied to a simple silencer, and comparison with measurements indicates
that further work is needed in order to reduce the dissipative character of
the method.
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In general, a planning problem has the following components: a description of the actions 
in a formal language which constitutes what have been called the Domain Theory [Weld 
1999], a description of the initial state of the world and the specification of the desired 
state. The Domain Theory must allow judgments that represent the relevant aspects such 
as the conditions of the operations and their effects throughout the world. Generally, the 
theories of domain follow some type of model of transition of states, that is to say, they 
introduce a notion of state (or situation), which is an immediate description of the world in 
a certain point of time. Such a state connects the actions that generate the transitions 
among the same states. Formally, a planning problem is defined by means of the tuple: 

(S,So,G,A,R), where S is the group of all the possible states of the world, So  S denotes 

the initial state of the world, G  S denotes the target state of the world  that the planning 
system will try to get, A is the group of actions that the planner could carry out in order to 

change from one state to another in the world, and the movement  relationship R  S x A x 
S defines the precondition and its effects to implement every action. 
 
Simultaneously, the problem of learning paths composition can be extended as a 
sequential interconnection, subordinating but not anticipating learning objects (LO), which 
satisfies a specific objective of knowledge of a user [Garrido et ál 2009a, Garrido et ál, 
2009b].  This composition is framed in a virtual environment which is highly dynamic and 
not controlled by only one participant. 
 
The formal definition of planning can be compared to the problem of composition of 
learning paths, in which, So and G are the initial state and the objective state specified on 
the learning requirements of a user, A is a group of available LO and R denotes the 
switching function of the state of knowledge of the user; if the requirements of each LO are 
fulfilled. As a result of the previous analogy, this paper has considered to apply, for the 
process of composition of learning paths, a planning algorithm with extended logics which 
will take into account the constant perceived information in each planning state in order to 
add it and make updated decisions considering, in an almost immediate way, any 
uncertain changes in the virtual environment; incorporating some metrics which allow the 
evaluation of the accuracy of a LO with regard to several, based on the learning theories 
[Honey-Alonso, 2000].  
The problems in the planning area have motivated the learning domain, where the planner 
is a mechanism that not must only solves the learning necessity of the user, but also does 
overlook the correctness of the invocation of the LOs associated to the same paths in its 
real scenario, must be provided.  
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In order to provide a composer mechanism which addresses all requirements, it is feasible 
to consider the application of a specific technique of planning that reaches, in every stage 
of planning, to consider the information perceived from the environment, aiming to 
incorporate it and to make updated decisions. In this way, the process of planning 
(composition) is able to answer to any uncertain event, in an almost immediate way, 
without waiting for the production of a complete plan. This type of planning is widely used 
in real time domains where the identified problems in the environment are solved online. In 
this case, they introduce a notion of state (or situation), which is an instantaneous 
description of the world at a given point in time. Such state relates actions that generate 
the transitions among the states. Most of the approaches, included the one proposed in 
this work, define a state S,   as a set of atomic instances (facts). Every atomic instance 
may change or not its value through time. Thus, those that can change value are called 
fluents, and those that cannot change it are called invariants. Based on these components, 
the expected result of a planner is a behavior, that is, an ordered sequence of actions such 
that, if carried out upon the described world in the Initial State So, it enables to reach a 
goal satisfying the given description in the Goal State G, that is the final state. This 
sequence of actions is known as a plan. When an action supports another this generates a 
causal link between them, meaning that the preceding action is finished before starting a 
succeeding action. With these actions, it is possible to establish a plan of the actions which 
will be transferred to users (students) from an initial state of knowledge of a course to a 
state in which formulated objectives are achieved by users (students) themselves. 
Expressed analogically, with a virtual learning environment, users (students) express their 
learning requirement depending on one or various concepts (or concept), these concepts 
are part of a course’s contents, and they lead to one or more associated activities. This 
requirement must be achieved from a state of a student’s initial knowledge of that domain 
(which is even considered null, for the specific case in which an individual knows nothing 
of the course content); also, including at the same time considerations regarding learning 
preference and style. Thus, the learning path for this case constitutes a (plan) sequence of 
learning activities associated to knowledge domain, and customized for a student that the 
student must follow to fulfill that student’s objectives. In this case, the building of a 
planning problem is done by means of an interpretation that can be conducted  
computationally on both types of defined relations which may be interpreted by a planning 
mechanism as AND relations and OR relations; they refer to RequiresBy and IsBasedFor  
respectively. Thus, all the concepts defined as AND, must be totally completed before 
seeing the next, while at least one of the OR relations must have been completed to see 
what is next.  
 
In a virtual learning environment, once an LO has been chosen as part of a sequence 
which reaches an objective, events may occur as for instance that there has been a 
change in the metadata of an LO which is part of the current learning route, or a new LO 
may have appeared in the environment, or that an old LO may have been eliminated, or 
that the link to an LO’s own resource is broken. These events inevitably affect a current 
composition plan, enabling the possibility of invalidating totally or partially the route 
currently constructed as a solution to a student’s learning need.  Then, the idea is to 
review each step of planning, and see if there has been any change in the environment 
which may affect the composition plan (learning route) in each step of the planning, and if 
it happens, an immediate warning must go off allowing one to evaluate if the actions that 
have already been considered have been affected. In case the answer is yes, the plan is 
discarded and a new dominion is constructed; on the other hand, the type of event is 
reviewed and acts depending on an event.  An important aspect to highlight is to 
remember that in this case LOs are available in a repository and that their existence, 
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elimination or updating is measured depending on the metadata recorded in it since the 
model adopted does not include the complete download of an LO´s own content, because 
what is done is to record the link of the resource itself. Thus, the idea is to try to manage 
events from their origin in the repository, so that they may be communicated to the 
planning mechanism almost instantaneously. External changes in the state of the world 
potentially affect the planning processes in their actions, statements, facts and objects in 
the description of the domain’s partially-generated plans. To monitor these events, adding 
an event listener that distinguishes the various types of events is necessary (see Figure 1). 
In each step of the i plan before invoking a chosen action in an Si state, the system must 
listen to the events to validate if there has been one that has altered the state of the world. 
Si means there are no events on the event line; then, a is applied to a Si state followed by 

the i+1 step, assuring that the fragment of actions from S0 to Si are correct. Nevertheless, 
the system must replan in the following types of events: i) lost operator case (LO is 
eliminated) or ii) a LO metadata is updated.  
 
This mode of on-line operation may be seen in the diagram in Figure 1, in which time is 
established by the petitions of action the execution model requests [Sapena and Onaidía, 
2004]. Then, the functional schema of this reactive planning model is based on the idea of 
decomposing the original planning problem (PP) into independent sub-problems. Hence, 
the planning algorithm calculates concurrently a Pi plan separately for each one of 

objectives of problem “gi” ε G. The planning algorithm consists of four steps (see Figure1): 

The first step, which is the preprocessing, consists mainly in an instantiation of the 
operators and the propositionated predicates in the specification of the domain along with 
the instantiation of the specification of the planning problem.  This step is divided in three 
tasks: (i) verification of domain and PDDL problem through a parser; (ii) analysis of 
possibilities for achieving goals, in which all possible actions which lead to a satisfaction 
state are generated, (iii) data structure to store all the previous information.  The second 
step of the algorithm corresponds to the Relaxed Planning Graph, which is related to 
generation of the necessary heuristic for the construction of the plans. The RPGs, provides 
necessary heuristic information for the construction of plans. In our agent, we have 
modified traditional RPG, because we should have in mind the partial knowledge of Web. 
 

 
Figure 1. Planning Algorithm 
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In our agent’s RPG, due to the tri-valued logics it uses, literal levels will be called 
propositional levels because these will have logic propositions (not literal ones). The first 
level L0, will have all logic propositions which are satisfied in S0. Actions levels At have all 
actions, which positive and negative pre-conditions are found in level Lt. The following 
level Lt+1, extends Lt with positive and negative effects of actions At. A propositional level 
may have two propositions which represent the same literal, one in a positive way and the 
other one in a negative way. In this way, in t steps of time, we can obtain that a Lt will then 
have Pi and ¬Pi propositions. Since during the service composition process, several 
alternative solution plans appear, it is necessary to consider a metric or optimization 
function of the problem in order to select the best possible alternative. With this purpose, 
our RPG, associate each level of graph to the metric’s cost the planner tries to optimize. 
The main difference with traditional RPG is that graph levels do not represent the number f 
actions applied but relative costs to the metrics of the problem (m). The RPG expands 
according to cost all possible actions until accomplishing the objectives, see Figure2.  
 

Figure 2. RPG with Costs 
 

The calculation of each Pi plan is done incrementally, when a possibly incomplete initial Pi 

plan is constructed (or a skeleton), constantly monitored by an event monitor, being 
refined as the planner has available time. Finally, existing conflicts between said plans are 
studied to decide which action from which plan will be the first to be executed (anext). The 
planning model sends anext to the execution model when it requests it, and then updates its 

beliefs of the world assuming that the action sent will have a successful execution. In case 
an action fails, the execution model notifies the planning model so that it may once again 
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calculate the plans on the previous state to the anext sent. All of the above process repeats 

continuously until the user decides to stop the planner’s execution, or until when the 
planning component has reached all objectives; to do so, it returns a special action: NOP 
(no operation). 
. 

 

 
Figure 3. RPG algorithm with RPG sensing actions effects 

 

NOP is an action without preconditions or effects which allows the planner to wait some 
time without performing any task.  During this latter time, if a user introduces new 
objectives, the planner will calculate new plans again. This last objective modification 
characteristic also applies to any point in time in which the planning process is conducted. 
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Eléctrica de España model
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1 Introduction

Short-term electricity demand forecasting is an essential instrument in power
system planning, operations and control. The control and scheduling of the
demand for electricity in power supply systems using time series forecasting
is a powerful methodology used in power distribution systems worldwide.
Red Eléctrica de España, S.A. (REE) is the operator of the Spanish elec-
tricity system. Its mission is to ensure the continuity and security of the
electricity supply. The goal of this paper is to improve the forecasting of
very short-term electricity demand (time-horizon of less than 24 hours) us-
ing multiple seasonal Holt-Winters models without exogenous variables, such
as temperature, calendar effects or day type, for the national electricity mar-
ket of Spain. We implemented 30 different models and evaluated them using
software developed in MATLAB R© for this purpose. The performance of the
methodology is validated via out-of-sample comparisons using real data from
the operator of the Spanish electricity system. A comparison study between
the REE models and the multiple seasonal Holt-Winters models is conducted.
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Table 1: Implemented models: The first letter defines the trend method(N: None,
A:Additive, d:Damped additive,M:Multiplicative,D:Damped multiplicative); the second
the seasonal method(N: None, A:AdditiveM:Multiplicative) and the last letter stands for
AR(1) adjustment (L:not adjusted, C:adjusted).
X
X
X
X
X
X
X
X
X

X
X
X

Trend
Seasonality None Additive Multiplicative None Additive Multiplicative

Normal AR(1)Adjusted
None NNL NAL NML NNC NAC NMC
Additive ANL AAL AML ANC AAC AMC
Damped Additive dNL dAL dML dNC dAC dMC
Multiplicative MNL MAL MML MNC MAC MMC
Damped Multiplicative DNL DAL DML DNC DAC DMC

2 implementd models

Double and triple seasonal Holt Winters models (HWT) were introduced by
Taylor [1, 2] as an evolution of Holt-Winters methods[3]. Here, we propose
a generalisation to n-seasonality of the HWT models, where the time series
is divided into recursive equations: level smoothing; trend smoothing; and
as many seasonality smoothing equations as seasonal patterns are taken into
account. A final forecast equation uses the previous information to provide
a k-step-ahead forecast. We denote this model as nHWT, and we summary
all available models in Table 1.

3 Spanish short-term electricity demand fore-

casting

The data set used in this paper covers 1 July 2007 to 9 April 2014. It
is provided by REE. REE also provides the forecasts for the next hours.
The data set comprises all the transactions done in mainland Spain, not
including the Canary Islands or the Balearic Islands. This kind of series is
highly dominated by three seasonal patterns: the daily cycles (intra-day),
with a period length of s1 = 24, the weekly cycles (intra-week), with length
s2 = 168, and the yearly cycles (intra-year), with s3 = 8766.

In order to find the best predictive model, the work carried out is divided
into two stages: first, a search for the in-sample forecasting model, and in a
second step, a validation of out-of-sample forecasting is carried out.

The optimisation problem was solved using a methodology specifically de-
veloped and implemented in the software program running on the MATLAB R©
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Figure 1: Forecasting accuracy evolution of the chosen model compared to the REE,
measured using MAPE along the forecast horizon.

environment. In this Section, an extensive set of computational results and
comparative studies are presented to study the performance of the proposed
nHWT models for short-term demand forecasting implemented in the soft-
ware package. The results are compared numerically with those obtained by
the REE model in the same periods. Three alternatives, using double and
triple seasonal methods for all models, were analysed by computing fore-
casts using the implemented models. As a result, the AMC DS model is
selected. The validation process was carried out by comparing real time
forecasts proposed by REE and forecasts obtained with the selected model.
The validation took place during the weeks from 3 April 2014 to 9 April 2014,
the last dates available at the time the study was carried out. In order to
provide forecasts for these dates, models were optimised using the full data
set until the forecasting period, and 24-hour forecasts were provided. Figure
1 depicts the evolution of the MAPE obtained during the validation process
by the chosen model and REE. The left graph shows the first case, in which
12-hour forecast horizon results are compared, as REE only forecasted until
22:50 hours. The accuracy obtained with our model is around 0.6%, whereas
the REE model reaches 0.9%. On the graph on the right, the 9 April 2014
results are analysed. The AMC DS has an average MAPE of around 1%,
outperforming the REE, which reaches 1.5%. In order to check the horizon
in which our model could provide accurate forecasts, a forecast was made 24
hours ahead, from 01:00 to 24:00 hours on 7 April 2014, with AMC DS. The
model outperforms the forecasts provided by REE at 10:30, which asymptot-
ically reaches the performance obtained by the AMC DS. A re-forecast made
at 13:00 with AMC DS enhances the results, whereas the re-estimation by
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REE at 17:00 hours enhances its performance, but decreases drastically after
only a few hours, reaching the MAPE obtained by the original estimation
with AMC DS.

4 Conclusions

This paper presents an alternative methodology for forecasting the Span-
ish short-term electricity demand, using models that parsimoniously provide
forecasts comparable to the REE model. A generalisation to n-multiple sea-
sonal models of the HWT models is proposed, and new initialization criteria
are developed for multiple seasonal components. The methodology was im-
plemented in a software application using the MATLAB R© environment to
predict hourly electricity demand in Spain by selecting from 30 multiple
Holt-Winters models with improved optimisation of smoothing parameter
methods. An analysis using the Spanish data is conducted in two stages.
The purpose of the first stage is to select the best model for the forecasts.
In a second stage, a validation analysis is conducted by making real time
forecasts and comparing them to REE. The REE model has more than 100
parameters that are estimated hourly, and it has a performance of around
2% in terms of MAPE, whereas the methodology presented here shows re-
sults similar to those obtained by the REE, obtaining MAPE between 0.6%
and 2% in the time period considered, but a maximum of 5 parameters are
optimized in the proposed models, significantly reducing the computational
effort.
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1 Introduction and motivation

The mobile apps market is a really big market growing every year: Worldwide
mobile phone sales to end users totalled 1.8 billion units in 2013, an increase
of 3.5% from 2012 [1], and there are millions of apps available to millions
of users at the app markets [2]. These application market places are native
to the major mobile operating systems, being the most important markets
Google Play, for Android OS, and App Store, for iOS. In 2014, global mar-
ket share was 85% for Android, 11% for iOS, 3% for Windows Phone and
the remaining 1% for all other platforms [3]. In June 2014, the number of
available apps and downloaded apps at the official most important markets
are listed in Table 1, [4, 5].

Furthermore, there are third-party platforms that are non-official market
places used as alternatives for operating system native distribution platforms
[2]. For Android platform, there are multiple non-official markets, some
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App Store Available Apps Downloads to date
Google Play 1.200.000 50 bi

App Store (iOS) 1.200.000 + 75 bi +

Table 1: Available apps and downloads. Principal markets. Source [4, 5].

of them preinstalled by other original equipment manufacturers (OEMs) in
millions of devices [6]. In these big markets, it would be seem that the key
values for the app developers are the number of downloads of their apps and
how the app is ranked in the markets, but not less important are the number
of active users over the time, the virality of the app and the retention of the
users. In this work, we propose an epidemiological model in order to estimate
the evolution of the apps over a theoretical network. The paper also includes
the analysis of the potential spread of the apps, the user behavior and the
user retention, i.e. the lifecycle of the apps. With this model we will be able
to understand this lifecycle, in such a way that it permits to classify the apps
to know what spread can we expect for an app; the number of active users
over the time; the retention of the users, etc. In this way, we will be able
to provide crucial information for apps’s companies such as when is the best
moment to launch an actualization of the app in order to control the user
retention.

2 Model Building and parameters

2.1 Model building

Our model will be build by a random network, so we have to define the
network attributes that will establish the behavior of the models’s agents.
These attributes are:

• Type of network.

• Number of nodes.

• Number of edges.

• Number of initial infected nodes.
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• Infection rate.

• Recovery rate.

In the extant literature, there are several approaches to modeling the
spread of apps [7, 8, 9] and it is well documented the dynamics of viral
marketing [10]. These works claim that:

• People who spend more time in face-to-face interaction are more likely
to share common apps.

• Apps do spread via social interaction.

• Face-to-face interaction has a strong correlation with app diffusion.

• Social networks play an important role in consumers decisions to down-
load and use mobile apps.

therefore, we will model our network as an epidemiological random net-
work. Specifically, it will be a SIR-type network: the users (nodes) will be
infected when an app is downloaded; the users will be susceptible or not
infected when they have not download the app yet and the users will become
recovered (and immune) when the app has been removed.

The number of nodes (or users) will be a random population and the
number of edges will be the friendship face-to-face relations between users.

The number of initial infected nodes will be random, the infection rate
will be defined based on the face-to-face relation (connections or friends)
between nodes and the recovery rate will be based on the user retention.

2.2 Model parameters

For our model, we have to define the parameters that will be used for the
initialization and simulations of the dynamic network.

The parameters that we have to determine are:

• Simulation time.

• User retention rate.

• Infection rate.
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The simulation time will be 100 days, because, as showed in [11], the
Android OS app half life is 3 months.

For the user retention rate, we know, from [12], the retention rates of
apps by users are 30, 60 and 90 days. We can express these rates as the
probability that a user retains the app more than 30, 60 or 90 days, i.e.,
P[X ≥ 30], P[X ≥ 60] and P[X ≥ 90], respectively. We will model this
retention by means of an exponential distribution

f(x) = P[X ≤ x] = 1− e−λx, λ > 0, (1)

being x the time the user has the app downloaded in his/her device and
λ the parameter needed to estimate the user retention days given in the
function (1). Given the values in [12], we obtain λ values that will be between
0.008273 (for high retention rates) and 0.03539 (for low retention rates).

We assume that the infection rate parameter will be a function of k/ts,
being k the number of edges (or friends) per node, and being ts the simulation
time

β = δ
k

ts
, (2)

where 0 < δ < 1 parameter is the tuning parameter needed to estimate the
user infection rate β.

Finally, in order to initialize the network we have to determine:

• The population or number of nodes.

• The number of initial infected nodes.

• The face-to-face relations or edges between nodes.

Now, we will fix our random population in 1000 nodes, the number of
initial infected nodes will be randomly chosen between 1 and 50 infected
users and the user retention rate and infection rate will be a value for λ
between 0.008273 and 0.03539, and for δ between 0 and 1.

For the number of edges (or friends of the users), we will based upon the
results recently obtained by the authors regarding the Spanish population
between 15 and 20 years old [13]. According to this latter paper, we will
consider a mean of 13.25 friends and standard deviation of 8.27. We focus on
this 15–20 aged people because this group is considered as Mobile Addicts,
i.e., a consumer that launches apps more than 60 times per day, and then,
they are the most susceptible to app infection by others than another age
groups [14].
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2.3 Simulations

For modelling simulations, we will have a set of one fixed parameter and
three variable parameters. The fixed parameter will be the number of nodes
(1000), and the variable parameters will be:

• Number of initial infected nodes: A random integer number generated
within the interval [1, 50].

• Infection rate: A random number generated in the interval [0, 1] being
δ the parameter included in (2).

• User retention rate: A random number generated in the interval [0, 1]
(normalized values of λ > 0 parameter that appears in (1).

In order to compute reliable estimations based on 95% confidence intervals
(CI 95%), we will use the technique referred to as Latin Hypercube Sam-
pling (LHS) [15] to select sets of the variable parameters to be substituted
into the model. Latin Hypercube Sampling (a type of stratified Monte Carlo
sampling) is an efficient method for achieving equitable samples of all in-
put parameters simultaneously. With LHS we obtain an equitable sample
of 100 000 input parameters simultaneously. We substitute each set of the
100 000 parameters into the model and then we run a simulation. From the
100 000 simulations, we obtain the 95% confidence interval.

As expected, in Figure 1 one observes that each the mean curve (Infected,
Susceptible and Recovered) obtained from the 100 000 simulations, follows
the curve for a standard app, with a peak of downloads (infected) around
the 20-th day and the 30-th day, and a decreasing trend after the 30-th day
[11].

In Figure 2, we have plotted both the mean curves and their 95% confi-
dence intervals. These are big enough to capture all the possible behaviors
for apps.

Using the division into quadrants showed in Figure 3, we can classify the
apps depending on the set of parameters, user retention rate and infection
rate, used for the network simulation.

• The Q1 quadrant will be apps with great virality and low retention, as
for example, an app for a successful marketing campaign.
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Figure 1: Mean curves for the 100 000 simulations.
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Figure 2: Mean curves (blue) and 95% confidence intervals (red) for the
100 000 simulations.
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Figure 3: Apps classification by quadrants.
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• The Q3 will show great virality and high retention rate, i.e. very suc-
cessful apps

• The Q5 quadrant will correspond to standard apps, with mean virality
and mean retention rates.

• The Q7 quadrant will be apps with low virality and low retention, i.e.,
bad quality apps.

• The Q9 quadrant will be apps with low virality and high retention, as
for example utilities apps.

For example, the Figure 4 shows some of the curves obtained for the Q1
quadrant after 100 000 simulations.

0 20 40 60 80 100

0
50

10
0

15
0

20
0

Figure 4: Infected vs Days.

It can be seen the great virality of the app with peaks of more than 200
users around day 20, and the low retention, with a clear decline tendency
after the peak of downloads.
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With this bank of simulations, we can estimate the evolution of an app
knowing the numbers of downloads at the early stages after launching an
app. Looking for the curve from our bank that fits better with the behavior
(number of downloads at the early stages) of the app that we want to control,
we can estimate:

• How quickly is going to grow.

• If it is going to be viral.

• What happens after the number of downloads peaks.

• If the downloads decline quickly or not.

• When we should launch a new version of the app in order to retain the
users.

3 Conclusions

We have proposed an epidemiological random network model to analyze the
mobile apps lifecycle, based on the assumption of the epidemiological effect
for the spread of apps.

The results of the simulations of the model shows the same behavior
as known behavior of evolution of standard apps, with peaks of downloads,
decline curves and time of life similar to real apps. Therefore, with this model,
we can understand the apps lifecycle and classify the apps. Furthermore,
the simulations bank resulted from running the model 100 000 times with
different sets of realistic parameters, gives us a bank of 100 000 possible
behaviors that permits to predict the future behavior of an app looking at
its evolution in the early days of its launching and looking for the curve of
our bank that best fits evolution. In this way, we can estimate how quickly
is going to grow, if it is going to be viral, what happens after the number of
downloads peaks, if the downloads decline quickly or not, when we should
launch a new version of the app in order to retain the users, etc. This
information can be very useful for app developers that want to know the
expected evolution of their apps on the market places looking at its evolution
in the early days of its launching.
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1 Introduction

Non-Fourier models of heat conduction have been incorporated in the last
years in the modeling of microscale heat conduction in a broad range of
engineering and biomedical problems (see, e.g., [1, 2, 3]). The dual-phase-
lagging (DPL) model assumes the presence in the Fourier law of time lags in
the heat flux and the temperature gradient,[4],

q(r, t+ τq) = −k∇T (r, t+ τT ), (1)

where τq and τT are, respectively, the phase lags in the heat flux vector, q, and
the temperature gradient, ∇T , t and r are the time and spatial coordinates,
and k is the conductivity. This leads to heat conduction models that include
the time lags either in the form of partial differential equations with delay
or with terms of different orders, usually up to order two [5, 6, 7, 8]. In this
work, second order models are denoted DPL(2,2),

∂

∂t
T (r, t) + τq

∂2

∂t2
T (r, t) +

τ 2q
2

∂3

∂t3
T (r, t)

= α

(

∆T (r, t) + τT∆
∂

∂t
T (r, t) +

τ 2T
2
∆

∂2

∂t2
T (r, t)

)

. (2)
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Difference schemes to obtain numerical solutions of different DPL mod-
els have already been proposed (see, e.g., [9, 10]). In this work, a compact
difference scheme [11] for second order DPL models is developed, showing
their properties of consistency, stability, and convergence. Numerical exam-
ples illustrate the higher precision of the new method in comparison with a
previously proposed lower order scheme [12].

2 Construction and properties of the new dif-

ference scheme

Writing

A =
1

α
, B =

τq
α
, C =

τ 2q
2α

, D = τT , E =
τ 2T
2
, (3)

we introduce the two new variables

v (x, t) = BT (x, t) + C
∂

∂t
T (x, t) , u (x, t) = AT (x, t) +

∂

∂t
v (x, t) , (4)

so that
∂

∂t
T (x, t) =

1

C
(v (x, t)−BT (x, t)) (5)

and
∂

∂t
v (x, t) = u (x, t)− AT (x, t) . (6)

Then, it can be shown that Eq. 2 can be equivalently written as

∂

∂t
u (x, t) = a

∂2

∂x2
T (x, t) + b

∂2

∂x2
v (x, t) + c

∂2

∂x2
u (x, t) , (7)

where

a = (C2 + EB2
−BDC − ACE)/C2, b = (DC −BE)/C2, c = E/C. (8)

Using appropriate finite difference approximations, after some algebraic ma-
nipulations one can get to the expressions

1

k

(

T n+1

j − T n
j

)

= −
B

2C

(

T n+1

j + T n
j

)

+
1

2C

(

vn+1

j + vnj
)

, (9)

1

k

(

vn+1

j − vnj
)

=
1

2

(

un+1

j + un
j

)

−
A

2

(

T n+1

j + T n
j

)

, (10)
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Figure 1: Left: Comparison of the absolute errors for the new scheme devel-
oped in this work and the previous method in [12], for three different mesh
sizes. New scheme: lower three lines, [a]. Previous method: upper three
lines, [b]. Right: Maximum errors of the approximate solutions, in terms of
time, in relation with the size of the mesh.
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These expressions constitute the basis to express the scheme in matrix form,
and then analyze its properties of stability, consistency and convergence.
Assuming sufficient regularity of the solution of the problem, it is not difficult
to prove the consistency of the method. To prove its unconditional stability,
we used a form of Gronwall inequality and a continuity argument to relate
the stability of the new method to that of a classical method for the heat
equation. Then, convergency of the method follows from Lax theorem, and
the truncation error can be shown to be O (k2) +O (h4), where h = ∆x and
k = ∆t are the spatial and temporal increments, defining the geometry of
the mesh for the numerical approximations.

An illustration of the error properties of the new scheme, and its better
accuracy as compared with the method in [12], is presented in Figure 1, for
a DPL(2,2) model with initial conditions

T (x, 0) = sin(πx),
∂

∂t
T (x, 0) = −π2 sin(πx),

∂2

∂t2
T (x, 0) = π4 sin(πx), x ∈ [0, l] ,

and with parameters l = 1, α = 1, τq =
1

16
, and τT = 2

π2 −
1

16
.
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In Fig. 1, left, the absolute errors of the new method are compared with
the corresponding errors of the previous method in [12], showing the higher
accuracy of the new scheme. The right subfigure shows the relative errors in
relation with the mesh size, in agreement with the order of the method.
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1 Introduction

Last decades have been characterized by a continuous increase in computa-
tional resources. For the study of diesel spray this increase allows to move
forward to use more complex models for breakup, evaporation, coalescence,
turbulence, etc.

In terms of turbulence modelling, the classes of models from lower to up-
per computational cost are: RANS (Reynolds averaged Navier-Stokes) [9, 10],
LES (large eddy simulations) [6, 11] and DNS (direct numerical simulations)
[3, 5, 4]. While RANS methods [9, 10] have been used along several decades,
the use of LES models [6, 11] is more recent and even now the computational
requirements for the use of DNS [3, 5, 4] is still very high for study typical
current conditions in diesel engines.

However, despite all the computational difficulties some people [5, 4, 2]
have tried to approach DNS to diesel sprays. Some basic procedure to use
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DNS has been to reduce spray velocity and reduce the studies to first mil-
limetres to only consider primary atomization. In the same way we have
performed in this study, AMR (adaptive mesh refinement) [4, 2] has been
used to reduce the computational cost of simulations.

The aim of this study is to show the potential of a new code [7, 8] to
perform simulations of primary atomization in diesel sprays in a DNS ap-
proach. For reduce the computational time the following strategy has been
used: Low spray velocity and AMR.

The present paper has been split into 5 sections. In Section 2, a brief
description of the numerical code will be performed, in Section 3 the compu-
tational simulations will be validated against a theoretical model available in
the bibliography. After the validation, in Section 4, a study about the influ-
ence over the spray of periodic perturbation on the velocity will be described.
For finish, at Section 5, main conclusions will be drawn.

2 Numerical Code

For this study the numerical code “Gerris”, developed by Stéphane Popinet
[7, 8], has been used. This code solves Navier-Stokes equations with surface
tension for incompressible flow (1)–(3)

ρ (∂tu + u · ∇u) = −∇p+∇ · (2µD) + σkδsn, (1)

∂tρ+∇ · (ρu) = 0, (2)

∇ · u = 0, (3)

where ρ = ρ(x, t) is the fluid density, u = (ux, uy, uz) is the fluid velocity, p is
the pressure field, µ = µ(x, t) is the dynamic viscosity, D is the deformation
tensor, σ is the surface tension coefficient, k and n are the curvature and the
normal vector to the interface, respectively, and δs is the Dirac distribution
which expresses that the surface tension term is active only in the interface.
In our simulations diesel fuel is injected into a gas environment, the density
and the viscosity depend of the concentration of diesel (4)–(5),

ρ(c) = cρf + (1− c)ρa, (4)

µ(c) = cµf + (1− c)µa. (5)
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The advection equation for density (2) can be replaced by an advection
equation for the concentration (6):

∂t +∇ · (cu) = 0. (6)

A more detailed description of the numerical code can be found in [7, 8]
where numerical schemes are explained and the code is validated against
linear inestability theory.

3 Validation

For the validation the theoretical model from Desantes et al. [1] has been
used. The model is based in the momentum flux conservation and considers
local density variations and a generic Schmidt number. The following expres-
sion, (7), that relates the velocity in the axis with the position is obtained:

M0 =
π

2α
ρα tan

(
θu
2

)
x2U2

axis

∞∑
i=0

2

2 + i · Sc

[(
Uaxis
U0

)(
1 + Sc

2

)
ρf − ρa
ρf

]i
,

(7)
where M0 is the axial momentum flux, Sc is the Schmidt number, ρf is the
density of the fuel, ρa is the density of the air, Uaxis = Uaxis(x) is the velocity
in the axis, α is the shape factor and θu is the velocity spray cone angle.

At Figure 1 the drop in velocity for the theoretical model and for the
simulation is showed with good agreement for two Schmidt numbers. The
physical characteristics of the fuel are showed at Table 1

D0 156 µm
ρf 843 kg/m3

ρa 17 kg/m3

µf 2.4e-3 Pa ·s
µa 2.872e-5 Pa ·s
U0 100 m/s
σ 2.5e-2 N/m

Table 1: Physical characteristics for validation
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Figure 1: Axial velocity drop

4 Influence of Periodic Velocity Perturbation

After the validation, the objective is to study the influence on the spray
morphology of periodic perturbation. In this section, the influence of small
sinusoidal perturbation in the inlet velocity (8) has been studied,

U = U0 (1 + 0.05 sin (2π · f · t)) . (8)

The exterior non-perturbed length, Lnp, has been chosen in order to study
the influence of the perturbations related with the spray morphology. Lnp is
the length measured from the orifice where no perturbation in the spray is
measured.

For this study, the physical characteristics of the fuel are showed at Ta-
ble 2. The frequency has been varied from 0.2 MHz to 2.2 MHz in steps of
0.2 MHz and also a lowest frequency of 0.1 MHz. The spray for the lowest
frequency of 0.1 MHz is depicted at Figure 2.

As can be observed at Figure 3, the tendency of Lnp over frequency has
been captured in a good fit. Higher frequency implies lower Lnp and Lnp
tends asymptotically to zero as the frequency grows.
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D0 100 µm
ρf 696 kg/m3

ρa 25kg/m3

µf 1.2e-3 Pa ·s
µa 1.0e-5 Pa ·s
U0 100 m/s
σ 6.0e-2 N/m

Table 2: Physical characteristics for periodic perturbation study

Figure 2: Exterior non-perturbed length
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Figure 3: Exterior non-perturbed length over frequency

5 Conclusions

In this study, a new multiphasic code for incompressible flow has been studied
for the use on diesel spray. The study has been done with low injection
velocity in order to reduce computational cost. A mesh sensitivity study
has been performed over the different possible parameters defining the mesh,
namely, domain width, refinement levels and fixing the maximum number of
cells.

The code has been compared with a theoretical model with good agree-
ment. Periodic perturbations on the spray velocity have been studied. Re-
sults obtained for the penetration can be fitted accurately.
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1 Introduction

Traditionally, the stationary neutron distribution inside a reactor core is
approximated using the energy multigroup neutron diffusion equation [1],

−~∇
(
Dg (~r) ~∇φg (~r)

)
+ Σag (~r)φg (~r)

−
G∑

g′ 6=g

Σsg′g (~r)φg′ (~r) =
1

keff

χg

G∑
g′=1

νΣfg′ (~r)φg′ (~r) , (1)

where φg (~r) is the neutron flux for the g-th energy group (g = 1, . . . , G),
Dg (~r) the diffusion coefficient and Σag, Σsg′g, νΣfg′ , the nuclear cross sections
and keff is the multiplication factor of the reactor.

∗e-mail: dginesta@mat.upv.es
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To take into account a detailed description of the different cross sections
associated with the different materials a reactor core is composed cof is a very
difficult task with the today’s computer capabilities and a piece-wise homog-
enized version of the reactor core is used for the neutronic computations [2].
The homogenization process is a source of error in the homogenized prob-
lem. To circumvent this error flux discontinuity factors are a widely used
technique, looking for a solution of the neutron diffusion equation that is
discontinuous. Most of the finite element methods proposed for the neutron
diffusion equation look for the neutronic flux as a continuous function in the
reactor core. Thus, it is difficult to implement in such a methodology forced
discontinuities between adjacent subdomains. Here it is proposed to use a
high order discontinuous Galerkin finite element method where the jump con-
dition for the neutron flux is imposed in a weak sense using interior penalty
terms.

A first step in a homogenization methodology is to choose heterogeneous
reactor properties that should be reproduced when the homogenized problem
is solved. Usually, these quantities are the node averaged group reaction
rates, the surface-averaged group currents and the k-effective of the reactor.
In this way, for every energy group g and every nuclear cross section Σαg,
the equations [3], ∫

Vk

Σ̂k
α gφ̂g(~r) d~r =

∫
Vk

Σαg(~r)φg(~r) d~r , (2)

and ∫
Sk

(
D̂k
g
~∇φ̂g(~r)

)
d~S =

∫
Sk

(
Dg(~r)~∇φg(~r)

)
d~S , (3)

must be satisfied, where Vk and Sk are the volume of the homogenized region
k and its limiting surface, respectively; φg is the solution of the heterogeneous

problem and φ̂g is the solution obtained using the homogenized parameters

Σ̂k
α g and D̂k

g .
In the generalized equivalence theory [3], flux discontinuity factors are

introduced, relaxing the condition of continuity of the neutronic flux in the
interior interfaces of the homogenized regions. For a given interface Sj limit-
ing two contiguous homogenized regions, the energy-dependent discontinuity
factors are defined as interface constants f−g,j, f

+
g,j, such that

f−g,j

∫
Sj

φ̂−g (~r)dS = f+
g,j

∫
Sj

φ̂+
g (~r)dS , (4)
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where φ̂−g (~r) and φ+
g (~r) are the lateral (directional) limits of the homogenized

flux in the surface Sj viewed from the two different regions sharing this
surface. A possible definition of these discontinuity factors is

f−g,j =

∫
Sj
φ−g dS∫

Sj
φ̂−g dS

, f+
g,j =

∫
Sj
φ+
g dS∫

Sj
φ̂+
g dS

, (5)

2 Discontinuous Galerkin method with inte-

rior penalty

We present the Discontinuous Galerkin method proposed for the neutron
diffusion equation with discontinuity factors, for one-dimensional problems.
A similar method can be defined for multi-dimensional problems. To show the
method, we start with a source problem associated with the mono-energetic
one-dimensional diffusion equation

− ∂

∂x

(
D
∂

∂x
φ

)
+ Σaφ = q , (6)

for a reactor R discretized in N + 1 cells with edges x0, x1, . . . , xN+1. Multi-
plying equation (6) by a test function, v, and integrating over R we obtain

−
∫
R

v
∂

∂x

(
D
∂

∂x
φ

)
dx+

∫
R

vΣaφ dx =

∫
R

vq dx . (7)

After integrating by parts, assuming that the neutronic flux and the diffusion
coefficients can be discontinuous and making use of lateral limits, introducing
the notation

{v}i =
1

2

(
v+
i + v−i

)
,

{
D
∂

∂x
φ

}
i

=
1

2

(
D+
i

∂

∂x
φ+
i +D−i

∂

∂x
φ−i

)
[v]i = v−i − v+

i ,

[
D
∂

∂x
φ

]
i

= D−i
∂

∂x
φ−i −D+

i

∂

∂x
φ+
i ,
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and using the continuity condition for the current in the interior vertices,
equation (7) is written as

N∑
i=0

∫ xi+1

xi

∂v

∂x
D
∂φ

∂x
dx+

N∑
i=0

∫ xi+1

xi

vΣaφ dx

−
N∑
i=1

({
D
∂

∂x
φ

}
i

[v]i

)
+

N∑
i=1

si

(
[φ]fi [v]i

)
+ v+

0 D
+
0

∂

∂x
φ+

0 − v−N+1D
−
N+1

∂

∂x
φ−N+1 =

N∑
i=0

∫ xi+1

xi

vq dx . (8)

To assess the capabilities of the proposed interior penalty method with
assembly discontinuity factors, a code has been implemented in a standard
finite element library named Deal.II [5] using Lagrange finite element.

Several one and two-dimensional benchmark problems have been analysed
and the results obtained with the finite element method have been compared
with the results obtained with a nodal code.

In all the problems analyzed the Discontinuos Galerkin method proposed
obtains accurate results when the assembly discontinuity factors are intro-
duced beeing able to use the advantages of the high order finite element
methods as the h-p refinements.
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1 Introduction

To simulate the behaviour of a nuclear power reactor it is necessary to be
able to integrate the time-dependent neutron diffusion equation inside the
reactor core. This model is of the form of

[v−1]
∂Φ

∂t
+ LΦ = (1− β)MΦ +

K∑
k=1

λkχCk , (1)

∂Ck
∂t

= βk[νΣf1 νΣf2]Φ− λkCk , k = 1, . . . , K , (2)
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where, K is the number of delayed neutron precursors groups considered and
the matrices are defined as

L =

(
−~∇ · (D1

~∇) + Σa1 + Σ12 0

−Σ12 −~∇ · (D2
~∇) + Σa2

)
, [v−1] =

( 1
v1

0

0 1
v2

)
,

M =

(
νΣf1 νΣf2

0 0

)
, Φ =

(
φ1

φ2

)
, χ =

(
1
0

)
,

where φ1 and φ2 are the fast the thermal neutron fluxes, respectively. The
diffusion constants and cross-sections, Dg, Σ12, Σag, νΣfg, g = 1, 2, ap-
pearing in the equations depend on the reactor materials. βk and λk are
coefficient are related to the delayed neutron precursor decay.

In this work, for the spatial discretization of the neutron diffusion equa-
tion a high order hp-finite element method for reactors has been used [1].
The h-p finite element method used in this work has been implemented us-
ing the open source finite elements library Deal.II [2] and the numerical solver
SLEPc [3].

Some transient calculations in reactor cores are based on dynamic changes
in the reactor configuration due to the movement of control rods, which are
usual manoeuvres in the reactor operation. The simulation of these transients
presents what is known as the rod-cusping problem. This problem is caused
by the use of fixed mesh schemes and averaged material properties for the
partially rodded node. In this work, a moving mesh strategy is developed
to reduce the rod-cusping problem. This method is based on the use of
different spatial meshes for the different time steps following the movement
of the control rod avoiding the necessity of the use of averaged material
properties.

2 Discretization of the problem

Once the spatial discretization was performed using a continuous Galerkin
Finite Element Method [1], a discrete version of the time dependent neutron
diffusion equation is solved using a implicit methods. Particularly, a first
order backward method is used. In this way, equations (1) can be discretized
as a system of linear equations of the form

T n+1Φ̃n+1 = RnΦ̃n +
K∑
k=1

λke
−λk∆tXCn

k , (3)
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where the matrices are defined as,

T n+1 =
1

∆t
[v−1] + Ln+1 − âMn+1 ,

Rn =
1

∆t
[v−1] =

1

∆t

(
P v−1

1 0
0 P v−1

2

)
,

and the coefficient â is

â = 1− β +
K∑
k=1

βk
(
1− eλk∆t

)
.

This system of equations is large and sparse and has to be solved for each
time step. The preconditioned GMRES method has been chosen to solve
these systems and the preconditioner used has been the incomplete LU pre-
conditioner.

The moving mesh scheme requires the interpolation of the physical solu-
tions of the equations, which are continuous functions, from the old mesh in
step n to the next mesh corresponding to step n + 1. The mesh interpola-
tion process consists of finding the solution in the new support point values
corresponding to the new mesh by polynomial interpolation of the values of
the solution in the old mesh. To maintain the accuracy of the solution this
interpolation is done using a polynomial interpolation of the same degree as
the degree used in the high order finite element method used for the spatial
discretization.

In the moving mesh interpolation, only physical quantities, can be in-
terpolated adequately. However, for each time step the obtained quantity
the precursors quantity obtained is multiplied by the mass matrix, XCk.
The inversion of the mass matrix is considered by means of a mass lumping
technique.

The computation starts with an eigenvalue computation to obtain the sta-
tionary configuration of the reactor core, which is used as initial condition.
Now, the dynamic calculation starts. First, the neutron precursors concen-
tration is solved in the initial mesh. Then, the control bars and the mesh
are moved and the neutronic flux and the precursors distribution are interpo-
lated to the new mesh. Afterwards, the system associated with the numerical
scheme is solved obtaining the next flux distribution. This is clearly the most
time consuming part of the computation. Finally, the stopping criterion is
checked and if it is not fulfilled the dynamic computation is repeated for the
next time step.
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3 Numerical Results

To test the performance of the method , a small 3D reactor that presents a
large rod-cusping problem is studied. The results obtained with the moving
mesh scheme proposed in this work are compared with the results obtained
with the classical fixed mesh scheme. The reactor is solved with a fixed
mesh scheme using 120 axial planes where the rod-cusping problem is very
small the results of this computation are taken as a reference. All transient
calculations are made using cubic polynomials in the finite element method.
As it can be seen the moving mesh scheme produces better results than the
fixed mesh scheme when a small number of axial planes are considered for
the spatial discretization.

4 Conclusions

To avoid rod cusping problem in the simulation of moving control rods, in this
work a new method based on a high-order finite element method is proposed.
In this method, the spatial mesh is moved together with the control rods in
such a way that there is no partially inserted cells. It is demonstrated that
the moving mesh has a better performance that the traditional fixed mesh
schemes when a small number of axial cells are used. Thus, the moving mesh
scheme permits to use a coarser discretization and reduces the computational
effort.
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Abstract

It is known that Burgers’ equation is often used to model turbu-
lence problems of different kinds. Under certain conditions, Hopf-Cole
transformation can be used to reduce it into the linear heat equation.
In this work we present a general procedure that can be used even
when Hopf-Cole transformation is not available. It consists on ap-
plying the implicit second-order Crank-Nicholson method to Burgers’
equation, getting a nonlinear system of equations and using different
iterative schemes for solving them.

1 Statement of the problem and design of the

procedure

Burgers’ equation arises in the theory of shock waves, in turbulence problems
and in continuous stochastic processes (see, for example, [1], [2]) and [3]).
Many physical phenomena are modeled by this equation,

∂u

∂t
−

1

Re

∂2u

∂x2
+ u

∂u

∂x
= 0, a < x < b, t > 0, (1)
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with initial condition

u(x, 0) = f(x), a < x < b,

and boundary conditions

u(a, t) = g1(t), u(b, t) = g2(t), t ≥ 0;

where Re is the Reynolds number of the viscous fluid flow problem and
f(x), g1(t) and g2(t) are given functions. Usually ε instead of 1

Re
is used,

for simplicity. Numerical difficulties have been experienced in getting the
solution of Burgers’ equation for big values of ε.

In this paper, we apply divided differences directly on the nonlinear equa-
tion (1), by means of the implicit second-order methods of Crank-Nicholson,
obtaining a nonlinear system of equations to be solved for obtaining the solu-
tion in each value of t. These nonlinear systems are solved by using Newton
iterative method. This procedure can be applied on any partial differential
equation, independently from the kind of initial and boundary conditions;
that is an advantage respect other techniques used (see, for example[4]).

Before introducing Crank-Nicholson difference scheme, let us to discretize
the independent variables of the problem, (x, t): we consider xi+1 = xi + h
and tj+1 = tj + k, where i = 0, 1, ..., n − 1, j = 0, 1, ..., m − 1, h = b−a

n

and k = tmax−tmin

m
are respectively the space and time step on the mesh and

n and m are respectively the space and time amount of subintervals to be
considered. Under this assumptions, let us denote by ui,j the approximated
value of the unknown u function on (xi, tj). The mesh generated in this way
can be observed in Figure 1.

Crank-Nicholson difference scheme consists of discretizing equation (1)
in two consecutive time instants and averaging them, holding a truncation
error of order 2 but using only forward and regressive first-order differences.

So, in a first instant tj we approximate ∂u
∂t

by the forward difference

∂u(xi, tj)

∂t
≈

ui,j+1 − ui,j

k
(2)

and in the second instant tj+1 we do it by the backward one

∂u(xi, tj+1)

∂t
≈

ui,j+1 − ui,j

k
. (3)
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Figure 1: Mesh of independent variables

At both instants we approximate ∂u
∂x

and ∂2u
∂x2 by using the central differences

∂u(xi, tj)

∂x
≈

ui+1,j − ui−1,j

2h
,

∂2u(xi, tj)

∂x2
≈

ui+1,j − 2ui,j + ui−1,j

h2
.

By means of this procedure we get, for the first instant,

ui,j+1 − ui,j

k
− ε

ui+1,j − 2ui,j + ui−1,j

h2
+ ui,j

ui+1,j − ui−1,j

2h
= 0 (4)

and for the second one,

ui,j+1 − ui,j

k
− ε

ui+1,j+1 − 2ui,j+1 + ui−1,j+1

h2
+ ui,j+1

ui+1,j+1 − ui−1,j+1

2h
= 0.

(5)
After averaging both expressions, it results

Bui,j+1ui+1,j+1 − Bui,j+1ui−1,j+1 − Cui+1,j+1 + 2Cui,j+1 − Cui−1,j+1 + Aui,j+1

= Cui+1,j + (A− 2C)ui,j + Cui−1,j +Bui,jui+1,j − Bui,jui−1,j,

where A = 1

k
, B = 1

4h
, C = ε

2h2 and the range of indices is i = 1, 2, ..., n− 1
and j = 0, 1, ..., m− 1.

So, we have transformed the original problem on a set of m nonlinear
systems of n − 1 unknowns and n − 1 equations. As we already know the
value of u0,j and un,j, ∀j (from the boundary conditions) and ui,0, ∀i from
the initial condition, each (j + 1)-th column of our mesh is calculated by
using the information of the previous one, with index j.
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To solve these nonlinear systems we are going to use the classical Newton’s
method of order two,

x(k+1) = x(k)
− [F ′(x(k))]−1F (x(k)), (6)

where F (x) denotes the vectorial real function that describes the nonlinear
system and F ′(x) is the associated Jacobian matrix.

2 Numerical implementation

We use the R2013a version of Matlab with double precision for obtaining
both approximated and exact solutions. The stopping criterion used is

‖u(k+1)(x, tj)− u(k)(x, tj)‖+ ‖F (u(k+1)(x, tj))‖ < 10−15,

in such a way that we are checking, not only the convergence of the process,
but also that it converges to a solution of the problem.

We will test our procedure by using the piece-wise conditions proposed by
Mittal and Singhal in [4] with the following initial and boundary conditions

u(x, 0) =







sin(πx), 0 < x ≤ 1
−

1

2
sin(πx), 1 < x ≤ 2
0 2 < x ≤ 5

and
u(0, t) = u(5, t) = 0, t ≥ 0.

In their manuscript [4], Mittal and Singhal transformed Burgers’ equation
into a system of nonlinear ordinary differential equations solving it by the
Runge-Kutta-Chebyshev second order method. However, we have getsome
results very similar to those obtained for Mittal and Singhal on their paper.
In Figure 2 we can observe a graph of the approximated solution by our
method at different times for 0 ≤ x ≤ 5 and for two different values of ε we
show the numerical results of this solution for some values of x, t and ε.
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Figure 2: Solution for different times and ε values, both of them with n =
m = 200 and tmax = 10
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1 Introduction

In the last years, there has been a huge interest in car-shared and bike-
sharing rental services, either if they are car-rental companies or car-sharing
platforms. In large urban areas, citizens mobility is understood as a mixing
of different means of transport where every person may use two or three
different means or connections to arrive to his destination as fast as possible.
Furthermore, by 2020 we will see the development of mega-city corridors and
networked, integrated and branded cities. Rapid expansion of city borders,
driven by increase in population and infrastructure development, will force
cities to expand outward and engulf the surrounding satellite cities to form
megacities [6].

In the particular case of car-rental services, it is a common practice to
accept almost all the bookings they received without checking if there are
enough cars for attending them. This can lead to fall into the deadhead
times required for rearranging vehicles among depots for attending all the
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bookings or to hire some cars from another car-rental. This is a more com-
plex management policy than to only admit bookings that can be attended
without moving cars from one depot to another one [2]. Further information
concerning the whole management of a rent-a-car service can be found in [5].

These problems can be modeled using time-space networks, where nodes
stand for cities at different hours, and edges are used for representing either
cars used in bookings or cars staying at the parking of a depot. Then,
the optimization of the assignment of vehicles for attending the orders can
be seen as the solution of a suitable Integer Linear Programming problem
of minimization of a cost function tied to the restrictions imposed by the
orders.

In this communication we report on a work in progress in order to find
a heuristic algorithm for solving the particular case in which there is no
limitation in the number of bookings to be admitted and there is neither
a limitation respect to the rearrangement of vehicles among the different
depots. This last condition can be seen as unrealistic at first sight, but
the last great advances in robotics and artificial intelligence have permitted
to develop prototypes of autonomous cars. The advances can be followed
looking at the DARPA Grand Challenge competition [4]. In fact, motor
companies like Audi or BMW have presented their first models very recently
[1].

2 Algorithmic approach

We will consider the particular problem tied to the the following assumptions:

1. A number of reservations is given. We consider that the satisfaction of
all customer petitions is mandatory. So that, all reservations must be
accepted.

2. If there are not enough cars available at a depot, we first try to bring
cars from another depot.

3. If, after this rearrangement of vehicles, there are not enough cars avail-
able at any depot we subcontract them to other providers.

Given an ordered list of bookings our algorithm tries to attend the first
unattended reservation that appears chronologically. This could imply to
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move a car of depot, and leave other reservations without a vehicle that
could provide those services. Moreover, if a booking cannot be attended
with such movements a new vehicle can be used taking it from an external
provider.

The scheme of the algorithm is like this:

1. First, we define a time-space network where a node represents a depot
at certain time.

2. We assign as weights the initial number of vehicles at every depot and
time. We first assign an initial number of cars at every depot. This
number is maintained along the time since no booking is accepted yet.

3. In addition we add an external node and we connect it with the rest
of the nodes with null weight. This last node represents the aforemen-
tioned external provider and the weight of the edges going out of it the
number of vehicles to be moved from there for servicing bookings that
cannot be attended in any other way.

4. We consider that all the bookings are accepted and we represent this in
the network. This can lead to the situation in which a negative number
of cars is located at some depots and times.

5. We search for the first unattended booking. Two situation can occur:

(a) We look for depots with free cars during the time duration of the
booking. If such a depot exists we choose a car from it and we
move it to the depot that needs it.

(b) If not a car is moved from the external depot to that location
at the required time for servicing the unattended booking. The
weights of the network are then recalculated.

Details and further information will appear in a forthcoming paper [3].
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1 Introduction

In this study, we are concerned with the problem of approximating a solution
x∗ of the nonlinear equation

F (x) = 0 (1)

where F is a differentiable operator defined on a subset Ω of X with values in
Y . Using mathematical modelling, many problems in computational sciences
and other disciplines can be brought in a form like (1). The solutions of these
equations (1) can rarely be found in closed form. Therefore solutions of these
equations (1) are approximated by iterative methods.

Now let X and Y be two Banach spaces and let F : Ω ⊂ X → Y be an
operator defined on an open convex subset Ω. Then the derivative of F at
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x is a lineal operator between X and Y . We denote throughout this paper
Γn = F ′(xn)−1, Γn : Y → X, is linear.

So we can now define damped Newton’s method as follows:

xk+1 = xk + λΓnF (xk) for each k = 0, 1, 2, . . . , (2)

where x0 is an initial point and λ ∈ (0, 1).
In concrete in this work, we are going to present the study of the semilocal

convergence of the damped Newton’s method under the α-theory (see [3]
when in is applied to an equation related to an Stewart-Gough platform (see
[1], [2], [4] or [5]).

2 Convergence result and application

Let be F : X → Y , where X and Y are two Banach spaces and we consider
the damped Newton’s method defined in (2) in order to solve the equation
(1), where F is an analytic function in the open ball Ω = B(x0, R), where x0
is an initial guess and R > 0.

In order to state the result, we consider the following conditions:

(i) There exists Γ0 = F ′(x0)
−1.

(ii) ‖Γ0F (x0)‖ ≤ β.

(iii) 1
k!
‖Γ0F

(k)(x0)‖ ≤ γk−1 para k ≥ 2.

(iv) α = βγ ≤ 3− 2
√

2 ≈ 0.17157.

where γ, β ≥ 0; x0 ∈ Ω.
Now we can state the following result (the proof can be seen in [3]).

Theorem 2.1 Let F : Ω ⊆ X → X be a once continuously differentiable
operator defined on a nonempty open convex domain Ω of a Banach space X.
Suppose that conditions (i)–(iv) are satisfied. Then, method (2) converges to
a solution x∗ of the equation F (x) = 0. Moreover, the solution x∗ is located
in B(x0, t∗) and is unique in B(x0, t

∗∗)∩Ω, where t∗ and t∗∗ are the roots of
the auxiliary function

φ(t) = β − t+
∑
k≥2

γk−1tk, (3)

with t∗ ≤ t∗∗.
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As a particular problem we consider the cubic system defined in R3:
3 + 20y + 2xy = 0

27 + 140x− 20y + 60z + 2z2 = 0

147 + 700x+ 280z + 20xyz = 0

Denoting X = (x, y, z)T and X0 = (0, 0, 0)T we can write the system in a
easier way using k-tensors notation. In concrete, if F : R3 → R3, the system
is:

F (X) = F (X0) + F ′(X0)X +
1

2
F ′′(X0)X

2 +
1

6
F ′′′(X0)X

3.

Notice that

F (X) =

 3
27
147

+

 20y
140x− 20y + 60z

147

+

2xy
2z2

0

+

 0
0

20xyz

 .

It is easy to see that

Γ0 = F ′(X0)
−1 =

1

140

−14 −14 3
7 0 0
35 35 −7

 .

Moreover,

1

2
Γ0F

′′(X0)X
2 = Γ0

2xy
2z2

0

 =

−xy+z2

5
xy
10

xy+z2

2


and

1

6
Γ0F

′′′(X0)X
3 = Γ0

 0
0

20xyz

 =

 3xyz
7

0
−xyz

 .

Considering ‖X‖ = max {|x|, |y|, |z|} and as F (k)(X) = 0 ∀k ≥ 4, we
obtain γ:

γ = sup
k≥2

(
1

k!

∥∥Γ0F
(k)(X0)

∥∥) 1
k−1

= max

{
1

2
‖Γ0F

′′(X0)‖ ,
(

1

6
‖Γ0F

′′′(X0)‖
) 1

2

}
= 1.
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On the other hand,

β = ‖Γ0F (X0)‖ =

∥∥∥∥( 3

20
,

3

20
,

3

20

)∥∥∥∥ =
3

20
.

As α = βγ = 3
20

= 0.15 < 3− 2
√

2 ≈ 0.171573, we can ensure the existence
of a solution X∗ of the system.

Moreover, X∗ ∈ B(X0, t∗), where t∗ is the smallest root of

φ(t) = β − t+
γt2

1− γt
=

3

20
− t+

t2

1− t
,

that is, t∗ = 1
5
. Furthermore, the solution is unique in B(X0, t

∗∗), where
t∗∗ = 3

8
, is the other root of φ(t). As a consequence, the solution is

{x = −0.137672, y = −0.152094, z = −0.180549},

which is inside the ball B(X0, t∗). Moreover, all the other solutions are
outside the ball B(X0, t

∗∗).
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1 Introduction

In order to develop the tool, the program used was ArcView which is a
software application of ArcGIS. ArcGIS is a GIS software designed by En-
vironmental Systems Research Institute (ESRI) for multi-level work. It is a
GIS software to view, create, manipulate and manage geographic informa-
tion, these correspond to landmarks, addresses, positions in the field, urban
and rural areas; regions and any land in certain locations. This information is
worked systemically, which represents a substantial contribution to the work-
related information with drawings and maps, allowing us to explore, view
and analyse the data as parameters, relationships and trends that presents
our data, resulting in new layers of difference information, maps and new
databases.
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2 Construction of GIS

For the construction of GIS a serie of maps and their attribute tables that
correspond to the common layer information for all scenarios as well as dif-
ferent decision criteria are needed. These planes are represented in ArcGIS
by “shapefiles” which is a vector format digital storage where the location
of geographic features and attributes associated with them are saved. It can
be used as common layer information, although the road map of the study
area or the level of urban development plan divided in their cadastral ar-
eas. Each of these areas must have the following information: ranking and
rating, size, cost of land and geolocation. The different planes will overlap
with each other through ArcGIS, so that the optimum locations are being
sought according to decision criteria to be determined previously for each
case study selected. This methodology allows us to analyse various facilities
to be located within an urban environment with different characteristics.

Initially, you must have the layer overview, in case not, you must manually
associate the corresponding data in the attribute tables of the most important
points of the map. Then we analyse each of the factors taken into account
in the selection system, in order to facilitate the resolution on the optimal
location of the different facilities, and some decision criteria (Ci):

• C1: High ADT (Annual average daily traffic)

• C2: Accessibility

• C3: Population density

• C4: Public transport stops (bus, underground, tram, bike)

• C5: Shopping areas

• C6: Industrial parks

• C7: Land for building development

• C8: Existence of bike lane

pertaining to transport and logistics are set. Each of these criteria are
associated with weights (Wi) as it can be seen in the next list:

• WP : Positive weight 0.4
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• WA: Average weight 0.05

• WN : Negative weight -1

For each case study, the decision criteria will receive a value associated
weight. The value between positive, average and negative, applied to each
criterion may be modified by the user in order to give priority to other crite-
ria, in accordance with the characteristics that the system must have. The
weights of the criteria, such as the creation of exclusion areas are those that
receive negative weight, take the value equal to “-1”. There will be cases in
which a judgment may receive two weight categories, depending on the area
it select, since within the same layer, an area can be favorable and other
unfavorable.

3 Formulation

The formulation will be defined from the weights and the decision criteria
defined above. When determining the possible locations for the locations of
the facilities, and later list them in order of priority, the process will be as
follows: The sum of the products of the area factors (Ci) is performed by its
associated weights in overlapping areas of preference which will catalog the
area with a number:

degree of decision = Σj
i (Ci ×Wi) (1)

For the final selection of the most suitable siting classification is obtained
from optimizing Jenk, a classification system by which the thresholds are
identified between classes using a statistical formula [?]. The optimization
method called Jenk, is implementing different applications under the option
of intervals as natural break points of distribution (natural breaks). This
method has the dual purpose of obtaining high internal homogeneity classes,
with maximum differences between classes in the number of intervals previ-
ously specified. It performs the classification based on the test of goodness
of fit (Goodness of Variance Fit - GVF) indicating how well it describes the
whole class. This indicator takes different values according to the clusters
that provide higher values. This is an iterative process that calculates the
mean of each class with the respective variances, and observations moved
between classes to obtain the maximum value of GVF [?]:
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GV F = 1−
Σk

j=1Σ
Nj

i=1(Zij − Z̄j)
2

ΣN
i=1(Zi − Z̄)2

(2)

where zij is the sum of squared deviations of the mean vector; z̄j is the
sum of squared deviations between classes as stated Baz et al in 2009.

4 Conclusions

This decision model raised allows finding the best location in a facility in
a novel way, analysing all the factors affecting transport and logistics in a
city-related facilities. The inclusion of GIS technologies allows to plan the
correct location to visualize graphically the solutions and more intuitively.
The methodology proposed is based on the superposition of layers to enable
the prioritization or exclusion of certain areas according to comply or not
certain requirements defined in each of these layers. The decision criteria
could be extended, if necessary, in any installation to locate or include it
and the evaluation of the weights would have to assign the range of weight
that would be acquired. The model gets the best solution to the searched
location, supporting on Jenks optimization method, as the valuation of the
degree of decision is the highest of all the studied area, dropping areas for
security, inefficiency or other negative factors are not viable for the facility
studied. A GIS system that reflects the modelling of the transport system
and a set of decision criteria help to determine the size, characteristics and
location of the network of hydrogen refuelling stations that minimizes the
cost function and maximizes the operatively and functionality one.

References

[1] Jenks, G.F., Caspall, F.C., Error on choroplethic maps: Definition, mea-
surement, reduction. Annals of the Association of American Geogra-
phers, 61(2): 217-244, 1971.

[2] Neutens, T., Delafontaine, M., Scott, D. M., De Maeyer, P., A GIS-
based method to identify spatiotemporal gaps in public service delivery.
Applied Geography, 32(2): 253–264, 2012..



An optimization algorithm for solving the rich
vehicle routing problem based on

metaheuristics

Juan Antonio Sicilia[ ∗, Carlos Quemada†, Beatriz Royo‡ and David Escúın‡
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1 Introduction

This work presents an optimization algorithm that resolves a Rich Vehicle
Routing Problem (RVRP) and arises from a research project carried out for
an important Spanish distribution company. The main goal of this project is
to manage its resources in urban areas by reducing costs caused by inefficiency
and ineffectiveness as much as possible. Therefore, this research consists in
reducing the constraints and complexities currently encountered in the urban
distribution of goods, using metaheuristic methods in order to obtain a more
accurate solution. Given a fleet of vehicles and a set of customers dispersed
over a geographic area, the system must be able to attain a feasible solution
that leads to a decrease of the total cost of the problem. The purpose is to
reach a solution with the minimum number of vehicles minimizing the total
distance traveled.

The model of the problem depends on the following requirements: Vehi-
cles have a maximum limit of capacity and are homogeneous (Capacitated
Vehicle Routing Problem) [1]; Each customer must be serviced in a set time
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interval (Vehicle Routing Problem with Time Windows) [2]; Certain orders
can only be transported by specific vehicles. Therefore, the fleet must be het-
erogeneous (Site-Dependent Vehicle Routing Problem) [3]; Customers may
receive and send goods (Vehicle Routing Problem with Pickups and Deliver-
ies) [4]; The goods that leave the depot must be delivered to customers and
the goods that are picked up from customers must be transported to the de-
pot (Vehicle Routing Problem with Backhauls) [5]; Vehicles are not required
to return to the depot after visiting the last customer and the route may finish
near to the drivers home (Open Vehicle Routing Problem) [6]; Load balance
among routes is important since the competitiveness of a transport company
depends not only on minimizing costs and distances to obtain higher profit
margins, but also depends on its ability to treat employees fairly [7].

2 Mathematical formulation

The RVRP can be described as follows. Let G = (N,A) be a complete graph
with N = {1} ∪ O ∪ {o + 1} the set of nodes and O = {2, . . . , o} the set of
orders to be served. The aim is to design a set of routes for a heterogeneous
fleet of V vehicles (each has a capacity, a load type and a limited number of
orders to be served), servicing a set of O orders. Each arc (i, j) ∈ A has a cost
cij. The objective function for states that the distance traveled and number
of vehicles should be minimized, M being a sufficiently large constant:

min
∑
k∈V

∑
i∈N

∑
j∈N

cijx
k
ij −

∑
k∈V

xk
1hk

M (1)

The first term represents the accumulated costs for orders served by vehicles;
the second term represents the number of utilized vehicles.

3 Optimization algorithm

The main difficulty of the RVRP problem is that if the number of elements to
be combined is relatively large, the combinatorial result grows exponentially
turning it into an NP-hard problem. On account of this, it is necessary to
apply optimization techniques in order to obtain a high-quality solution in
reasonable computational times.

An efficient algorithm is adapted to solve the problem. The RVRP is
solved by means of a powerful route construction method that starts with
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the determination of a feasible initial solution and the metaheuristics Variable
Neighbourhood Descent (VND), General Variable Neighbourhood Search
(GVNS) and Tabu Search (TS) based on various elementary neighbourhood
operators to obtain an optimum solution.

The route construction method consists of assigning orders to vehicles
depending on certain parameters and taking into consideration the limits of
load balance between routes. This procedure has been implemented ran-
domly to avoid the obtaining of the same solutions and to diversify the total
space of the same.

Once the initial solution has been obtained using the minimum number
of routes, the solution is improved through the application of metaheuristics
using variable neighbourhood search [8].The algorithm is described in Figure
1.

Figure 1: Algorithm

4 Discussion and results

The computational experiments have been extracted from real cases experi-
enced by a large transport company in Spain. This company is in charge of
the distribution of goods in urban areas where the distance among different
customers is less than 100 kilometers. The results refer to the three meth-
ods that compose the algorithm. The first one is the construction method
that obtains an initial feasible solution due to the quantity of constraints
imposed, the second one is the VND metaheuristic and the last one is the
GVNS method with TS.
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As the number of available vehicles increases, the distance increases since
the algorithm balances the freight to the extent possible. The distance does
not rise in respect to the increase in the number of available vehicles and
even decreases for most instances with sizes of orders greater than 200 orders
especially for metaheuristics methods.

Concerning the result comparison of the three methods, it is important to
mention that the VND metaheuristic is performed to minimize the distance of
the obtained solution by the construction method while the GVND method
with TS prioritizes the reduction in the number of used vehicles although
the distance is longer, on condition that the maximum number of orders per
vehicle is not exceeded.

5 Conclusions

An optimization algorithm that solves the RVRP problem is presented. This
problem takes into consideration constraints and complexities actually en-
countered in urban freight distribution which are not considered in the clas-
sical problem. In order to solve the problem several methods have been
modeled taking into consideration their more particular characteristics: time
windows, capacity constraints, compatibility between orders and vehicles,
maximum number of orders per vehicle, pickup-delivery dependent orders
and not returning to the depot.

The motivation for this work arose from the necessity to solve more re-
alistic vehicle routing problems in a research project undertaken for a large
Spanish distribution company operating in urban areas. The algorithm is
currently integrated into a commercial software tool, which is used by this
company daily and whose real data have enabled this algorithm to be tested.
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46022, València, Spain,

(‡) Independent researcher,

Logroño, La Rioja, Spain.

November 28, 2014

1 Introduction

Nowadays, the wireless LAN market has undergone a significant growth due
to the voracious demand for high speed wireless communications. Further-
more, there is a constant desire to reduce power consumption, cost and size
of the communication devices to a minimum. This has been possible thanks
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to continuing advances in Integrated Circuit (IC) technology, allowing the
development of devices capable of operating at carrier frequencies of several
GHz achieving data rates competitive with established wired alternatives [1].

In addition to this surge, there is another important factor that has mo-
tivated the development of this research project. After a thorough bibli-
ographic review, a noteworthy absence of design methodologies that allow
the implementation of integrated Phase Locked Loops (PLL) with accurate
figures of merit before the fabrication has been found. The most important
PLL figures of merit [2],[3] are the phase noise, the spurious emissions and
the lock time. Throughout this bibliographic review, several references that
study these three figures of merit and implement frequency synthesizers have
been found.

Therefore, the aim of this research work is to develop a design methodol-
ogy that allows the designer to relate the two kinds of previous bibliographic
references and consequently implement an integrated frequency synthesizer
with accurate figures of merit at the end of the design flow. This includes
from the specification of the initial requirements to the experimental results
including the comparison with those initial requirements and with the values
collected from the most recent bibliographic references.

2 Development of the Symusin

This tool needs the following inputs:

• The division ratios of the reference (R) and feedback (N) dividers

• The frequency of the reference crystal (Fref)

• The extra attenuation provided by the loop filter to the spurious emis-
sions (ATTEN)

• The Voltage Controlled Oscillator (VCO) gain (Kvco)

• The loop phase margin (PM)

• The 1 Hz normalized phase detector noise floor
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• The loop bandwidth (L1Hz)

• The synthesizer output frequency (Fout)

• The Charge Pump (CP) current

• The charge pump leakage current

• The frequency step and the tolerance to calculate the lock time.

• Two empirical constants to estimate the spurious emissions and the
phase noise of the feedback divider

• VCO and reference crystal.

And Simusyn gives the following outputs:

• Phase noise at the loop output

• Spurious emissions

• Lock time

3 Validation of the Simusyn

In order to verify the accuracy of Simusyn, the integer frequency synthesizer
LMX2330L from National Semiconductor has been employed. Its maximum
operation frequency is 2.5 GHz. The variable parameters of this frequency
synthesizer are the charge pump current and the division ratios of the refer-
ence and feedback dividers. The measurements taken:

• Variation of the charge pump current,

• Variation of the feedback division ratio, which leads to a variation of
the output frequency and VCO gain, and
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• Variation of the feedback and reference division ratios keeping constant
the output frequency but modifying the reference frequency.

The errors of phase noise, spurious emissions and lock time are lower than
±2.7 dB, ±1.2 dB and 6% respectively.

4 Conclusions

• An innovative mathematical simulation tool has been developed in or-
der to estimate the phase noise, spurious emissions and lock time with
high accurate.

• This tool has been validated by means of a commercial frequency syn-
thesizer.

• The errors of phase noise, spurious emissions and lock time are lower
than ±2.7 dB, ±1.2 dB and 6% respectively, which can be considered
acceptable for this research work.

• Once this tool has been validated, Simusyn has been applied to the
design of a low noise synthesizer for the 5-GHz WLAN IEEE 802.11a
standard.

• The high accuracy of the final results strengthens the validity of the
mathematical simulation tool Simusyn.
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L. Hilario [ ∗, A. Falcó[, N. Montés† and M.C.Mora‡
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1 Abstract

In this paper we propose a tensor based description of the Bézier Shape
Deformation (BSD) algorithm, denoted T-BSD. The BSD algorithm is a
well-known technique, based on the deformation of a Bézier curve through a
field of vectors, [10, 11, 12, 13, 14]. A critical point in the use of real-time
applications is the cost in computational time. Recently, the use of tensors
in numerical methods has been increasing because they drastically reduce
computational costs[1, 2, 3, 4, 5, 6, 7, 8, 9]. Our formulation based in ten-
sors T-BSD provides an efficient reformulation of the BSD algorithm. More
precisely, the evolution of the execution time with respect to the number of
curves of the BSD algorithm is an exponentially increasing curve. As the nu-
merical experiments shown, the T-BSD algorithm transforms this evolution
into a linear one. This fact allows to compute the deformation of a Bézier
with a much lower computational cost.
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2 The use of tensors

One of the most important facts in engineering applications is the cost in
computational time. A critical point appearing in this context is related
to real-time processes. In consequence, one of the main goals is to develop
algorithms that reduce, as much as possible, the execution time of existing
real-time algorithms.

Lately, interest in numerical methods that make use of tensors has in-
creased because they drastically reduce computational costs. It is particu-
larly useful for high-dimensional spaces where one must pay attention to the
numerical cost (in time and storage).

The main goal of this paper is to introduce tensor calculus in order to
improve the procedure described in [12, 13, 14]. The tensor reformulation
of the BSD algorihtm is called Tensor-Bézier Shape Deformation (T-BSD).
As a result, the computational cost is reduced to obtain a suitable real-time
performance.

3 Comparing BSD and T-BSD algorithms

The BSD was applied and published in [12, 13, 14]. The BSD algorithm
computes the deformation of a continuous Bézier curve through a field of
vectors including some constraints. In Figure 1 it is shown an example of a
deformation of a Bézier curve.

In [12], it was used to improve the numerical simulation of Liquide Com-
posite Moulding processes. In this case the BSD was used to represent as a
continuous curve and update the information of the resin’s flow front when
the mould is filling.

Later, in [13, 14], the algorithm was applied to mobile robots to obtain
a new technique for flexible path planning based on the deformation of a
Bézier curve through a field of forces (vectors). The focus of this research
was the generation of a smooth collision-free trajectory for an holonomic
mobile robot.

With T-BSD the reduction of the computational cost of the BSD al-
gorithm is achieved. Figure 2 shows the evolution in computational time
required for the calculation of the deformation of Bézier curves (composed
of different number of Bézier curves) with the BSD and T-BSD methods. It
is clear that, as the number of curves increases, BSD grows exponentially,
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Figure 1: An example of the deformation of a Bézier curve αn
t (u) through

a field of vectors joining the Start Points Si and the Target Points Ti. The
modified Bézier is represented as αn

t+∆t(u)
.

whereas T-BSD grows linearly.
Our objective is the use of this algorithm in real-time. In fact, whereas

the BSD algorithm can use up to 70 quadratic curves for the computation
of the modified Bézier curve in one second (see Figure 2), its reformulated
algorithm T-BSD is able to use up to 170 curves within the same period of
time, which highly increases the accuracy of the modified Bézier curve when
it is compared to the BSD method. The use of tensors reduces the calculation
time.

This comparison has been computed using a PC with a 3.06 GHz Intel
Core i3 and 4GB RAM.

4 Conclusions

This article presents a use of tensors wich reduces the computational cost of
the BSD algorithm. The calcuation costs depend on the number of curves
required to compute a new Bézier curve from a given one. The number of
the curves is highly related to the accuracy of the modified Bézier, the more
curves are used the better the accuracy of the new Bézier. As a consequence
of the use of tensors, the T-BSD algorithm enjoys the same properties but
with very low computational time.
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Figure 2: The comparison of the computational cost of BSD and T-BSD
methods.
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1 Introduction

The dynamics of different iterative methods for the solution of nonlinear
equations has been widely studied (see, for example [1]-[2] and the references
therein) by analyzing the properties of the rational functions in the complex
plane that arise when applying the method to polynomials of certain degree.
Here we deal with an interesting real application of celestial mechanics that
produces a 2×2 system of algebraic equations in the real 2-dimensional plane.
Our idea is to apply the tools of the theory of complex dynamics to this case.

In the classical N -body problem, the search of relative equilibrium solu-
tions is a very intricate problem itself, because the number of real solutions
increases very fast while the number of interacting bodies N grows and at
present nobody knows even how to find the number of all equilibrium solu-
tions (or central configurations) for arbitrary N . Only few such results are
known for small N (N = 2, 3, 4) or for some particular, for example, sym-
metric cases. The equations that determine relative equilibrium solutions in
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N -body problem are nonlinear algebraic equations and usually contain some
geometric or dynamic parameters.

In this paper we consider the equilibrium solutions in the newtonian pla-
nar circular restricted four-body problem [3]-[4], formulated on the basis of
Lagrange’s triangular solutions. The corresponding system, which deter-
mines equilibrium positions of the body of infinitesimal mass

(
√

3x− y)

(
1− 1

(x2 + y2)3/2

)
+ µ1

(√
3(x− 1) + y

)(
1− 1

((x− 1)2 + y2)3/2

)
= 0

2y

(
1− 1

(x2 + y2)3/2

)
+ µ2

(√
3(x− 1) + y

)(
1− 1

((x− 1/2)2 + (y −
√

3/2)2)3/2

)
= 0,

(1)

has from 8 to 10 solutions, depending on two mass parameters µ1 and µ2.
Parameters µ1 and µ2 are mass ratios and are chosen in such way to be varied
from zero to one.

In order to determine the equilibrium points, we apply Newton’s method,
[5], to this system, starting from a given initial approximation. Newton’s
iterations generally converge to a solution, but it is not easy to predict to
which one, depending on the starting point. The attraction basin of a root
is formed by the starting points whose Newton’s iterations converge to this
root. We find that the attraction basins of the roots of this system are
very irregular, chaotic and full of noise, especially if parameters µ1 and µ2

are close to zero (the most interesting case for applications). This means
that the problem of choosing initial estimations for the iterative method is
very sensitive and needs careful consideration, because the next step is the
stability analysis of every solution under any values of parameters. We have
confronted the numerical solutions with the solutions obtained in the form of
power series [6] in order to determine if the series approximations are suitable
as starting points for the Newton’s iterations.

2 Attraction basins for Newton’s method

Let us recall some concept on dynamics. If G : Rn −→ Rn is Fréchet differen-
tiable , given x ∈ Rn, the orbit of x is the set x,G(x), G2(x), . . . , Gp(x), . . ..
A point xf ∈ Rn is a fixed point of G if G(xf ) = xf . Let xf be a fixed point
of G. The attraction basin of xf is the set of points whose orbits tend to that
fixed point.
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Here we consider the iterative function G obtained by applying Newton’s
method to system (1) for given values of the parameters µ1 and µ2. The
analytic expression of G has been obtained by using symbolic computation
in Matlab2011b.

In [3] the authors analyze the number of solutions of the system for dif-
ferent values of parameters µ1 and µ2 finding a bifurcation curve that divides
the rectangle (µ1, µ2) ∈ [0, 1]× [0, 1] in two zones.For parameter values below
the curve, the system presents 8 solutions, 10 above the curve in the upper
part and 9 along it. It is interesting seeing how the basins change with the
number of solutions and what happens near the bifurcation curve.

Fixing the value of µ1 = 0.9 and giving different values to µ2, we examine
different cases for the solutions. The bifurcation curve appears about µ2 =
0.44. For lower values of µ2 there are 8 solutions and for higher values 10.

For small values of the parameters, the basins are very intricate. The
bigger are the parameters, the simpler are the basins, but they always have
a fractal appearance.

3 Power series solutions

This section is devoted to the construction of solution in the form of a power
series. If we are interested mostly in case µ1 > µ2 then it is expedient to
expand the power series in terms of small parameter µ2. In this way the
expansions will be more accurate. But if it is required to consider the case
µ1 < µ2 then the precision will be better if the power series expansion will
be carried out in terms of small parameter µ1.

4 Initial estimations

The objective of this section is to assess the suitability of the series approx-
imations of the solutions as starting points for the Newton’s iterations to
converge to the desired solution.

We consider a discrete mesh of pairs (µ1, µ2) in the rectangle [0, 1]× [0, 1].
For each point in the mesh, we compute the Newton iterations starting from
a partial sum of the series considered in the former section and see if they
converge and to which solution.The pairs (µ1, µ2) for which sij belongs to the
attraction basin of Sk constitute the Sk-suitability region of the j-th partial
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sum of the series i.

5 Conclusions

We have analyzed the attraction basins of the equilibrium solutions of the re-
stricted four-body problem . Due to the complexity of the attraction basins,
it is difficult to guarantee that a starting point will converge to the desired
solution. By using series expansions one can obtain approximations for the
solutions that can be used as starting point for Newton’s iterations. We have
presented a graphical analysis of the behavior of different series approxima-
tions obtaining the suitability regions for different orders and equilibrium
points. In particular, we have seen that the partial sums of series do not
provide better estimations for Newton’s method than its zero term.
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1 Introduction

The inverse eigenvalue problem for Hermitian anti-re�exive with respect to
a generalized re�ection was solved by Peng in 2005, (that is, A = −JAJ ,
where J is involutory and hermitian). On the other hand, the optimization
problem related to re�exive matrices with respect to a pair of generalized
re�ections was studied by Chen. The inverse eigenvalue problem for Hermi-
tian re�exive (anti-re�exive) matrices with respect to a Hermitian tripotent
matrix was investigated by the authors. Another similar structured matrices,
such as Toeplitz, have been studied in the literature. The inverse eigenvalue
problem has been applied in a wide range of areas such as control theory,
mechanic engineering, quantic physics and electromagnetism, etc. and some
numerical methods were developed to solve them. In this paper, we consider
the problem of Hermitian matrices re�exive with respect to a normal {k+1}-
potent matrix J . This problem extends all these mentioned cases related to
re�exivity.
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In this paper we consider a normal {k + 1}-potent complex matrix J ∈
Cn×n (that is, JJ∗ = J∗J and Jk+1 = J for some k ∈ N).

De�nición 1. A Hermitian matrix A ∈ Cn×n is called re�exive with respect
to the matrix J if A = JAJ . The set of all these matrices is denoted by
HJn×n.

Clearly, the eigenvalues of such matrices are real.
Let X ∈ Cn×m and a diagonal matrix D ∈ Rm×m two given matrices.

The inverse eigenvalue problem can be stated as follows:

(I) Find all the matrices A ∈ HJn×n such that AX = XD [3].

Assume that the solution set S of problem (I) is nonempty. In this paper we
solve the following problem:

(II) For a given matrix Ä ∈ Cn×n, we want to �nd Â ∈ S such that

min
A∈S
‖A− Ä‖F = ‖Â− Ä‖F ,

where the Frobenious norm is considered.

2 Main results

In [3], the authors found the next Theorem. The structure of the matrix J
is

J = U diag(ω1Ir1 , . . . , ωtIrt , Ort+1)U
∗ (1)

where r1 + · · ·+ rt = rango(J) and r1 + · · ·+ rt + rt+1 = n. Partitioning the
matrix A ∈ HJn×n as

U∗AU =


A1,1 . . . A1,t A1,t+1
...

. . .
...

...
At,1 . . . At,t At,t+1

At+1,1 . . . At+1,t At+1,t+1

 (2)

and considering that the eigenvalues are ordered as follows (when 1 and −1
appear) 1,−1, ω3, ω3, . . . , ωp−1, ωp−1, 0, the matrix A can be written as

A = U diag(A1,1, A2,2, Ã3,4, . . . , Ãp−1,p, O)U∗ (3)
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where

Ãs,s+1 =

[
O As,s+1

As+1,s O

]
for s ∈ {3, 5, . . . , p− 1}. (4)

We use the following notations: W (r)(X) = I−XX† andW (l)(X) = I−X†X.

Teorema 1. Let X ∈ Cn×m, D ∈ Rm×m a diagonal matrix and J partitioned
as in (1). Consider the partition

X = U
[
XT

1 XT
2 X̃T

3 X̃T
5 . . . X̃T

p−1 XT
p+1

]T
(5)

with X̃T
s =

[
XT

s XT
s+1

]
, s ∈ {3, 5, . . . , p − 1}. Then there exists a matrix

A ∈ HJn×n such that AX = XD if and only if

XiDX†i − (X†i )
∗DX∗i = (YiW

(r)(Xi))
∗ − YiW

(r)(Xi) for i = 1, 2; (6)

and

XsDW (l)(Xs+1) = O, W (r)(X∗s )DX∗s+1 = O, X∗sXsD = DX∗s+1Xs+1

(7)
for s ∈ {3, 5, . . . , p − 1} and also Xp+1D = O. In this case, the general
solution is given by

A = U diag
(
A1,1, A2,2, Ã3,4, . . . , Ãp−1,p, O

)
U∗ (8)

where
Ai,i = XiDX†i + YiW

(r)(Xi), i = 1, 2, (9)

As,s+1 = (Xs
∗)†DX∗s+1+W (l)(Xs

∗)XsDX†s+1+W (l)(Xs
∗)YsW

(r)(Xs+1) (10)

A∗s+1,s = As,s+1, for s ∈ {3, 5, . . . , p − 1} and Y1, Y2, Ys, s = 3, 5, . . . , p − 1,
are arbitrary.

If S 6= ∅, it can be seen that S is a convex closed set. So, Problem (II)
has a unique solution ([2], p. 22). In order to solve this problem we need the
following result.

Lema 1. Let M1 ∈ Cm×r, M2 ∈ Cn×t, R1 ∈ Cr×n and R2 ∈ Cr×n. Then the
solutions of the optimization problem

min
Y ∈Cr×n

‖W (l)(M1)YW (r)(M2)−R1‖2F + min
Y ∈Cr×n

‖W (l)(M1)YW (r)(M2)−R2‖2F
(11)
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are the matrices Ŷ ∈ Cr×n given by

Ŷ =
1

2
(R1 +R2) +GM2M

†
2 +M †

1M1G−M †
1M1GM2M

†
2

for arbitrary matrices G ∈ Cr×n.

The explicit general solution of Problem (II) has now the following form.

Teorema 2. Let Ä ∈ Cn×n such that

U∗ÄU =


Ä1,1 . . . Ä1,p Ä1,p+1
...

. . .
...

...

Äp,1 . . . Äp,p Äp,p+1

Äp+1,1 . . . Äp+1,p Äp+1,p+1

 (12)

where Äi,j ∈ Cmi×tj , m1 +m2 + · · ·+mp+1 = t1 + t2 + · · ·+ tp+1 = n and U
as in (1). Under the conditions of Theorem 1, if S 6= ∅, then Problem (II)
has a unique solution given by

Â = U diag(A1,1, A2,2, Ã3,4, . . . , Ãp−1,p, O)U∗ (13)

where Ai,i = XiDX†i + (Äii − XiDX†i )W
(r)(Xi) for i = 1, 2, Ãs,s+1 is given

by (4), A∗s+1,s = As,s+1 and

As,s+1 =

(Xs
∗)†DX∗s+1 +W (l)(Xs

∗)XsDX†s+1 +
1

2
W (l)(Xs

∗) (Rs +Rs+1)W
(r)(Xs+1)

for s ∈ {3, 5, . . . , p− 1} where{
Rs = Äs,s+1 − (Xs

∗)†DX∗s+1 −W (l)(Xs
∗)XsDX†s+1

Rs+1 = Ä∗s+1,s − (Xs
∗)†DX∗s+1 −W (l)(Xs

∗)XsDX†s+1

. (14)

The proof of this result is based on the invariance of the Frobenious norm
with respect to the unitary transformations. After that, an application of
Lemma 1 leads to the result.
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