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Modelling the flyby anomaly in a
Whiteheadian theory of gravity

L. Acedo *

Instituto Universitario de Matematica Multidisciplinar,
Building 8G, Door C, Second Floor,

Universitat Politecnica de Valéncia, 46022 Valencia, Spain

November 30, 2015

1 Introduction

Back in 1990 NASA engineers noticed that the Galileo spacecraft flyby of the
Earth exhibited an anomalous behaviour. The Deep Space Network records
the Doppler frequency shifts of radio signals as a measured of the velocity
of these spacecraft. After substracting all possible sources of perturbations
(including the Sun, the Moon, other planets, etc) a residual postencounter
increase in the frequency of radiosignals persisted. This can be interpreted
as an increase of 3.92 mm /sec in the final velocity of the Galileo spacecraft in
this particular flyby [1]. Later on, a similar anomaly showed up in subsequent
flybys performed by the Galileo spacecraft in 1992, NEAR in 1998, Cassini
in 1999 and the Rosetta and Messenger spacecraft in 2005. It is expected
that the recent Juno flyby whose perigee was achieved on September, 10th,
2013 would also exhibit the anomaly but, apparently, the data is still not
analyzed [2].

Among the conventional effects considered to explain the anomaly, some
authors have calculated the order of magnitude of atmospheric friction, tides,
charge and magnetic moment of the spacecraft, Earth albedo and Solar wind

*e-mail: luiacrod@imm.upv.es
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[3]. Detailed calculations of the effects of the zonal harmonics in the improved
Earth gravity models [2] and the gravitomagnetic effect predicted by General
Relativity [4] have also proved insufficient to explain the anomalous increases
or decreases of asymptotic velocities. Possible explanations based upon new
ideas have also been considered in recent literature such as the interaction
of the spacecraft with an halo of dark matter surrounding the Earth [5], a
strong gravitomagnetic field generated by the Earth and following the celes-
tial parallels [6], anomalous couplings to the gravitational potential vector of
linearized General Relativity [7] or a modification of the classical Newtonian
potential of a spherical planet by an offset of the gravitational centre [8]. All
these unconventional ideas are highly speculative and they are not supported
by a theoretical framework.

Consequently, after 25 years of research this problem is still unsolved and
it has even been featured in the list of unsolved problems in physics provided
by Wikipedia [9].

In this work we have considered a recently proposed extension of White-
head’s theory of gravity [10, 11] as a possible avenue to explain the flyby
anomaly.

2 The extended Whitehead-Bel theory

The famous philosopher and mathematician A. N. Whitehead was also a
recognized author in the field of theoretical physics. Although not so well-
known as his work on philosophy of mathematics he proposed an alternative
to Einstein’s theory of General Relativity in 1922 in a book entitled The
Principle of Relativity [12]. The basic concept in Whitehead’s theory is the
null vector joining the retarded position of the source of gravity and the test
particle:

L% =z% — 2% (1)

In terms of the source’s four-velocity, u® and the four-vector [* = 1/u,L*L*
we define the following symmetric covariant tensor:

2Gm
g;u/ = 77;1,1/ - CQTZ;LZV ) (2>
where 7, is the diagonal Minkowski’s metric: 7yg = —1, 91 = 19y =153 = 1,

Nw = 0, p # v . Here, g, plays the role of the metric tensor in the
curved spacetime General Relativity (GR) but Whitehead’s considered the
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background spacetime as Minkowsikian. With these tools we can recover the
predictions for the classical tests of GR [13].

Recently, Bel has proposed an extension of Whitehead’s theory based
upon the more general symmetric covariant tensor we can build in terms of
linear combinations using the four-velocity, u#, the retarded position vector,
[ and Minkowski’s metric tensor, 7, as follows:

I = M T+ 71, (Aouuuy + A177,w + Ay (luul/ + ll,uu) - Agl“lu) ) (3)

where A, ..., A; are constants determined by two conditions:(i) Consis-
tency with Einstein’s vacuum equations and (ii) The Newtonian limit. This
yields Ay = 2(A; — A, and A, — A; = 2GM. G being the gravitational
constant and M the mass of the source [10, 11, 14].

3 Results and Conclusions

The equations of motion for the model described in the previous section can
be obtained from the geodesics [14]. In the limit of low velocities (the source
move at speed small compared with the speed of light) we obtain that the
total force exerted upon a test particle at a distance D from the center of
the Earth and with declination angle ¢ is given by:

Gm

Fl = —ﬁ COS(;, (4)
Gm (wR?
2 f— S — —_—
F? = T <5Dc> cosd , (5)
G
F? = —D—n;siné, (6)

where R is the Earth’s radius, m its mass, ¢ the speed of light and w
the angular velocity corresponding to Earth’s rotation around its axis. The
components in Eqgs. (4) and (6) are give the classical Newtonian force but
there is an extra component in Eq. (5) not predicted by GR or Newtonian
theory corresponding to a circulating field of force which follows the celestial
parallels.
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Although the Newtonian forces acting upon a rigid spherical body cannot

modify its angular momentum, it can be shown that the circulating field in
Eq. (5) allows for a transfer of energy and angular momentum from the Earth
to the spacecraft or viceversa providing a mechanism to explain the reported
flyby anomalies. For a quantitative analysis of the predictions compared with
the observations for six flybys the interested reader is referred to Ref. [14].
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1 Introduction

Intermittent water supply (IWS) is a form of access to water in which the
water is supplied only a few hours per day. This leads to problems of equity
of supply [1, 2], infrastructure deterioration [3] and water quality [4]. Despite
these problems, IWS is very common in developing countries [5], where con-
tinuous supply is very difficult due to insufficient funding, physical scarcity
or mismanagement [6].

Generally, water companies that manage IWS have reduced economic
resources. Therefore, proposals to improve the system performance must be
based on alternatives that involve reduced human and economic resources.

If the network is not sectorised, IWS is simultaneous for all users. When
the network is sectorised, sectors have non-simultaneous delivery schedules.

One problem of IWS is the peak flow occurring at certain times of day.
This value is usually greater than the peak flow in a system with continuous
water supply (CWS). This reduces pressure and flow at the ends or high
points and causes inequity in the supply and complaints from users.

*e-mail: amilay@upv.es
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Reorganizing supply schedules based on qualitative and quantitative tech-
nical criteria reduces the peak flow and consequently improves pressures.

Water company experts’ opinion is very important in the optimization
process. Thus, pairwise comparison matrices defined in the Analytic Hierar-
chy Process (AHP) [7] method are used to quantify this opinion.

2 The Proposed Methodology

In an TWS the pattern of supply tends to be constant by the presence of
household deposits. Large flows occur in the first minutes but they are
reduced at the end of the delivery period. The flow variation is not large,
ranging from 20% to 30%. Therefore, it can be simplified by calculating the
average volume per delivery period (Vs) [8] or supply blocks.

daily volume supplied to sectors;
VSj =

number of supply hours

The optimization process assigns a new schedule to these supply blocks
based on the defined technical requirements. In this paper we use four crite-
ria, three quantitative and one qualitative.

Pressure (C1): sectors with lower operating pressure are those that can
change their schedule, and users with lower pressure accept the measures
taken to improve their conditions of service. Number of users (C2): the
more users the sector have, the lower the possibility of modifying its supply
schedule. The aim is to improve the service and reduce the number of people
affected by the change. Supply hours (C3): the sectors that have fewer supply
hours have greater flexibility in assigning a new schedule.

The qualitative criterion is related to the ease of operation of the sector
(C4). It depends on various factors: the availability of sectorisation valves,
their proper performance, their accessibility, the working difficulty for oper-
ators, the mainly manual operation, complaints from the users, and others.
Thus, this qualitative variable is consulted to experts from the water com-
pany with the AHP methodology. The weight of this variable in every sector
is the normalized geometric mean of the eigenvectors of the pairwise com-
parison matrices of each expert. Experts are also consulted to establish the
weight of each criterion. Then the weight associated to number of users
(wuj;), pressure (wp;), supply hours (wh;), and ease of operation (wo;) for
each 7 sector are calculated. These weights are used in the objective function.
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We use integer linear programming (LP) with binary variables. As a result
of the optimization process we obtain an m X n matrix of binary variables
V' = (vg), where m is the number of hours of a day, and n is the total number
of sectors. A value of 1 in the matrix indicates the start of the supply period
of the sector.

To reallocate supply schedules in a block (all supply period), we propose
to use the m x m schedule square matrix U = uy,, where

1 k=1,...m ANl =kk+1,...;k+h—1,
uy =4 1 if k+h—1>m, thenl=1,2,....k+h—1—m,
0 otherwise.

to calculate supply schedule vectors for each sector j:

m m m
_ () @) @MY\ _
X; = <Z Vij Uy 72%‘3‘%‘2 yee 7Zvijuim = (@15, Toj - - s Tiyj)-
i=1 i=1 i=1

Multiplying the hourly volume V's; by the supply schedule vector X;
correspondingly, we obtain the volume delivered to each sector in the corre-
sponding period represented by vector B;.

B] = VS] . (xljvajJ Ce ,.ij) — (b1j762j7 v 7bm3)

To start with an initial priority in the current schedule for each sector,
we propose an m X n matrix S = (s;;) where s;; = 1 for an hour with water
supply and s;; = 0 for an hour without water supply. We must include in
the objective function the information of volume entering the tank per hour.
The normalized value is t;. The hour in which more water enters the tank
is prioritized. There is also the possibility of sectors operating in cascade.
Therefore, we consider the supply hour s;, and supply volume z;, of the
sector in cascade.

These elements allow us to configure the optimization problem.

Maximize Z (Z(ij + WU + U)hj + wo; + Sij)xij + tl' Z Lij + Six * xiy)
i=1 \j=1 j=1

Subject to Zvij =1V Zxkj <SSV E; Zbki <VSVE.

i=1 j=1 i=1
The first constraint forces one supply period per sector. In the second con-
straint the number of sectors that can work simultaneously, S5, is limited.
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The output volume of the tank, V.S, is the most important constraint
in the optimization process. This value allows us to rearrange the supply
schedule of each sector and to find scenarios with better service conditions.

ne | sector | osreae TR (2| 2[5 2]S ]2 I EIEIEEIEIEIEIEIEIEIEIEIEIEE
—_ (3] L] -9 L] L=1] - [==] w = —_ (] L) -y

1 S0-08 4:00 - 500

2 S0-08 4:00 - 20

3 5007 4:00 - 50

1 | siaE £00- 30

3 -0 400 - 20

& 5-11 400 - 50

T S-0= 200- T

8 5M-12 200- T

5 Si-14 20D- T

10 5M-18 200- T

1 S-18 20100- T

12 5 Z1:00- 5

13 Moz 20x00 - 10:00

14 | =01z £00-T

13 S-18 20 |

Figure 1: Supply schedule of each sector, Oruro south subsystem

3 Example of implementation

The proposed methodology is applied to the south subsystem of the supply
network of Oruro city (Bolivia). This network is configured by fifteen sec-
tors with a single feed point (tank). Daily volume supplied, current supply
schedule (Figure 1), number of supply hours, pressure, number of users of
each of the sectors and the volume entering the tank each hour (Figure 2)
are known. The optimization process selects sectors that must change their
schedules and moves them to an optimal schedule based on quantitative and
qualitative criteria. Thereby, we reduce the peak flow that is characteristic
of TWS systems. An example of a restriction of 350 m?/h reconfiguration
schedule is shown in Figure 3. Pressures in sectors improve after reducing
the peak flow and changing some supply schedules.
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[T S

olurme tr3 hi
I

o8 4 = o6 7T o8 85 10 111213 14 1= 18 17 18 189 20 21 o2r 23 24

=@ = nputtotanl == Currant suppl curee == Zvarage flow
Figure 2: Volume entering the tank and IWS current supply curve

4 Conclusion

Supply schedule management does not seek to perpetuate IWS. It is intended
as a short-term technical management solution, which seeks to improve the
conditions of service and therefore improve quality of life. It is also a useful
tool for a gradual transition from IWS to CWS.

Solutions to make IWS systems work better don’t necessarily require the
construction of new infrastructure. IWS systems with insufficient funding
have few economic resources. Solutions must be found based on existing
infrastructures and demanding minimal human and economic resources.

As a part of the LP problem, we propose the use of schedule matrices,
which play an important role in the solution. They allow change the sector
schedule in blocks. Therefore, they are very useful for this kind of problems.
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1 Introduction

Hard capsules are manufactured in a continuous process on large automatic ma-
chines, see Figure 1. They are formed on stainless steel mould pins mounted
in-line onto metal strips (bars). There are different sets of bars to make the caps
and bodies of each size of capsule. Groups of bars are dipped in to a temperature
controlled container, called a dip pan, containing a warm aqueous solution of
the polymer, either gelatin or hypromellose (HPMC). Films are formed on the
mould pins most commonly by a gelation process that relies on the temperature
difference between the cold pin and the hot solution. This is an inherent property
of gelatin solutions and HPMC solutions are formulated to gel by the addition of
a network former such as carrageenan and potassium chloride as a promoter [2].
The bars are raised out of the dip-pan and are rotated end over end to improve
the film distribution on the pins as they are transferred from the lower level of
the machine to the upper one. At this point the films have set and are no longer
mobile. Groups of bars are moved by hydraulic pushers through a series of drying
kilns, which use large volumes of controlled humidity and temperature to dry the
films. At the end of the upper level the bars are transferred to the lower level and

*guillermo.ayalaQuv.es;FdiezQqualicaps.es; mgasso@mat.upv.es,JBE2@Qcardiff.ac.uk
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Figure 1: Capsules manufacturing ( From Qualicaps Europe).

are moved back to the front-end of the machine. When the pins emerged from
the kilns they are dried to a level of >16.0%, which is just above the upper level
of the standard moisture content specification. These dried films adhere strongly
to the pins. The next part of the process is to strip them from the pins using
metal jaws. The internal lubricant content (ILC) is a critical factor enabling this
to occur without capsule damage. If insufficient is used the capsule shells will
split during removal. Pairs of bars, one cap and one body are selected from each
side of the machine and enter into the automatic section. The lubricant is a
propriety mixture pharmaceutical grade excipients and is different for each cap-
sule manufacturer and their compositions are registered in the companies Drug
Master File. Lubricant is loaded into a pump, the flow rate from which can be
adjusted using a pressure valve. The lubricant is applied to a circular foam roller
that transfers a sufficient quantity to the pins as they pass underneath. The pin
bars are moved towards the centre of the machine and the pins are inserted into
rotating circular tubes lined with a felt pad. These clean the pins and spread the
lubricant evenly over their surface. These pads are changed at regular intervals
to avoid a build-up and saturation with the lubricant [1, 2, 3, 4, 5].

Several papers have described the influence of ILC on aerosolization [6, 7].
The reference [7] showed that there is an optimum ILC range to obtain good
powder release from capsules as measured by their emitted dose and fine particle
fraction [7]. They suggested that the effect could be related to the roughness of
capsule internal surface.

2 Results

The experts have evaluated the most important factors in the process control.
Our study have two main goals. Firstly, the evaluation of which of these factors
are important i.e. their effects are relevant for the response variable, internal lu-
bricant content (ILC from now on). Our experimental design has two categorical
factors (pump flow and pin location) and one numeric covariable (time) with a
sample size of 432 corresponding to three levels for each experimental factors, 24
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Figure 2: Observed means for different pump flows: low (solid line), medium
(dashed line) and high (dotted line).

instants for the covariable time and two replications. The statistical analysis was
perfomed using the software environment R. We evaluate if there are significant
factors or if there exists any relevant interaction between them. All pairwise com-
parisons of means and variances for each categorical factor have been performed
and the results appears in table 1.

Table 1: Comparison of means (t-test) and variances(F-test)

Dif.

95% CI

95% CI

p1 | Ratio Do

Pump flow 1-2 -16.66 [-20.14,-13.18] 0.00 | 0.61 [0.44,0.85] 0.00
2-3 -1.69  [-5.56,2.17]  0.39 | 1.00 [0.72,1.40] 0.98

1-3 -18.35 [-21.83,-14.88] 0.00 | 0.62 [0.45,0.86] 0.00

Location Bar4-Pil -9.43  [-13.12,-5.73]  0.00 | 0.74 [0.53,1.03] 0.07
Pil1-Pi28 -2.32  [-6.47,1.83] 0.27| 0.84 [0.60,1.17] 0.29

Bar4-Pi28 | -11.75  [-15.64,-7.85] 0.00 | 0.62 [0.45,0.86] 0.00

A full factorial linear model have been fitted. A variable selection was ap-

plied using and stepwise approach in order to minimize the Akaike information
criterium. The final selected model has only the main effects (for pump flow and
location) and two interaction, pump flow with time and pump flow with location.

Secondly, a functional data approach has been used. The response is now the
observed ILC along time and the predictors are pump flow and location. The
mean functions for different pump flows (respectively locations) were compared
using a functional anova. Significant differences are observed for pump flow factor
but not for location.
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1 Introduction

Fracking for natural gas and oil extraction significant leaks of methane, a po-
tent greenhouse gas. This extraction technique proliferate across world, and
scientists are raising questions about whether millions of gallons of contam-
inated drilling fluids could be threatening water supplies, affecting human
health and increasing greenhouse effects.

Currently, many companies are using methane-leak detection tools, such
as infrared cameras, that are too labor-intensive and fail to find many sources.
Researchers are developing more sensitive methane sensors for leak detection
that utilize cavity ring-down spectroscopy (CRDS). These sensors can dis-
cern between oil-and-gas-related methane emissions and those from biogenic
sources, such as cattle. A principle advantage of the sensor is its simple de-
sign, which allows for a lighter weight and less expensive, less complicated
systems. This makes the sensor suitable for large-scale deployment in both
stationary systems and unmanned aerial vehicle and drone applications.

One of these applications is presented in [1], where a methane sensor
mounted on a remotecontrolled aircraft is developed. The aircraft was used
to quantify emission rates from well pads and a compressor station in Texas,
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USA. In another paper presented in [2], a drone have been used for de-
tecting fugitive methane emissions. Althought currently there are several
applications of UAV for methane detection we have not found specific swarm
behaviours for this task, which is specially relevant for large area navigation
and data recollection.

2 Microscopic behaviour

In this paper we will present a swarm behaviour, which monitors gas leaks by
using a swarm of homogeneous UAV. Thus, this system is fully distributed,
scalable and highly fault tolerable. Our main goal, once the behaviour is
designed, is to determine the ability of the swarm to locate, converge and
follow a gas leak. Therefore, a macroscopic model to predict the global
behaviour of the swarm and to verify its performance will be specified. More
specifically, we propose a homogeneous behaviour, executed by all agents,
consisting of two states. Initially, drones look for any trace of the leak in the
environment. Once the leak is detected, the drone will head to it. Then, the
drone will try to stay in its perimeter. The initial state is Discover, since
we initially assume that the position of the leak is unknown. The transition
from Discover state is performed when the agent’s methane sensor detects a
leak. In this case, the new state will be Gas.

vp(t—1)+rand- 1
vg(t) = stes ((pos(s) — pos(rob)) H +
HZLR‘l pos(r;) — pos(rob))

<

S

=
I

‘ + rand - s

Where vp and vg define the velocity to be executed in the Discover and
Gas behaviours respectively. p parameters define the importance of random
perturbations for discovering and action executions using a gaussian random
generator with mean 0 and variance 1. S is a set that contains the most
intense readings for our methane sensor in a period of 1 minute. R is a set
that contains all the swarm drones.
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3 Macroscopic behaviour

In this work, we consider the framework proposed in [4] in order to obtain
the probability distribution of the swarm position for any time ¢. This will
enable us to predict, in great detail, the behaviour of the overall system.
As described by [4], once the microscopic behaviour has been defined, the
global behaviour of the system can be calculated using the Fokker-Planck
equation. This equation provides a method to statistically model a swarm
of robots based on modelling techniques of multi-particle systems from the
field of quantum physics. From a Langevin equation, that represents the
behaviour of a single particle, the Fokker-Planck equation is derived for all
the system.

Ip(r, 1)
ot

As we have already seen in [3], the FokkerPlanck equation implements the
necessary abstraction of microscopic details as described above and treats
rapidly-changing parameters such as noise. It is important to underline that
the equation is still exact if this noise is generated by a Gaussian process, that
is, if it is fully determined by the first two moments. It gives the temporal
evolution of the probability density describing the positions of the agents.

A function determines the displacement of the swarm. A depends pri-
marily on a vector representing the directional information. A potential field
P is commonly used to define it. In our case, we need to establish a function
that takes into account the following things based on the proposed micro-
scopic model: the random motion states of the robot; the probability that
a movement of an agent fails in its execution (e.g. due to a collision); and
the potential field where the robots move. Although it is possible to model
a probability distribution for each state, as our microscopic model has no
interaction between agents (except purely physical, as collisions) and the be-
haviour of states is relatively simple, the macroscopic behaviour of the swarm
can be comprised in a single distribution.

= —V (A(r,)p(r, 1)) + %QW (B2(r, t)p(r,t)) (1)

Ve (T, t
)y 2)
[ Vmyear(r, 1)
Where ~ is a normalization term and mg..; is a potential field obtanied
from the expected leak evolution through the environment.

A=v
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Function B describes the nondeterministic motion and, therefore, it takes
into account the random motion of agents. Two forces, that must be con-
sidered, take part in the microscopic behaviour. On the one hand, some
influences derived from agents that are on Discover and Gas states. On the
other hand, the behaviour itself causes that the environment has areas with
a higher density of agents. In these areas the probability of collision can be
increased depending on the density of agents at a given time.

4 Experimentation

The simulation of the microscopic model has been developed using the soft-
ware MASON. We use a swarm of 100 agents randomly distributed by the
environment that moves uniformly at 60km/h. The simulation uses small
size drones (< 3m?) and a environment size of 1km?.

We have carried out 200 random leak tests through the environment to
verify the correct operation of our model at local level. Initially, we check
the convergence of the swarm for a single static leak. We obtain that all the
robots stay within the gas leak or in their perimeter (distance to the leak < 10
meters) 98% of the tests. Next, using a gas leak simulation tools we verify de
convergence of the swarm with several active leaks (that change and evolve
each simulated time step) with another 200 tests. For this experimentation
we simulate variable winds from 0 to bm/s. In this case we found that 78%
of the times one or more drones are able to detect and follow the leak.

5 Conclusions

Taking into account the properties of methane emissions we have presented
a microscopic model for a swarm of drones, capable of monitoring these leaks
properly. We have also provided a macroscopical model, based on Fokker-
Planck equations that can be used to predict the overall evolution of the
swarm. This mathematical model will calculate the likelihood of an agent to
be placed in a position at a given time. The experimental results presented
show the proper evolution of our system and their ability to detect and follow
a simulated gas leak.
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Abstract

The construction sector headed the Spanish economy during the blooming period 1998-2007;
its direct contribution to the Spanish economic growth amounts over the 20% in annual terms.

The turmoil of the financial sector impacted the Spanish construction companies, mainly due
to their high indebtedness levels combined with the credit shortage from the banking system
to units, sellers and buyers. As a result a relevant number of construction companies declared
in bankruptcy producing a dominos effect impacting the whole Spanish economy. In this
context, taking into account financial-economic information we classify the small medium
sized construction companies by their financial distress levels (solvent; on risk of default).

Then, after identifying those companies which survived to the economic recession we model
the processes of survival of the Spanish SME to find out possible financial-economic patterns
that explain their continuity and to propose guidelines to strategy decision makers.

Keywords: survival; financial distress; construction sector; SME.

1. Introduction

The construction sector in Spain experienced a large expansion since 2000 becoming
the main engine of the Spanish economy, (ICE, 2009).

There was an increase in housing prices and unprecedented growth of mortgage debt.

The global economic crisis (2008) caused a decline in mortgage approvals granted by
banks it led to a clear increase of developers and construction companies declared
bankrupt. However, some companies achieve to survive the financial downsize.

The primary goal of this study is to identify the strategies followed by the Spanish
construction companies on default risk at the beginning of the economic recession that
managed to survive. Also, the specific objectives are:

- Develop a descriptive analysis of Spanish construction companies and its trend
throughout the period of crisis [2008, 2013]

-Classify the enterprises in 2008 according to their economic-financial risk

-Analyze the survival capability of companies.



Modelling for Engineering & Human Behaviour 2015 22

2. Methods

2.1. Sources of information

Employing as primary source of information the database SABI, we selected those
companies whose ownership form was a corporation, N=125,599.

Following, we selected those companies only belonging to the building sector
according the CNAE (code 412), N=87,565. Then, we reduced our sample selecting only
those Spanish companies whose situation was active, default or bankruptcy at the
starting period of study (2008), N=3,185.

Then, our sample was reduced to N=2,444 taking into account only those companies
which a maximum level of annual incomes for the period 2008-2014 was 50 million
Euros. After that, we identified those firms that were operating since 2000, (N=2,098).

Finally, those companies with missing data for the period of study (2008-2013) were
removed from our sample; As a result our sample was composed by N=1,434
companies.

2.2 Methodology
2.2.1 Principal component analysis (PCA)

To identify the economic and financial dimensions of the company that mainly
differentiate them, we apply the PCA that allow us to build artificial variables from the
original information. This technique is employed for reducing the volume of
information by avoiding any possible correlation between the chosen variables.

The ratios employed in the PCA:

Solvency Ratio (SR): Equity capital x 100 / total assets.
Working capital needs

General Liquidity (GL): Current assets/current liabilities.
(WCP) Working capital/ total assets

(ROA) Return on assets

(ROE) Return on equity (Net income/ Shareholder’s equity)
ROCE Return on capital employed: (EBIT/ Capital employed).
RSF Return on Shareholders Funds

Indebtedness’ percentage (IP) : total liabilities/capital employed
Gearing: Long term liabilities / Equity

Interest cover: Margin profit/Financial expenses

2.2.2. Multiple discriminant analysis (MDA)
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In order to find the mathematical model that better discriminate the companies into
two groups (default risk companies at year (n+1) versus no- risk companies at year
(n+1)) by their financial ratios estimates at year n. Hypothesis: the companies are on
default’s risk when their solvency ratio is lower than 1.5 (Amat, 2008).

2.2.3. Survival analysis

The reason to employ survival analysis is the necessity to take into account the variable
time (since other regression techniques such as the logistic regression does not) when
studying the behavior of companies. In particular, we want to identify the time that
takes for a company declare in default as a result of its economic-financial trend.

We chose Kaplan-Meier, a non-parametric estimate of the survival function. This
methodology is commonly used to describe survivorship of study population/s by a
intuitive graphical presentation.

This method calculates the probability of survival every time a company suffers the
event of bankruptcy, from the number of companies that are subject to bankruptcy
due to the crisis. The factor that differentiates one business from others is the initial
classification of companies according to their forecasted risk of default next year

3. Results

3.1 Descriptive Analysis and PCA results

At 2008, the starting year of the study, the 85% firms of our sample were functioning
(Total N=1,434). While at the end of the period of study (2013), the number of
companies operating was amounted to 1,210 which implies a drop of 15.6%. Derived
from the application of the PCA technique the variables ROE, IP, LP and WCP were
those with greater discriminant power, (Cohen et al., 2003)

3.2. MDA Results

Table 1 shows the standardized canonical discriminant Function coefficients with the
variables that better discriminate our sample into two groups: default companies at
(n+1) versus those that are not. The analysis diagnoses correctly the 77,8% companies.

Table 1.
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ROE 0,060 0,002
IP 0,043
LP -0,017 -0,001
WCP -2,815
Constant -1,388

Table 1 shows the IP and the WCP contribute greater than the rest of variables to the
discriminant function, (Altman, 1968).

3.3. Survival Analysis

In survival analysis the total number of companies is 1,267 of which 55.72 % had no
default risk forecast while 44 % did. Also, 10.48% of companies without risk failed
during the crisis, while the 19.61% of companies on risk declared in bankruptcy.

Figure 1 shows how those companies that did not show risk of default initially get
better chance of survival, the difference increases from the third year, when
companies without default risk do not declare in bankruptcy while others do.

Figure 1
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4. Conclusions

The Spanish building sector has been severely damaged by the crisis, as many
companies have closed and all have suffered as reflected in the evolution of its
economic and financial ratios.
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The MDA shows the variables that more influence on the firm’s default risk are the
working capital firms’ percentage.

The MDA is a useful tool to predict the companies on risk to failure since classifies
correctly about the 92% of companies of the sample.

Throughout this study it has been determined that the chances of survival of
companies in a crisis environment decrease if the initial situation is of risk especially
from the third year of crisis environment.

During the monitoring period 10.48% SME that initially were not classified as risk of
default declared in bankruptcy especially during the first three years, and 19.61% of
companies classified as default risk.

The difference between the chances of survival between the two groups of firms
increases from the third year. 50% of the companies that survive the crisis whose
initial situation was risky do in a bad financial economic situation, while the other half
significantly improve their ratios.

Preliminary results show that its main strategy seems to be to improve the state of
liquidity through debt restructuring and the decrease in financial expenses due to
lower interest rates.
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1 Introduction

This paper presents the problem of finding the optimal harvesting strategy
(see [1], [2] and [3]), maximizing the expected present value of total revenues.
The problem is formulated as an optimal control problem [4]. Combining the
techniques of Pontryagin’s Maximum Principle and the shooting method,
an algorithm has been developed that is not affected by the values of the
parameter. The algorithm is able to solve conventional problems as well as
cases in which the optimal solution is shown to be bang-bang with singular
arcs. In addition, we present a result that characterizes the optimal steady-
state in infinite-horizon, autonomous models (except in the discount factor)
and does not require the solution of the dynamic optimization problem. We
also present a result that, under certain additional conditions, allows us to
know a priori the final state solution when the optimization interval is finite.
Finally, several numerical examples are presented to illustrate the different
possibilities of the method.
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2 Statement of the problem

For the study of the economics of a renewable resource [2], we shall first see
the pattern of biological growth of the resource. In this paper, we consider
the growth function for a population of some species of fish. We assume that
this fishery has a intrinsic growth rate denoted by r, which represents the
difference between the population’s birth and natural mortality rates. Let us
assume that the population stock is x, and the rate of change of the population
is . A commonly used functional form is the simple logistic function:

i(0) = o) = ralt) (1- 5 0

where k is the carrying capacity of the species. In this paper, and in line
with [3], we model the dynamics of the fish stock biomass () when human
harvesting is included in the problem, in the more general form as:

#(t) = filx) = h(t) (2)

where h(t), the rate of biomass harvest, will be considered as a independent
variable. Let us now see how to model the cost functions.

Let 7(z, h) be the instantaneous net revenue from the harvest of the stock
biomass:

m(z, h) = p(h)h — c(z, h) (3)

where p(h) is the inverse demand function and c(z,h), the cost function
associated with the harvest. The functional forms for the demand and cost
functions adopted in this paper are:

p(h) =po — p1h (4)
(2, h) = i (5)

where h represents landings of fish and py and p; are coefficients. Substituting
(4) and (5) in (3), the profit function is:

ch®
m(x, h) = poh — p1h® — v (6)

where the meaning of the parameters is: pg is the price of the stock, p; is the
strength of demand, ¢ is the cost of exploitation and « is the harvest cost
parameter.
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Our model of renewable resource exploitation is an open-access fishery
model, in which each firm takes the market price of landed fish as given.
The firm’s objective is to maximize profits from the harvest schedule over
an infinite time horizon, subject to the dynamic constraint equation (2) and
other natural and policy restrictions that involve limits (or bounds) for the
harvest, h(t), and stock, x(¢). Hence, our objective is to maximize profit
from the harvest schedule over an infinite time horizon:

o o0 h()[
max 7(x, h)e dt = max/ h — ph? — @ e Otdt 7
o [ () nax [ (o~ il = ) @

subject to:

@(t) = filx) = h(t); x(0) = o (8)
h(t) € H(t); = € [0, k] 9)

where ¢ > 0 is the discount rate, i.e. the marginal returns on capital for the
company, and x, is the initial stock level.

As can be seen, the stated problem (7), (8), (9) is one of Optimal Control
(OC) that presents a number of noteworthy features. First, the optimization
interval is infinite. Second, the time ¢ is not explicitly present in the problem
(time-autonomous problem), except in the discount factor. Third, we impose
constraints on the control and, fourth, it constitutes a problem which is quasi-
linear when real values are considered for the parameters.

3 Optimization Algorithm

Faced with the complication of having to use different techniques when the
functional is linear or nonlinear in the control variable, the contribution of
our method is that it is valid in cases ranging between quasi-linearity and
singular arcs. We have used the combined techniques of Pontryagin’s Maxi-
mum Principle (PMP) [4] and the shooting method to build this optimization
algorithm. If we denote by Y, (t) the coordination function:

Fu t t s
Yo (t) = —=2 - elo fods / F, - elo f+2 s (10)
f u 0
the theoretical development carried out allows us to present a necessary max-
imum condition.
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Theorem 1. A necessary maximum condition
Let u* be the optimal control, let x* € C' be a solution of the above
problem. Then there exists a constant K € R such that:

If Upin < U* < Upaxy = You(t) = K
If u* = Umax = Y. () <K (11)
If u* = Ui = Y.(t)>K

Thus, the problem consists in finding for each K the function zx that sat-
isfies: wx(0) = x¢, the conditions of Theorem 1 and, from among these
functions, the one that satisfies the transversality condition:

tlirgo A(t) =0 (12)
The algorithm consists of two fundamental steps:

Step 1) The construction of xg. The construction of xx can be per-
formed using a discretized version of the coordination equation: Y,(t) = K.
For each K, we construct the xg, using this equation and when the values
obtained do not obey the constraints, we force the solution to belong to the
boundary until the moment established by conditions of Theorem 1.

Step 2) The calculation of the optimal K. The calculation of the optimal
K could be achieved by means of an adaptation of the shooting method.
Varying the coordination constant, K, we search for the extremal that fulfils
the second boundary condition (12). Starting out from two values for the
coordination constant, K: K, and K., and using a conventional method
such as the secant method, our algorithm converges satisfactorily.

4 Steady-state solution

For time-autonomous problems, where the time, ¢, is not explicitly present
in the problem, except in the discount factor, the optimal solution is time
invariant in the long term and converges to an equilibrium state. The method
developed in [5] characterizes the optimal steady-state in single-state, infinite-
horizon problems, by means of a simple function of the state variable, called
the evolution function.

The method consider the one-dimensional, infinite-horizon problems of
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the form:

max] — / Gla(t), u(t))e dt (13)

u(t) 0
@(t) = f(x(t),u(t)), =(0) =g (14)

For a steady-state solution, v = R(z), the evolution function, is defined by:

B Gu(z, R(x)) i (
La)=0 (fu<x,R<x>> W >> (15)

with:

W(r) = <Gz, R(x) (16)

The function L(x) serves to formulate the following necessary condition for
the location of the optimal steady state x,:

L(z) =0 (17)

To the best of our knowledge, the problem stated in this paper has never
been addressed using this approach. The necessary condition (17), for our
problem, is:

L(z,) =6 (—Wh(:vs, Ffilws)) + W(xs)) —0 (18)

The above equation can be solved for xg, allowing us to obtain the harvest
equilibrium, h,. We can thus know the steady-state solution a priori, without
solving the dynamic problem.

5 Long-term horizon: the end state

Inspired by the previous section, in this section we present a new result
that allows us to calculate a priori the final value that is reached when the
optimization interval is not infinite (once again, without the need to solve
the dynamic problem). To do so, we shall use the same model as above, but
with an optimization interval [0, 7], assuming that it is long enough for the
steady state to be reached in its development. In order to obtain the result,
we need to make an additional assumption: the system must be autonomous,
and hence we must consider 6 = 0. Let us consider the following problem:

max /0 F(a(t), (1)) dt = max /0 (. h)dt (19)

h(t)
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Based on the Euler’s equation, that can be rewritten for autonomous systems
as follows:
F —iF; = cte (20)

and given that the solution for the steady state, (zs, hs) (with & = 0), may be
known a priori by means of the method explained in the previous section, the
value of the constant, cte, present in (20) can be obtained straightforwardly:

cte = F(xs) = m(xs, hs) (21)

If we now consider the final moment, T'; the two following conditions must
be simultaneously verified at that moment, given that the end state is free:

{ F(x(T),h(T)) = cte (22)

The first is the transversality condition corresponding to the free end state,
and the second the simplified Euler equation (20). Simply solving this system,
the end state (x(7"), h(T")) can be obtained straightforwardly.
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1 Introduction

The solution of the Neutron Diffusion Equation (NDE) is the easiest way
to determine the spatial distribution of the neutron flux in nuclear reactors.
Although this equation is a simplification of the neutron transport equation
using the Fick’s Law [1], it is an integro-differential equation depending on
temporal and spatial terms. In reactor physics, one habitually eliminates the
temporal dependence for solving the steady state by transforming the equa-
tion into an eigenvalue problem. In spite of this, geometrical discretization
and numerical methods are required to solve the spatial derivatives of the
NDE.

The Finite Volume Method (FVM) can be easily applied to unstructured
meshes and is typically used in the transport equations [2]. Moreover, the
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FVM is feasible and suitable to be applied to the NDE [3].

One can obtain accurate results with typical algorithms of the FVM ap-
plied to NDE for fine meshes, but they require high computational resources
[3]. In addition, a polynomial expansion method can be used to obtain ac-
curate results for coarse meshes to accelerate the calculation [4]. By means
of this method, the neutron flux is expanded in each cell of the discretized
geometry, as a sum of a finite set of basic polynomial terms, which are as-
signed previously and their constant coefficients are determined by solving
the eigenvalue problem by means of SLEPc [5]. SLEPc is a library for solving
eigenvalue problems in which the associated matrices are large and sparse,
such as those arising after the discretization of partial differential equations.

In this paper, another set of polynomial terms, which are obtained by
applying the Helmholtz equation to the 3D neutron flux expansion, are used
to obtain better results in coarser meshes to accelerate the calculation. The
outline of the paper is as follows. Section 2 presents the methodology used.
Section 3 describes the reactors used and shows the results. Section 4 contains
the conclusions about the results.

2 Methodology

The method follows an iterative process for the eigenvalue (k) :

1. Calculation of the Helmholtz coefficient (), for each cell, depending
on (k) and the coefficients of the NDE.

2. Calculation of the Helmholtz coefficients for separation of variables:

Az s Ay, Az

3. Update the polynomial expansion of the neutron flux depending on

/\x> )‘ya )\z-

4. Calculate the volume and surface averaged values of the polynomials
and the surface averaged values of the gradient of the polynomials.

5. Solve the eigenvalue problem of the NDE to obtain k.
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3 Results

The eigenvalue (k) and the power (P) will be the evaluated variables.
The power in each cell ¢ is a weighted sum of the neutron flux in ¢ and is
defined in Equation 1. The power is normalized to accomplish the Mean
Power (M P) equals unity. The mean power is a weighted sum of the power
in each cell with not null power, which is defined in Equation 2.

Relative errors are used to evaluate the main variables: Eigenvalue Error
(EE) and Power Error (PE) , defined in Equations 3 and 4. With the aim
of reducing the extension of this paper, the Mean Power Error (M PFE) will
be used instead of the Power Error for each cell, which is calculated as a
weighted sum of the power of all the cells and is defined in Equation 5.

P = (E?l 1+ 2}72 . qbu) - constant (1)
N
NopoLoVs
mp =2tV (2)
21 Vi
k - kre
EE(pem) = k= kresl 10° (3)
kTef
P-P,

ref

N
o ZizlpEi'lpi|'Vi
- N

Z’i:l ‘Pz, Vi
Two reactors were simulated, a homogeneous and a heterogeneous one.

The results of this method (HELMHOLTZ) will be compared with the results
of the polynomial expansion method with simple polynomials (PEM) [4].

MPE(%)

3.1 Homogeneous reactor

This reactor is a parallelepiped of the following dimensions: 99 c¢m x 60
cm x 180 cm. It is composed of only one material. Boundary conditions of
zero flux have been imposed and the calculation has been performed in a
structured mesh of 3x3x6. Since this reactor has a simple geometry and is
composed of only one material, this case has analytical solution and it was
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Table 1: Results of the Homogeneous reactor
HELMHOLTZ PEM

Number of iterations 4 1
Time (s) 0.300 0.163
EE (pcm) 66.00 716.64
MPE (%) 0.00 0.00

the reference. The reference eigenvalue is 0.99339.

The results are shown in Table 1. One can see that EE decreases substan-
tially, obtainining accurate results,that is, EE below 100 pcm. As regards
the computational time, it increases due to the increase of the number of
iterations, but is low enough.

3.2 Langenbuch reactor

It is a heterogeneous reactor composed of four materials. A quarter of
this reactor is shown in Figure 1. Boundary conditions of zero flux have
been imposed and the calculation of the full reactor has been performed in
a structured mesh of 11x11x10. The reference solution is calculated with
the code PARCS, which is a well-known neutron diffusion code in nuclear
industry. The reference eigenvalue calculated is 0.9950.

VA Ahsorbente, 1 Reflect 1
T . 9 9
;2:2: Ahsorbente 8 3
v
E 7 7
6 | |Reflector G G
5| |Cdmb. 2 5 5 200 em
110 em 4 4 4
3
3 3
2| |Cgmh. 1
] 2 2
r 1 Reflectior 1

Figure 1: Cross sections of a quarter of Langenbuch reactor

The results are shown in Table 2. One can appreciate that both errors
decrease, but this decrease is not substantial. However, if one pays attention
to tha axial power errors, which are shown in Table 3, one will see that the
error decreases more than 1 percent for the second and nineth axial levels.
Moreover, in Tables 4 and 5, which display the radial power errors for each
method, the diferences of the error are even higher.
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Table 2: Results of Langenbuch reactor
HELMHOLTZ PEM

Number of iterations 3 1
Time (s) 2.178 0.795
EE (pcm) 71.22 92.89
MPE (%) 1.29 1.97

Table 3: Axial power relative error (%) of Langenbuch reactor
Axial level HELMHOLTZ PEM

9 2.63 3.92
8 0.50 0.64
7 0.31 0.50
6 0.67 0.98
5 0.66 0.99
4 0.43 0.64
3 0.25 0.36
2 2.26 3.55

Table 4: Radial power relative error (%) for HELMHOLTZ
2.2577 2.5730 1.4016 0.9965 1.4016 2.5730 2.2577
2.2577 0.7609 0.5927 0.1016 0.4642 0.1016 0.5927 0.7609 2.2577
2.5730 0.5927 1.0867 0.8261 0.6286 0.8261 1.0867 0.5927 2.5730
1.4016 0.1016 0.8261 1.2683 1.2096 1.2683 0.8261 0.1016 1.4016
0.9965 0.4642 0.6286 1.2096 1.8977 1.2096 0.6286 0.4642 0.9965
14016 0.1016 0.8261 1.2683 1.2096 1.2683 0.8261 0.1016 14016
25730 0.5927 1.0867 0.8261 0.6286 0.8261 1.0867 0.5927 2.5730
2.2577 0.7609 0.5927 0.1016 0.4642 0.1016 0.5927 0.7609 2.2577
2.2577 25730 1.4016 0.9965 1.4016 2.5730 2.2577

Table 5: Radial power relative error (%) for PEM
40137 3.6148 2.3314 19122 23314 3.6148 4.0137
4.0137 1.0887 0.5303 0.2679 0.6644 0.2679 0.5303 1.0887 4.0137
3.6148 0.5303 1.3972 1.2793 1.1314 1.2793 1.3972 0.5303 3.6148
2.3314 0.2679 1.2793 1.8541 1.8393 1.8541 1.2793 0.2679 2.3314
19122 06644 1.1314 18393 25471 18393 11314 0.6644 1.9122
23314 0.2679 1.2793 1.8541 1.8393 1.8541 12793 0.2679 23314
3.6148 0.5303 1.3972 1.2793 1.1314 1.2793 1.3972 0.5303 3.6148
4.0137 1.0887 0.5303 0.2679 0.6644 0.2679 0.5303 1.0887 4.0137
40137 3.6148 23314 19122 23314 3.6148 4.0137
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4 Conclusions

A new polynomial expansion method based on Helmholtz equation has
been developed to discretize the Neutron Diffusion Equation by means of
the Finite Volume Method. This method provides accurate results for coarse
meshes and consequently low computational time.

However, this method is not appropriate for fine meshes, because the com-
putational time will be increased due to the iterations of k. In addition, only
the results for the first eigenvalue and eigenvector have been shown, because
this method provides bad results for the calculation of several eigenvalues,
due to the wrong estimation of the coefficients of the Helmholtz equation for
each spatial variable x, y, z.
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1 Introduction

The study of the potential of a charged particle moving in the electric field of
a quadrupole, without considering the effects of the induced magnetic field,
leads to the equations of motion

n) 1" | g Vot Vacos(t) 0 0 [ a(t)
wo(t) | = 2e oS za(t) | ;
2s(1) 0 ma Vot Vieos(t) 014 20

0 0 0

2

where z(t)" = —=x(t), e is the charge of the particle, m the mass, d is the

minimum distance from the electrode to the z-axis (the direction in which

the particle is traveling), and V(t) = Vi + Vi cos(t) is the varying in time
voltage, see [6].

The uncoupled equations for z;, ¢ = 1,2, are the well-known Mathieu

equations
2"(t) + (o — Beos(t)) z(t) =0;

*e-mail: serblaza@imm.upv.es
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where o and [ are appropriate constant parameters.

From [7], the motion of the particles can be regulated by Vy and V; such
that the stability of the equation is guaranteed only in a certain regions on
the o — 3 plane, and this fact allows to filter particles which is the basis of
the quadrupole mass spectrometry.

Now, let us consider the more general problem which is a matrix version
of the so called Hill’s equation

2 (t) + f()x(t) =0, (1)

where t € R, x(t) € C" and f(t) is a r X r matrix valued function with period
T.

Hill’'s equation has many applications in practical periodically variable
systems like the study of quadrupole mass filter and quadrupole devices,
spatially linear electric fields, dynamic buckling of structures, electrons in
crystal lattices, waves in periodic media, etc. see [5]. In [4], the theory of
Floquet is applied in order to study the equation (1). In most practical cases
fT = £, and the fundamental matrix solution is a symplectic matrix. This
property plays a fundamental role for the stability of the system. Our goal is
to build new efficient symplectic methods based on Magnus expansions. The
new methods are closely related to commutator-free methods [1] but they
show a superior performance for this problem. We check the efficiency of the
methods obtained through their application into some numerical examples.

2 Numerical integration for one period

Let us consider eq. (1) and the equivalent first order system
= 7 7(t) = t) 0 I
Z/ t A t t ) t) = SE/( :| , A 1) = |: rXr rXr :| ’ 9

with Z(0) = Z, € C™", and where [, denotes the identity matrix. Let
®(t,0) be the fundamental matrix solution of (2), then

O'(t,0) = AD)D(t,0), D(0,0) = Loy . (3)

Then, if we denote by ®(7') = ®(T,0), the solution of (3) after a period,
Floquet theory using f(t) = f(t + T) tells us that ®(¢t + T,t) = ®(T) and
consequently

Z2(T) = ®(T)Zy, Z(2T)=®(T)Z(T) = d*(T) %, ..., Z(nT) = ®*(T) 2.
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This implies that the system is stable if the moduli of every eigenvalue of
®(T') are less than one.

If fT = f then A defined by (2), belongs to the symplectic Lie algebra,
ie. ATJ+ JA =0 and ® is a symplectic matrix, i.e. ®7.J® = J, where
J is the fundamental symplectic matrix (i.e. J = A(t) for f(t) = I). The
2r eigenvalues of ®(7") occur in reciprocal pairs A, j\k, ie., )\kj\k =1, k =
1,...,r and for stable systems all of them lie in the unit circle. For the
numerical integration of (3), this property is not preserved in general by
standard methods, like Runge-Kutta schemes, and the numerical values of
the eigenvalues will, in general, not lie in the unit circle. Symplectic methods
on the other hand preserve the reciprocal structure which is expected to be
advantageous. Amongst them, we consider Magnus integrators [3] to solve

2)
Z(t) = exp (1)) Zo Z (1) (4)

where the first terms in the expansion are given by

Ql(t):/ttA(tl)dtl, Qu(t / / t)] dtadty, ...

and where [P,Q] = PQ — QP is the matrix commutator of P and (). How-
ever, using commutators in (4) reduces the sparsity of the matrix A(t). In
fact, the computational cost to compute the symplectic matrix

A B
Elzexp{c, _AT:|a

with BT = B,CT = (, is considerably higher than the evaluation of the
symplectic exponential matrices, Fs, F3, given by

0 I 0 0 I 0
Ezzexp[co], or E3:eXp{CO}:{C[]' (5)

If we denote the computational cost (cost(E;)) to compute E; in terms of
basic operations we find that

cost(E3) < cost(Ey) < cost(Ey).

For this reason, we will look for composition methods that involve only the
cheap (symplectic) exponentials with structures as in (5), and this requires
a deep analysis of the Lie algebra associated with this problem.
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We look for sixth-order methods based on the Magnus expansion, and we
approximate (t) defined by (4) in the graded free algebra generated by
R dPA(t)

{ag,...,as}, Qi1 = —— , ,
| )
1. dt t:to—i—%

therefore a; = O(h'). Up to sixth order, it suffices to consider only the
algebra generated by aq, @y and ag which leads to

1 1 1 1 1 1
Qb = —ay— —=[12] + == [23] + o= [113] — = [212] + ——[1112
ot 0 U+ g2t 5gg 18] = 55212+ g 1112] 6)
where [ij ... kl] represents the nested commutator oy, [y, [. .., [k, ou] -+ - ]]].

In order to avoid to compute the exponential of commutators in (6), one can
use commutator-free Magnus integrators [2] (if z1, # 0)

s 3 s
exp (QF) = ex Tirap | = ex(h{o I]), 7
p()gp<;,kk>gp% Co 0 (7)
where z;; are coefficients to be determined with z;;, = 7%, and Cj are
linear combinations of f(t) evaluated at a quadrature rule. For sixth-order
methods, s > 5 is required and negative coefficients 7, are involved. Notice
the structural advantage for the generators

0 I 0 O 0 0
061:h|:M 0:|, CYQ:hQ[N 0:|, 043:h3|:P 01

The exponentials of as and ag are trivial to compute since they are nilpotent
matrices of order two: exp () = I + «;, @ = 2, 3; while the exponential
of ay has a lower computational cost than for a full matrix. In addition, we
observe that [, as] = [23] = 0 and the element [212] has the same matrix
structure as ay or as.

3 New efficient numerical methods

With an appropiate decomposition of the matrix exponential (7) in a product
of matrix exponentials, we take advantage of the sparse structure of the
matrices «;, 1 = 1,2,3. For example

exp (101 + o + x33) exp (Taaq + Tsas + g [, i, ))

X exp (r1a1 — Tog + T3003) , (8)
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corresponds to the composition

ol e o)) eobalen]) ool e o])

where C;, i = 1,2,3 are simple combinations of f(t) evaluated in a set of
quadrature points and v, = v9 = x1, v2 = x4. There is only one solution
with v, >0, 1 =1,2,3.

Another method proposed is

exp (x1ag + oz + 3 [, g, as)) exp (40 + x50 + T60i3)

X exp (rgap — r5a + Ter3) €xp (—Tia + Taaz + 13 (e, a1, ]) ,  (9)

that corresponds to the composition

(o 0])erGla i) Glea i])=(le o))

and only one real solution exists.
In order to test the performance of the numerical methods, we consider
the Mathieu’s equation

2" + (w* + ecos(t)) z =0,

where we take w = 5, ¢ = 1 and integrate for ¢ € [0,27]. We take as the
exact solution a solution obtained numerically to sufficiently high accuracy.
In Figure 1, the error in the 2-norm is computed at the final time t = 7,
where N.EVAL denotes the number of evaluations of the flow associated to
A(t) defined by (2), RK6 is the standard Runge-Kutta method of sixth or-
der, Magnus4, is a commutator-free Magnus method of order 4, Magnus6s
corresponds with the sixth-order commutator-free method (7) with 5 expo-
nentials, and Magnus6; and Magnus6, are the numerical new methods (8)
and (9) respectively.
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1 Introduction

Many problems from Applied Sciences including engineering can be solved by
means of finding the solutions to equations using Mathematical Modelling |1,
2]. For example, dynamic systems are mathematically modeled by difference
or differential equations, and their solutions usually represent the states of
the systems.

Currently, several mathematical models for the analysis of reverberation
times are used. Two of the most commonly applied models are the Sabine
[3] and Eyring [4] as they can be used as methods for reverberation times
calculation [5, 6, 7, 8, 9] or as a comparative referencence for the applica-
tion of new experimental methods [10, 11]. The application of these two
mathematical models helps us to analyze and characterize the type of room
with which we work, allowing us to estimate the behavior of reverberation
times inside the room [5]. Both Sabine and Eyring Models, have served and

*e-mail: pedrojesus.blazquezQunir.net
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are still worth as a baseline in order to calculate the reverberation time in
different types of enclosures, fact that makes them to be taken into account
as mathematical models in the study of the behavior of the halls [12].

The rest of the paper is organized as follows: in Section 2 we present
the problem studied, in Section 3 two models are presented and in Section 4
some tests and simulations are shown. Finally, the conclusions drawn to this
study are presented in the concluding Section 5.

2 Problem description

In this paper we analyze the application of the Sabine and Eyring mathe-
matical models in three prototypes of acoustic rooms. We will observe if the
results obtained satisfy the desired conditions for the acoustic characteristics
of the different studied rooms. We will analyze the results of the reverber-
ation times, by applying the Sabine and Eyring models, to prototypes of
acoustic rooms, which will be raised without any acoustic treatment. The
only difference between these prototypes will be the variation in height of
certain sections of the roof. What we want to show is that, by analyzing the
results obtained, when applying these two mathematical models to the pro-
totypes raised, we can reach that the fact of installing a variable-conditioning
ceiling with acoustic materials, can let us have different rooms types in the
same one, being able to adapt the acoustic conditions, just varying the height
of the ceiling, optimizing the structural and acoustic characteristics of the
room.

3 Mathematical Models

Applying both mathematical models, we can calculate reverberation times
of our prototypes. These mathematical models help us to analyze and char-
acterize the kind of room where we are, as we can estimate their behavior
through the results of reverberation times.

3.1 Sabine model

Sabine model is based on the existence of a diffuse field. The type of energy
is specular, which fills the room with constant energy density, this means
that the absorbent material is evenly distributed. To apply this model it has
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to be assumed that the average absorption coefficient is very low, less than
0.3. Even so, this theory is applied to any asymmetrical distribution of the
absorbent material in a room and for any value of « [4].

The mathematical model attends to the following expression:

0.161 x V
Rt =————
ax s
where 5 s
_ n On X On
a= =
S0,
0.161 x V
Rt =——————
Do O XSy
being

e VV = Room volume in cubic meters (m?).
e S = Total room surface (m?).

e o = Average absorption coefficient.

e S, = Material absorption surface (m?).

e «,, = Material absorption coefficient.

3.2 Eyring model

The Eyring model is based on the assumption of a diffuse field, that is to
say, it estimates that the absorption produced in the room is uniform. This
model is considered more accurate for average absorption coefficients greater
than 0.3. When the value of the average absorption coefficient is very low,
less than 0.3, the Eyring model tends to be the Sabine one [4].

The mathematical model attends to the following expression:

Rl 0.161 x V

9% (In(1 — a))
where g
o Yo Oy X Sy

S
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S0,
161
Rt — 0.16 ; V -
Sx (In(1 — %))
being

e VV = Room volume in cubic meters (m?).
e S = Total room surface (m?).

e o = Average absorption coefficient.

e S, = Material absorption surface (m?).

e «,, = Material absorption coefficient.

4 Tests and simulations

In this section we will present the results of the application of the Sabine
and Eyring models to the prototypes. These results will help us to analyze
the installation of a variable ceiling within a room.

In Figure 1 we show the results obtained in the simulation of prototypes
without any acoustic treatment (7.0m Prototype, 7.05m Prototype 7.1m Pro-
totype) letting us reflect on what it might mean the fact of changing the
ceiling of our prototype. To carry out this proposal, we will apply both
mathematical models, in order to analyze the reverberation times inside the
prototypes. Then we will represent the results of reverberation times graph-
ically and we will show the differences obtained in the two variations (from
0 to 0.5 meters and from 0.5 meters to 1 meter) for the applied models.

5 Conclusions

We realize that the application of Sabine and Eyring mathematical models
to this work acoustic Prototypes helps us to analyze their behavior as we
vary the height of the sections of deployment of our roof.

Analyzing the results of the application of the mathematical models (see
Figure 1), we can see that the reduction of the reverberation time is consider-
able. This fact indicates that the variation of the roof is a positive factor for
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Figure 1: Graph of reverberation times for varying ceiling without treatment.
Sabine and Eyring models.

the conditioning and the optimization of the rooms as we obtained favorable
results when Prototypes are raised without acoustic treatment.

One factor to consider is that the application of the models to our pro-
totypes will help us identify the change in ceiling height needed for a given
type of event, which will allow us to decide what conditions are the optimal
for our room.
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1 Introduction

Utility companies must be able to supply water with the quality and quan-
tity required by the consumers at the lowest energy consumption [?]. To
this purpose, water supply management must be based on crucial decisions
about maneuvers of pumps and valves, thus reducing energy consumption
and water losses. Optimized rules for water pumping, such as start and
stop operations or speed variations bring better control of the system costs
[?7, ?]. Studies about pump operation, including both scheduling and rota-
tion speed change decisions, have gained ground with the improvement of
computational resources and the development of hydraulic models able to
simulate the hydraulic behavior of water supply networks. And most re-
cently, the application of optimization methods linked to such models has
achieved smarter and safer operational and strategic decisions [?].
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However, to focus on engineering problem optimization operational con-
straints to ensure the applicability of solutions in practice must be considered.
One way to manage those constraints is by using multi-objective evolution-
ary optimization considering contraints as additional objectives to be ful-
filled. This idea has been applied to water supply systems for optimal design
including reliability issues, sensor placement, calibration models and opera-
tional rules. Considering a multi-objective approach and several constraints
linked to energy saving, we present an optimization based on Agent Swarm
Optimization (ASO). Our solution takes into account not only pressure lim-
its as constraints, but also limits on tank levels, water age, and the number
of pump maneuvers. As a result, applicable pump scheduling and efficient
operation of variable speed pumps are obtained.

2 Optimization Problem

The daily fluctuation of water demand and energy prices, the possibility of
managing tank levels, the operational limits on pressure, and the need to
control water quality improve the ability of the energy saving problem to
make decisions about pump status and speed. Keeping in mind the new
paradigms for the cities, the main objective of finding optimal pump rules is
the reduction of energy consumption, which can be written according to

L Qi Hyi -
Min(C,) =3y e 2t 0 (1)
t=1 i=1 Mti

where C, is the total cost, T' is the total analysis time, usually 24 hours, Q:;
is the flow at time step ¢ for pump ¢, H;; is the head and 7, is the efficiency
of pump ¢ at time step t.

To find the lowest cost means to find the best speed for each pump in
the system for each time step. So the decision vector v has components
representing the relative speed of each pump at each time step. The relative
speed showing the percentage of full speed is used. However, the use of low
speed can bring operational problems and should be limited.

Pump operation is not only constrained by energy saving, but also by
normative and quality maintenance of distributed water parameters. While
single objective algorithms treat constraints with penalty functions leaving
discretionary the choice of multiplier parameters, multi-objective algorithms
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can treat constraints as objectives. In this way, objective functions are added
to the problem, corresponding to problem constraints.

So, the evaluation of the operational constraints is free of the empiricism
inherent to the frequently arbitrary choice of penalty parameters. However
the growing number of constraints requires of a robust algorithm to solve
with quality and agility the optimization problem. The following equations
present the constraints we take into account in this work.

Niotai

M’L?”L(vamm) == Z (pmm - pnode,t)a (2>

node=1

Ntota,l

M’in(Cp,maz) == Z (pmaz _pnode,t)a (3)

node=1
Min(C,,) = Z mr,; —m”, (4)
=1

Nianks
Min(C)) = Z (e —lik), (5)

k=1

Niotal
Min(Cy) = Y (Wode — w5), (6)

node=1
where pi, is the minimal pressure required by the water system, p,q. is the
maximal pressure, ppeqe,: 1S the pressure at time step ¢ at junction node, mr;
is the number of start and stop operations at pump i, m, is the maximal
pump operation, Nygnis is the total number of tanks, I, and [; ;, are the final
and initial levels at tank k, w,.q. is the water age at a junction, and w, is

the standard water age required by the system to maintain quality.

3 Agent Swarm Optimzation - ASO

Agent Swarm Optimization (ASO) [?] is a generalization of Particle Swarm
Optimization (PSO). The interaction among the agents enables the genera-
tion of swarms, structures at an abstract viewpoint, which exhibit emergent
behaviors and interact with other agents. The algorithm increases the qual-
ity of solutions because over the time the agents work in a distributed way
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and each swarm follows some rules that enable to increase or decrease at real
time the agents number. The presence of a commom framework where vari-
ous algorithms work is one advantage of ASO, which allows to gather some
populations based algorithms, such as PSO, GA, ACO, and the introduction
of new agents to solve the problem to create a robust search method.

Population based methods generally use comparisons to determine the
movement of each individual in the search space. At each iteration an im-
portant point, called singular point, is determined by the best value at each
objective function. An Euclidian distance between an agent and the singular
point is determined. The agent with less distance is chosen as the best point.
As many objectives are not comparable because have different scales, etc.,
distance comparison is done by relative values, inside the range determined
between maximum and minimum values. Another important point of ASO is
the ability to divide the search space. Sometimes the interesting point is not
so close to the singular point in the Pareto front. In these cases, this search
space separation, with the addition of new agents to exploit this region, can
generate a larger Pareto front and offer most interesting points.

4 Case Study

The application of ASO to find optimal pump scheduling was done for a small
network, which allows a result comparison with other techniques presented
in [?]. The choice of this network is based on the possibility of comparing
single and multi-objective optimization, and two different population based
algorithms with ASO. The network has two pumps, two tanks, 11 pipelines
and 6 demand nodes.

The management horizon used in this work is 24 hours, taking into ac-
count the water demand and energy cost profiles. For each hour of the
day a relative speed, always greater than 0.5, has to be determined. This
condition was adopted because relative speeds less than 0.5 can bring op-
eration problems such as, vibration, cavitation and wear of machines. As
minimum pressure 10wcm was adopted, according to the Brazilian technical
norm. However in this network, even with full speed work, some points have
pressure below this value. So, the Pareto front does not present a null value
for deficit pressure. To select the maximum pressure, in this case 50wcm,
also the Brazilian technical norm was used.

With these conditions, ASO worked with decision variables inside the
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interval [0,1] and generated the following Pareto Front. Figure shows
the full Pareto front while figure [1bl presents a detail around the comparison
region, together with the solutions for the same problem obtained with single

objective PSO and GA.
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Figure 1: (a) Full Pareto front (b) Detail of Pareto front at comparison region

An interesting point of this result is the filling and emptying of the reser-
voir. During the hours that energy has lower price, the tanks fill, leaving
harder work for pumps. When the energy price is higher, the tanks empty
and the work of pumps is reduced, thus saving energy while still supplying
the demand. The evolution of pressure at a specific node shows a critical
period where the pressure does not comply with the minimum value.

Table 1: Comparison among three different solution methods for energy cost
and pressure deficit

Method | Energy Cost | Pressure deficit
PSO 1832.72 153.21
GA 1683.25 157.76
ASO 1780.40 151.67

5 Conclusions

Scheduling pump optimization is a frequent operation problem for water
companies. The difficult to manage pumps taking into account demand and
energy price fluctuation need new techniques to find optimal operation rules.
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This work presents an application of ASO, a multi objective optimization
algorithm, thus eliminating the use of penalty functions. The Pareto front
compared with previous GA and PSO results define an operational zone
where the energy price decreases with a small increase of pressure deficit.

ASO is a generalization of PSO, treating swarms as agents and using
intelligent sel-adaptive parameters to find optimal values. The case study
presented here shows the efficiency of the method to build the Pareto front,
reducing 25% of energy cost, while supplying demand and pressure nearby
the minimum values required.
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1. Introduction

Econometric modelling of health care expenditure is a highly useful technique, among
other things for assigning capitation budgets, predicting health care use in the population
and improving planning and management of medical services. Traditionally, socio-
demographic variables (sex, income, social status) have been the most frequently used to
explain the factors that have an impact on health care expenditure. However, in recent years
various tools have appeared with the purpose of classifying the population into different

homogeneous groups of expenditure according to clinical risk (1,2).

To carry out this study, the system of patient classification we have used is CRG (3), the
system employed in the Valencia Community (Comunidad Valenciana) by the Directorate
of Pharmacy and Health Care Products (Direccién de Farmacia y Productos Sanitarios).
CRGs group population into 9 mutually exclusive health statuses according to diagnostics
from contacts with the health care system at all levels (pharmacy consumption, hospital
admissions, medical consultations, etc.). These health states are: 1) Healthy; 2) History of
significant acute disease; 3) Single minor chronic disease; 4) Minor chronic diseases; 5)
Single dominant chronic disease; 6) Chronic disease in 2 or more organ systems; 7)
Dominant chronic disease in 3 or more organ systems; 8) Dominant neoplasms, metastases

and complications; and 9) Extreme healthcare needs (Catastrophic conditions).

Within each health status, each patient may be further classified into 6 states of severity,

according to the extent of the clinical condition.
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However, to model health care expenditure we must bear in mind that there is positive
asymmetry in the distribution, with many registers equal to 0 and with a small proportion of
the public representing high cost, which causes heteroscedasticity when applying the
traditional OLS models(4). To compensate for these anomalies, Duan (5) proposes applying
a corrective coefficient, called a Smearing Estimator, to the lineal regression. Nevertheless,
other authors propose using Generalized Linear Models (GLM) as a more appropriate tool
to explain health expenditure (6). The GLM allow explanation of the result of an
endogenous variable when there is heteroscedasticity and the data distribution is not

normal.

The aim of this study is to model the total health care costs of patients from a single health

care district by applying different mathematical approaches.

2. Methodology

Data and Setting:

Data was collected for a total of 156,811 inhabitants from the Denia Health Department for
January to December 2013. The information concerning outpatient pharmaceutical
expenditure, primary health care contacts and CRG classification was extracted using the
corporate systems of the Valencia Community Regional Health Ministry (Conselleria de
Sanidad de la Comunidad Valenciana): SIP, SIA, CRC and GAIA.

Variables:
A database indicating the cost per patient was designed, which included pharmaceutical and
medical expenditure in the Denia Health Department. Each patient was placed in their

corresponding CRG according to their morbidity.

Modelling:
Both the multivariate linear regression logarithmic (MLR) and the generalized linear model
(GLM) were applied with health expenditure being the dependent variable and CRG health

status and demographic variables (age and sex) as the independent variables.
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Various modellings were carried out which included demographic and morbidity variables
and those with the greatest level of explanation according to the coefficient of
determination were chosen.

In both methodologies the logarithmic transformation of the dependent variable was carried
out to increase the goodness of fit and avoid problems of heteroscedasticity.

The log regression model takes the form:
LnY= Lnfo + LnP:*X1 + LnBi*Xitei (1
Where:
* LnY= Naperian logarithm of Health Expenditure

» LnBj=Parameter measuring the incidence of Group i on dependent variable in
logarithmic terms.

»  X;= Each of the clinical risk groups and severity level.
* &= Smearing Estimator

Values and a severity level are obtained for each group through the regression coefficients.
Next, the logarithm of each group of patients is undone applying the exponential, after
which it is multiplied by the Smearing Estimator (mean of the exponential of the regression
residuals). Lastly, 1 is subtracted from the resulting value, as prior to carrying out the
regression 1 was added to all cost values to avoid the loss of data equal to 0 in the
logarithmic transformation.

The GLM Model takes the form

ni=p0 + Blx1i+... + Ppxpi (2)
Where:
* LnY=Health Expenditure
* LnBj=Parameter measuring the incidence of Group i on dependent variable
* X;= Each of the clinical risk groups and severity levels and two functions

» alink function that describes how the mean, E(Yi) = 1i, depends on the linear
predictor
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g(ui) =nil
« avariance function that describes how the variance, var(Yi) depends on the mean
var(Yi) = oV (n)
where the dispersion parameter ¢ is a constant.

The value of the coefficient was transformed, undoing the logarithm to calculate the
predicted values for the model.

Goodness of fit for both models was compared estimating the correlation coefficient
between the real and predicted values for both models.

3. Results:

The total health care expenditure on the patients covered by the Denia health department
(156,811 people) in 2013 was 154,114,807.85 Euros. 18.96% of the population had no
contact with the health system, and therefore had zero cost. 76.93% had a cost less than the

mean, of which 43.55% registered a cost of less than 100 Euros.

On the other hand, on classifying the department population into the 9 CRG health statuses
it was observed that 54.63% of the population was classified as healthy, with a
consumption representing 13.34% of the total. The health statuses with the greatest burden
on the health system are those of group 5, single dominant or moderate chronic disease, and
group 6, significant chronic disease in multiple organ systems. Group 6 supposes 33.36%
of total department expenditure for a population that encompasses only 10.02% of the total.
Patients in group 5 incurred 25.87% of the total expenditure, while being 15.85% of the
population. The total consumption of health care resources for these two groups was
58.23%, while their demographic weight of 25.86% of the population is relatively small for

their volume of expenditure.
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Table 1. Percentage of population and expenditure according to CRG health status and severity level.
Severity level
Health status 4] 1 2 3 4 5 6 TOTAL
Health Expenditure 2,560,803 20,560,803
1 Healthy Population 85,668 85,668
\Average 240.01
. S Health Expenditure 6,222,537 6,222,537
History of significant acute )
2 - Population 6,142 6,142
\Average 1,013.11
Health Expenditure 9,370,832 1,246,942 10,617,774
3 Single minor chronic disease|population 14,805 805 15,610
\Average 680.19
ol iitedl . Health Expenditure 3,809,336 1,835,676 1,610.372 229,838 7,485,222
inor chronic disease in
I et — Population 4.088 1.425 988 106 6,607
\Average 2,168.29 1,132.92
) ) Health Expenditure 24.982.953 8.948.721 3.949.288 879.551 1.033.506 71.547 39,865,567
5 Single dominant or )
moderate chronic disease |PoPulation 18.364 4.495 1.483 183 313 12 24,850
Average 1,990.82 2,663.04 4,806.29 3,301.94 5,962.2 1,604.25|
e %) Health Expenditure 19.267.750 12.508.098 8.937.757 5.919.641  2.862.799 379.055 49,875,100
ronic disease in 2 or more
6 e p— Population 8.244 3.606 2.137 1.202 480 37 15,706,
\Average 2,337.18 3,468.69 4,182.39 4,924.83 5,964.16 10,244.73 3,175.54
Dominant chronic di ._|Health Expenditure 1,137,179 1,065,017 2,640,730 779,800 381,437 112,301 6,116,463
ominant chronic disease in X
7 3 or more e —, Population 292 219 423 96 39 10 1,079
\Average 3,894.45 4,863.09 6,242.86 8,122.91 9,780.43  11,230.08 5,668.64
Pominant and metastatie | el Bxpenditure 763,859 2,404,672 2,360,788 929,477 234,478 6,693,274
ominant and metastatic
8 malignances Population 107 249 226 81 23 686
\Average 7,138.87 9,657.32 10,445.96 11,475.03 10,194.70 9,756.96|
Health Expenditure 245,664 1,731,729 2,245,323 1,240,186 829,240 385,927 6,678,068
9 Catastrophic conditions Population 59 221 87 59 28 9 463
\Average 4,163.80 7,835.88 21,020.09 14,423.47|
Health Expenditure 26,783,340 59,577,574 29,740,855  21,744.57 9,978,493 5,341,459 948,83 154,114,808,
TOTAL Population 91,810 45,959 11,020 5,344 1,727 883 68 156,811
Average 291.73 1,296.32 2,698.81 4,068.91 5,777.93 6,049.22  13,953.38 982.81

Severity levels, obviously, also affect health expenditure considerably, as

Table 1.

appreciated in

The results of the OLS models are presented in Table 2. The model with the greatest
coefficient of determination was number 5, which combined the CRG health statuses, age
and sex. Nevertheless, to develop a more practical management tool, we chose model 3,
which only includes the CRG health status and severity level, but has a more simple
implementation, although a slightly inferior coefficient of determination than model 5.



Modelling for Engineering & Human Behaviour 2015

Table 2. Linear Regression Coefficients

61

Model 1 Model 2 Model 3 Model 4 Model 5
Variables CRG Health CRG Health  CRG Health CRG Health_
Age range Status, and Status,age &  Status,severity
Status .

Severity level  sex level, age and sex
Constant 4.124 4.124 3.38 3.74 3.76
Age -0.02 -0.02
Sex (Female) 0.32 0.32
Age 0-1 1.749
Age 2-14 0.481
Age 15-24 -0.082
Age 25-34 -0.04
Age 45-54 0.486
Age 55-64 1.166
Age 65-74 1.664
Age 75-84 2.421
Age 85 + 2.628
Health Status 2 2.824 2.82 2.84 2.84
Health Status 3 2.369 2.34 2.54 2.52
Health Status 4 3.199 2.95 3.50 3.25
Health Status 5 3.288 3.12 3.61 3.44
Health Status 6 4.22 3.88 4.74 4.39
Health Status 7 4.906 4.36 5.56 4.98
Health Status 8 4.991 4.39 5.45 4.81
Health Status 9 5.631 5.01 5.95 5.28
Severity level 2 0.54 0.58
Severity level 3 0.76 0.84
Severity level 4 0.96 1.09
Severity level 5 1.14 1.31
Severity level 6 1.57 1.67
F 1836.893| 12966.873 8141.80 11044.67 7544.34
R? 0.095 0.398 0.403 0.413 0.419

In the same way the coefficients for the various models were calculated through the GLM

Table 3.
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Table 3. Generalised Linear Models
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Model 1 Model 2 Model 3 Model 4 Model 5
Variables CRG Health CRG Health  CRG Health CRG Health
Age range Status and Status,age & Status,severity
Status .

Severity level  sex level, age and sex
Constant 7.854 5.485 5.485 5.543 5.547
Age -0.005 -0.006
Sex (Female) 0.201 0.206
Age 0-1 -0.726
Age 2-14 -0.926
Age 15-24 1.236
Age 25-34 3.347
Age 35-44 4.251
Age 45-54 3.300
Age 55-64 1.923
Age 65-74 1.018
Age 75-84 0.322
Age 85 + 0.000
Health Status 2 1.437 1.437 1.453 1.454
Health Status 3 1.039 0.997 1.129 1.093
Health Status 4 1.549 1.320 1.678 1.453
Health Status 5 1.896 1.728 2.058 1.891
Health Status 6 2.579 2.249 2.801 2.467
Health Status 7 3.158 2.665 3.433 2.936
Health Status 8 3.701 3.203 3.902 3.399
Health Status 9 4.092 3.446 4.297 3.633
Severity level 2 0.432 0.429
Severity level 3 0.634 0.650
Severity level 4 0.850 0.879
Severity level 5 0.947 1.002
Severity level 6 1.492 1.491
Deviance 1266380.53| 451444.74] 447127.05 443531.69 443531.69
Deviance climbing 1266380.53| 451444.74] 202345.12 202122.06 202122.06
Pearson Chi-square 189988.55| 1180231.57| 1144768.90f 1178770.93 1178770.93
Pearson chi-square scaling 189988.55| 1180231.57| 518059.47 537178.32 537178.32
Maximum likelihood -1555099.04|-1147631.14| -1098785.81| -1097969.44| -1097969.44
Akaike information criterion (AIC) 3110218.08| 2295280.29| 2197601.62| 2195972.88 2195972.88
Finite sample corrected AIC (AICC) | 3110218.08| 2295280.29( 2197601.62] 2195972.88] 2195972.88
Bayesian Information Criterion (BIC) [ 3110317.71] 2295369.95| 2197751.06f 2196142.25[ 2196142.25
Consistent AIC (CAIC) 3110327.71| 2295378.95| 2197766.06] 2196159.25| 2196159.25




Modelling for Engineering & Human Behaviour 2015 63

After carrying out the linear regression relating the value estimated by the models and the
real value, the coefficient of determination was calculated (Table 4). The proposed values
for the GLM present the best R2 of the three methodologies.

Table 4. Coefficient of determination for the linear regression between real and estimated value.

LM GLM Adjusted Patients CRG

Squared
correlation 0.247 0.255 0.214

4. Conclusion

By means of the CRG, it is possible to establish a Case Mix system appropriate for defining
homogeneous consumption patterns, thus improving the efficiency of health care
organizations.

Furthermore, this Case Mix system may be useful to predict the allocation of health care
resources for the population according to their CRG health status.
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1. Introduction

To estimate the useful life of Computerised Tomography Equipment (CT), with the aim
of planning a budget the purchase of equipment and for the renewal of CT equipment
within an already installed base so as to, therefore, maintain and ensure quality in
providing an imaging diagnostic level in the National Health System.

Technical obsolescence is an increasingly decisive factor in the development and
maintenance of all kind of health care equipment, particularly in medical imaging [1]

The design of a prediction model provides an advance warning of the appearance of any
technology leap that involves technological obsolescence in Computerised Tomography
technology in use.

The starting data is made up by the different Computerised Tomography models
commercialised since 1974 and that have provided a technology leap in CT technology.

It is necessary to know if the data distribution fits into a normal curve, because if this is
not so the data will be transformed. A main components analysis in this methodology
has allowed for a reduction in the number of variables on the survey-file in
Computerised Tomography technology and facilitates subsequent work without a
significant loss of information. The Log Binomial Regression Model has enabled
probability calculations on answers (technology leap) to the different levels of stimuli
(changes in variables, temporary development, detection system, imaging resolution and
equipment power). Using a Discriminant analysis, the objective has been to estimate,
based on time, the chances of a technological leap occurring [2] [3].
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2. Methodology

To estimate the technological life of Computerised Tomography equipment (CT) with
the aim of planning a purchasing budget to obtain equipment and renew the already
installed base of technology equipment (CT) and therefore maintain and ensure quality
in providing an imaging diagnostic level in the National Health System.

The design of a prediction model provides an advance warning of the appearance of any

technology leap that involves technological obsolescence in Computerised Tomography
Technology in use.

3. Results:

Main Components Analysis

The strategy followed has been to find a solution that enables us to explain the
maximum percentage of variance and an acceptable parsimony of the model and to
reduce the 18 descriptive CAT model variables; to set the explained percentage of
variance in 92.9%, which is fulfilled in the first six factors in the present study and
represented in graphic 1.

Graphic 1
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A rotation of factors has been done and the varimax orthogonal rotation method has
been used (axis turn orthogonally, in the same angle), which is intended to minimise the
number of variables with high saturations in the same factor. The aim of this method is
to increase the highest saturations in a factor, while decreasing the lowest for the factor
to be easily interpretable.
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The importance of each factor is evaluated considering the proportion of variance
explained by the factor after rotation.

The 18 evaluated technical parameters in Computerised Tomography Technology have
been grouped in three main components: Detection System (detector material,
reconstruction matrices, reconstruction time, chest and abdomen scans, CT number
range (HU), Processor, Maximum tube power (kW), scans ways) which explains 72.4%
of the variance; Imaging Resolution (cutting thickness range, hard disk, selected kV,
fine beam, thick beam) which explains 13.55% of the variance and Equipment Power
(X-ray generator, number of data by turn or image, digital subtraction) which explains
7.1% of the variance.

Analysis Logit

The characteristics shown by the design of a provision model in a technology leap
demands the econometric specification is carried out through carefully chosen models,
the endogenous variable to model is a categorical variable with various response
alternatives. Within this modelling typology, Logit methodology adjusts to this aim
using logistics as an adjusting function. The use of this function ensures that the
estimation result can be interpreted as the occurrence probability of each endogenous
variable alternative because the estimated values are always between the variation range
0-1.

Within the Logit modelling models of dichotomous answer and multiple answer models
are distinguished, according to whether the endogenous variable to model has two or
more answer alternatives with different specification in both cases. For a single case of
dichotomous variable, in which there are only two possible answer alternatives (there is
a technology leap or not), the endogenous variable is usually coded with 1 to represent
the occurrence of the studied event or 0 to represent the non-occurrence.

The explanatory variables used in the model are the 3 main components previously
calculated. The prediction model obtains a successful percentage of 76.9%. Table 2
presents the results of the Logit model for the current research, showing its estimated
coefficient S for the equation variables, typical error of B (S.T.), the Wald statistic, the
degrees of freedom (df) and the p-value for the significance of the estimated coefficient
(Sig.), the reason for the estimated advantages (Exp(f)) and the confidence interval for
exp(p) at 95%.

Table 1.
VARIABLES B Std. Error Wald df Sig. Exp(B)
Intercept -6,717 3,249 4,275 1 0,039
DETECTION -3,975 1,901 4,372 1 0,037 0,019
RESOLUTION -3,766 1,814 4,312 1 0,038 0,023
POWER -2,461 0,998 6,076 1 0,014 0,085
YEARS 0,431 0,194 4,904 1 0,027 1,538

The logistic regression allows us to approximate an assessment on the influence of each
main component with the passing of time, the implementation of a technology leap,
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with its significant influence with positive signs of temporary evolution (0.430), and
with a negative sign for the main component the detection system(-3.974), image
resolution (-3.766) and equipment power (-2.460), as well as a technology leap
expectative depending on the independent variables influence for temporary evolution
(1.538) and main components, detection system (0.018) image resolution (0.023) and
equipment power (0.085).

Discriminant Analysis

The monitoring periods of this type of analysis are almost always different given that
the CT models incorporate into the study at different periods of the observation, in
which case, the last in doing so have been observed during a lesser period than those
that entered at the beginning. The failure time of each model is measured from the start
date of each model’s study. Every model has real time, this corresponds to its
incorporation date until its last observation and a time “t” which represents time (in
years, months, days and so on), the time in which each model was monitored.

The Discriminant methodology has been used so that the intervals are determined by the
event occurrence, that is to say, the survival probability is calculated every time an
event happens. The conditional probability of survival, this being the probability of
being a survivor at the end of an interval which is conditioned by the fact that each
model is already a survivor at the start of the interval, is calculated from the exact
number of risk cases when the event occurs. This assumes that the instantaneous rate is
zero during the interval between two events.

The Discriminant analysis can be used to estimate the probability of changing the CT
model over a determined period of time and the factors influencing.

As in the Log Binomial, the explanatory variables used in the model are the 3
components calculated. The prediction model obtains a lower percentage of success
than the Log Binomial, around 66.7%.

Table 2 presents the results of the Discriminant analysis, showing the estimated
coefficient for the equation variables. The Canonical correlation shows a result of 0.481,
meaning a good discrimination for the function. Moreover, the Lambda Wilkx shows a
value of 0.769 and a p-value of 0.05.

Table 2.
Variables Coefficients
DETECTION 1,822
RESOLUTION 2,250
POWER 1,147
YEARS -2,888

The most important factor in influencing the change of technology seems to be the
image resolution followed by the detection system and a negative sing for temporary
evolution.
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4. Conclusion Remarks

The results of the present project will enable advance knowledge of the expectations of
technological change in CT technology, allowing an advance in investment planning for
this technology, for acquiring and installing the equipment in hospitals where this type
of technology still does not exist and for the renewal of technology bases already
installed.

The results of the present research can be validated by the application of other medical
technologies, thus amplifying the impact of this research.

All this will have to be reflected by an investment budget plan for technology
acquisition.
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1 Introduction

Usually, calibration of water distribution systems (WDSs) is performed by

just changing pipe roughness values and water losses are not usually con-

sidered. Furthermore, a point highlighted by [4] is pipe grouping, which can

bring several errors in calibration processes if flow distribution is not suitably

balanced within the groups.
A common way to add water losses in a calibration problem is to asso-

ciate nodes with emitter coefficients through flow balances. First, a global
coefficient responsible to comply with daily demand balance is found. Then,
a multiplier of hourly water demand is changed interactively to find some
hourly flow balance. However, considering the physical correlation of water
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losses and pressure this approach can bring some errors. If losses are fixed
and pipeline roughness is changed, pressure change and flow balance may fail.
Also, if roughness is fixed first, the emitter coefficients are fully conditioned
by this distribution. All in all, it is obvious that a joint adjustment of pipeline
roughness and node emitter coefficients is a more appropriate approach.

Taking into account optimization features of the calibration problem, sev-
eral methods have been proposed for fast and accurate solution, such as linear
and non-linear methods, and recently, bio-inspired algorithms. Among the
most known bio-inspired methods, Genetic Algorithms (GAs) have been ap-
plied to solve various optimization problems in WDSs.

Bearing in mind the difficulty to calibrate roughness and emitter coef-
ficients, we propose a joint calibration of these parameters using GAs for
optimization applied to an objective function designed by its features and
ability to facility GA convergence. Clustering methods and self-organized
maps for grouping pipes and nodes are used as a way to reduce the dimen-
sion of the problem.

2 Optimization problem

2.1 Problem definition

Calibration of WDSs may be regarded as a minimization of the error between
measured and simulated hydraulic parameters, subject to nodal pressure and
pipeline flow contraints. In this work, we consider group roughness values,
demand pattern factors, and emitter group coefficients as decision variables.

To obtain an accurate model, a right decision must be made on the ob-
jective function, even when the problem is solved by bio-inspired algorithms.
The absolute error and the relative absolute error, [5], are applied in several
works as objective functions. Also the square error is widely applied, and [2]
uses this function to monitor nodal pressure.

However, the sole use of pressure as the monitored variable is not always
able to bring the required accuracy for the model, and pipeline flows have to
be considered to reduce uncertainty and improve the results. In this way, a
sum of absolute pressure, flow and tank level errors is proposed by [3]. Since
this approach takes into account more than one hydraulic parameter, the
differences among variable scales can lead to convergence problems.

Considering the difficult of obtaining a good objective function able to
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describe correctly the problem and to be solved without too many conver-
gence problems we test a set of objective functions to compare not only the
model final accuracy, but also the computational effort needed to find the
sought results. To evaluate those functions we use hypothesis tests based on
the assumption that the mean value of measured and simulated values do
not diverge significantly. If this hypothesis is not validated, the respective
objective function will not be accepted.

Our statistical hypothesis test shows that an objective function can be
accepted, if none of the tested mean values (in our case, six pressure values
and one flow value) shows a probability value lower than certain threshold.
Also the coefficient correlation (r?) among measured and simulated values is
used to compare the model accuracy. However all the considered functions
presented a high value of this parameter, close to 1, corresponding to high
ability of finding good results.

Still, an important factor in bio-inspired optimization is the convergence
time. The search can be hampered by local minima which may slow the
search. These local minima are closely linked to the objective function.
Therefore, we propose a quality index (QI) to evaluate not only the ac-
curacy of the model, but also the computational effort. For an objective
function o, QI is defined by

E
[1+?
QLo =~ (1)

min(Iter)

where 72 is the correlation coefficient for control element e in the studied

network, having E control elements, iter, is the total iteration required to
stop the optimization method using objective function o, and I'ter is a vector
with the number of iterations for each objective function.

The best value for parameter QI is found by composing dimensionless
absolute errors using maximum and minimum flow and pressure:

Minf(Q, H) Z\Qk Qk Z|Maxpn| (2)

p
Minf(Q, H) Zl km Z |Mm (k) ®)
k=1
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where @)y is the simulated flow through pipe £k, 7" is the modeled flow for
the same pipe, Q is a vector containing all measured flows, p,, is the pressure
at node n, p* is the pressure modeled at the same node, and p is a vector
containing all measured pressures.

Regarding the optimization algorithm, this work uses a version of GA
developed by Palisade linked with MS Excel, using the demand pattern fac-
tor, the number of pipeline groups, and the number of node groups as the
length of the decision vector. An iterative process of hydraulic simulations
and optimization algorithm runs is done, which evaluates the error for 60
chromosomes.

3 Node and pipeline clustering

Keeping in mind the importance of the correct choice of the objective func-
tion, another fundamental process involved with the calibration problem is
the correct grouping of pipelines and nodes, especially for large WDSs. The
variation of roughness coefficients and water losses depend on a set of vari-
ables. We claim that the use of clustering methods can help divide the
elements into homogeneous groups. A cluster is defined as a conglomerate of
objects that has similar features.

3.1 Self organized maps - SOMs

SOMs are a type of unsupervised neural networks, with unconnected nodes
that are fully connected to the input. Frequently, SOMs are used to repre-
sent multidimensional databases through a two-dimensional structure. Thus
SOMs can be used as a clustering a technique.

The first step to build a SOM is to define its topology. This means
to define the number of neurons (models), which depend on the implicit
structure of the database. Usually this structure is not known and the test
of several topologies can help define the size of the map. The main idea is to
find an uniform distribution of the database multidimensional vectors among
the neurons. To this purpose a distance among the elements is used as an
indicator of similarity. The smaller the distance among elements associated
to the same neuron, the better the topology [1J.

Once defined the topology of a SOM, it is important to define some train-
ing parameters. Parameters help associate each neuron with an artificial
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vector called codebook that is responsible for the comparison among the
multidimensional vectors to be mapped by the SOM.

During the training process, the data set is presented to the SOM a
number of times. FEach time the distance among codebooks is measured
and the neuron whose vector has the smallest distance is defined as its Best
Matching Unit (BMU). So the neuron vector is changed to make it most
similar to the BMU and further apply some change to nearby BMU neurons.
This step is responsible to ensure the neighborhood feature of SOM, allowing
the grouping of similar vectors. This feature is used for the application of
SOM as a clustering tool.

In hydraulic models, the elements can be characterized by physical or
topological variables such as roughness, length or diameter of pipes and eleva-
tion, base demand, emitter coefficient or coordinates of nodes. As roughness
and emitter coefficients are the interest variables, they can not be used in
clustering criteria. So, age, material, and pipe centrality are used as pipeline
group criteria, and shortest path value, centrality and coordinates for group-
ing nodes, following the proposal by [1].

Once the SOM has been generated, pipes and nodes are subjected to a
clustering process. Each class is represented by its codebook. Hierarchical
clustering is applied. After this process, the silhouette index is evaluated to
determine the combination that maximizes this index. Figure [1| shows the
final partition of nodes and pipelines.

Nodes Map Partition

Figure 1: Partition of nodes and pipelines
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4 Conclusions

The calibration of a WDS model that considers not only roughness but also
leaks through emitter coefficients, and hourly demand factors is not easy and
requires suitable optimization to define right values. The errors and difficul-
ties of the process derive not only from adequate grouping processes but also
from suitability of the objective function that will describe the problem. We
present an approach, to jointly calibrate these three parameters using a bio-
inspired genetic algorithm. To define the decision variables, we applied self
organizing maps that adequately divide pipelines and nodes into groups. An
objective function using absolute error weighting of maximal and minimal
values of control parameters (flow and pressure) is used, once the quality
index of this function is the best.

This methodology presents computational time saving, finding high cor-
relation parameters between measured and simulated variables, and reducing
the number of variables, once an SOM is able to define representative groups.
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1 Introduction

Water Supply Network (WSN) sectorization entails the partial isolation of
areas within the networks by closing pipes and setting a flowmeter in a single
(or few) feed lines. It has some drawbacks, namely, the economic investment
in boundary valves and flowmeters and the pressure reduction due to increase
of headloss. Whilst pressure reduction can translate into leakage reduction, it
can also lead to supply outage. A good sectorization layout must offset these
aspects; therefore, an optimal distribution of boundary valves and flowmeters
must be defined. In the methodology here proposed, the network is treated
as a social network, and a community detection algorithm is implemented
to define the sectors, then, the arrangement entrances/boundaries is defined
for each sector using Genetic algorithms (GA) + Monte Carlo Simulation

(MCS).
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2 Community detection algorithm

WSNs can be represented as graphs, which allows to implement algorithms
derived from the graph theory domain. In the method proposed by Campbell
et al. (2015) to define the trunk network, pipes are ranked according to their
role in the supply of the entire network. For each node, the Shortest Paths,
to all reachable nodes are calculated. The result is arranged in a square ma-
trix, from where the Accumulated Shortest Path Value (ASPV) of each node
is calculated and then, the values are transferred to pipes. This way, pipes
connected to the sources are expected to have the greatest values of ASPV,
whilst the extreme pipes are expected to have an ASPV equals 1. This is
used as a criterion to segregate the trunk network from the distribution net-
work. The resulting distribution network is treated as a Social Network,
and the Multilevel Community Detection Algorithm (Blondel et al., 2008)
is implemented over it. The partition of the network with the highest value
of Modularity (Newman, 2006) index can generate extremely small commu-
nities. Therefore, the communities in this partition are recursively merged
using a merging process here proposed (see pseudocode below), to ensure
that all sectors comply with a series of pre-established limits. Such limits
can include, pipe length, number of connections, or a combination of several
characteristics.

Pseudocode:
All pipes connecting communities are selected and put in a Set of Candidate Pipes
(SCP); (1) Given pipe m, if IN,, € C; & F Ny, € C; — m € SCP; from the CP,
extract the subgroup of pipes scp; from which their corresponding communities
do not exceed a pre-established limit for a given feature; (2) Given scp; € SCP,
where, for every m, L; & Lj < Lpqg; for every m, if Lj + Lj < Lypge — 1 + j =
1M j; Steps 1-2 are repeated until no new pipes enter the scp;.

Here m = pipe; IN,, = initial node of pipe m; F'N,, = final node of pipe m;
C' = community; L = the characteristic used as a criterion.

Finally, the trunk network is re-coupled with the distribution network and the
pipes connecting each sector with the first one are included among the SCP. Each
pipe inside the mentioned set can be defined either as boundary valve or as sector
entrance.
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3 Entrance-Closing valves definition

Between the unavoidable leakage volume and the total leakage volume that can be
found in a typical WSN, there is an economic management level, which corresponds
to the level where the cost of a new repair exceeds the benefits from the savings.
One way to estimate such economical leakage level is through the assessment of
the SRELL (Short Run Economic Leakage Level) based on a combination of the
BABE (Background and Burst Estimates) concept (Thornton et al., 2008), and
the FAVAD (Fixed and Variable Area Discharge) theory (May, 1994). A very im-
portant result derived from this estimation is the URELL (Lambert and Lalonde,
2005), which corresponds to the volume of unreported leaks that is feasible to let
occur within one year. The method to estimate the SRELL includes an equation to
calculate the Optimal Frequency of Inspection (OFT) of the WSN, which is based
on three components: CI - Cost of intervention ($); CW - Variable cost of water
($ /m3); RR -Rate of Rise (m3/day/year).

The calculation of the OFI can be used to predict the benefits of pressure
management in a WSN. According to the FAVAD theory, a pressure reduction
entails a reduction in the leakage flow (background, detectable and reported).
Furthermore by reducing the pressure, both, the RR, and the time required to
perform a complete inspection of the WSN, is reduced, which translates into a
reduction of the annual budget for inspection, the SRELL and the URELL. Further
benefits derived from reducing pressure include: reduction of burst frequency,
as described in Thornton & Lambert (2006), and a reduction of the domestic
consumption. When the flow in the network is reduced, the energy is expected to
vary correspondingly. To calculate the total cost of energy, the energy consumption
of each hour (kWh), in which pumping is used, is multiplied by the cost of energy
($ / kWh) (according to an energy price pattern). The resulting hourly costs are
added to obtain the daily energy consumption.

3.1 Objective function

In a WSN of hundred kilometres of pipe length, the number of pipes that can be set
as boundary pipes or as sector entrances and the number of possible combinations
entrances/boundary valves can be very large. The more entrances a given sector
has, the lower is the negative impact of sectorization over the nodal pressure, but
more difficult is to detect leakage events. On the other hand, the greater is the
number of entrances, the more costly the sectorization becomes. In this paper,
a GA is implemented to maximize the net benefit of sectorization. The status
(closed/open) of the pipes, delimiting the sectors (candidate pipes), is established
as decision variables (every candidate pipe’s status is set as decision variable). The
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equation below shows the objective function to maximize.

Maxf(z) =A+B+C+D+E+F )
+G - A" -B*-C*
Subject to: I, < I[,"; P < P10 < A+ B < (A+ B)™%. Where A =

man

Saving by reducing background leakages (volume)($/year); B = Saving by reduc-
ing reported bursts (volume)($/year); C' = Saving by reducing the number of pipes
to repair (reported bursts)($/year); D = Saving by reducing the number of pipes
to repair (unreported bursts) ($/year); E' = Saving by reducing the internal domes-
tic consumption (volume)($/year); F' = Saving by reducing the external domestic
consumption (volume)($/year); G = Saving/Expenditure by reducing/increasing
the energy consumption($/year); A* = Amortized cost of valves and flowmeters
($/year); B* = Compensation cost for pressure deficit ($/year); C* = Maintenance
cost of flowmeters and valves ($/year); I, and [,"*® = Variation of the resilience
index (current and maximum allowed); Py, and P, % = Maximum and min-
imum required pressure; A + B and (A + B)™* = Budget for the purchase of
flowmeters and boundary valves and threshold budget.

As explained above, implementing pressure management based on sectoriza-
tion has as advantage the capacity to detect new leakage events when they occur.
The ability to detect and locate new leakage events will depend on two character-
istics of each sector, namely, pipe length and number of connections and in the
technical capacity of the water operator. The larger a given sector is and the more
entrances it has, the more difficult becomes the detection and location of a new
leakage event. The possible values of leakage event detection may be established
as single values (fixed values) and then be used in a classical optimization model,
which means that at each iteration, the volume of leakage that is saved due to the
sectorization implementation is calculated. However, the prediction of the percent-
age of leakage that can be detected has a high degree of uncertainty; therefore, the
prediction of such percentage can be better represented as a range of probabilistic
values. Leakage rates are expected to be different for each sector (sectors located
in older areas or areas with lower maintenance, are expected to have greater leak-
age rates than sectors located in newer areas with more continuous maintenance.
The distribution of the expected leakage rates among sectors must be performed
by the technical staff of the water utility. Once the detection probability curve
for each of sector is established, the optimization process is initialized; however,
differently from classical optimization, for every iteration, an MCS is carried out.
In this simulation, values are probabilistically sampled from the aforementioned
probability distribution. For every iteration, the net profit is re-computed. At
the end, the average of all the iterations is calculated. The solutions in which the
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simulation results meet all the restrictions are marked as valid, and are used as
feedback to generate new solutions. The rest of the solutions are discarded.

4 Example of Implementation

To exemplify the methodology, it is implemented over a fraction of the WSN of
Managua city, Capital of Nicaragua. First, the supply trunk was identified, then,
a set of 21 sectors, with pipe length between 3 and 34 km and with their respective
candidate pipes (47 in total) were established. From the 21 sectors, six had one
single entrance and the rest a set of 2-4 candidate pipes. The maximum difference
of elevation allowed between the nodes of each sector was set at 20 meters. As result
of the optimization of entrances/boundary valves, 35 flowmeters and 12 valves were
allocated. The annual net profit (savings - expenditures) resulted 72.397 §/year.
If only background leakage reduction is considered among the benefits, the project
would be infeasible.

Q Flowmeters

& Boundaryvalves
Trunk network

—— Minisectors

21 sectors from 3 - 34 km
of pipe length

5 Conclusion

In this paper we put in place a framework to account the benefits of sectorization,
beyond only considering the benefits in terms of background leakage reduction. As
it is shown in the implementation example, by considering benefits as: savings by
reducing reported leakage; savings by reducing unreported detectable leakage; sav-
ings by reducing the number of pipes to repair (reported and unreported leakage)
and savings due to reduction of domestic consumption (internal and external), the
balance Savings/Investment can be extremely different than when only background
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leaks are taken into consideration. In the presented example, the net profit ob-
tained by implementing the proposed methodology is 72.397 $/year, significantly
above the result obtained by only considering the reduction of background leakages
and energy, in which case, the project is infeasible. This work introduces novel
concepts to the sectorization research field, namely, Social Network Community
Detection algorithms and MCS. With the first one, along with a merging process
proposed in this work, it is possible to define sectors in WSNs depending of a
trunk network. With MCS it is possible to take into consideration the inherent
uncertainty in the prediction of new leakage events detection within the process
of optimization of the entrances/boundaries valves. This is the first sectorization
research work that entails an analysis of the effect of sectorization layouts over the
detection of leakage events, and therefore we hope that the same could provide
new guidelines for researchers and professionals involved in the WSN sectorization
research field.
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Deterministic models are represented by differential equations or differ-
ence equations and therefore are associated equilibrium points. In this work,
we develop a model with discrete age scale and discrete-time to analyze an
epidemic with three states where each state is also subdivided in three com-
partments depending on the age. The associated model assumes that the
chain of infection and recovery is described as happening in discrete-time
steps, where each step is the interval between an individual acquiring infec-
tion and passing it on to the next infected. Thus, the SIR model is described
by a discrete-time nonlinear system and it has unknown parameters which
depend on the considered epidemic. This model is denoted by SIR(p) and
it is a structured model, where each state is subdivided in: susceptible in-
dividuals S;, infected individuals I; and recovered individuals R; at the i-th
age compartment, for ¢+ = 1,2,...,m. The size of the population remains
constant to N and an entry of new individuals proportional 3(k)N state is
added to S;. The parameters involved in the model are as follows: Survival
rate: p;, ¢; and r; are the rate of survival individuals of S;, I; and R;, re-
spectively. Change of compartment without changing the variable: o;, p; and
v; are the rate of individuals becoming S; / Sii1, I; / i1 and R; / Riyq.
Change of compartment with changing the variable: €; and J; are the rate of
susceptible and infected individuals who pass from compartment ¢ to ¢ + 1.

I (k)

and

Finally, the exposition rate and the recovered rate at time k are «

v;, respectively.
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Then the model is of the form z(k + 1) = f(xz(k),p), k € Z where
x(k) € R™™ is the state vector, p is the parameter vector and f : R" — R”
is a continuously differentiable function in R".

In the modeling process is important to know the behavior of the system
solution in a neighborhood of an equilibrium point. This allows us to deduce
whether the disease will disappear, will be endemic or epidemic will grow
to generate a pandemic. In this way, we will use a linear approximation
SIR;(p). First, the existence of the equilibrium points is studied. Since the
population size remains constant for all k

3 3
BN =N = " piSi(k) = > aqili(k) = > _riRi(k),
i=1 i=1 i=1
we obtain the disease-free equilibrium point Py = (S{, 0,0, S{, 0,0, ng:, 0,0)
given by
S{:N(l—p2+02)(1—p3)’ ngglN(l_p?’), S:{:CHO'QN7

w w w

where @ = (1 — py + 09 + 01)(1 — p3) + 0207.

If we linearize around this point we obtain a linear approximation of
the initial system SIR(p) given by z(k + 1) = A(p)z(k) + b, being x(k) =

S(k)

I(k) |, A(p) the coefficient matrix that contains all the parameters of

R(k)
the system and b= (N 0000000 0)7.

In this work, the identifiability property of our model is analyzed in order
to confirm the possible identifiable parameters of the model from a given
data set. This analysis identifies the parameters or the relationship between
parameters which are accessible from an input-output pair. In the last years,
a great variety of works have been developed for the identifiability of several
mathematical models [1, 2] and [3].

Thus, a model is identifiable if the relationship between the set of possible
parameter values and the set of possible input-output behaviors is one-to-
one. That is, given two parameter vectors p, p the equation zP(k) = zP(k)
has only the solution p = p.

k—1
From the solution of the system SIR(p), z(k) = A*(p)xz(0) +Z A'(p)b,
i=0

and using different initial conditions x(0), we can identify all the parameters
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except p1. The non-identifiability of p; is therefore due only to the condition
that the population is constant N at each time.

After solving the identifiability problem we obtain a model designed to
represent theoretical concepts, and to serve as bases for devising quantitative
relations and for predicting properties. By solving the identifiability prob-
lem we guarantee that the model parameters can be estimated under ideal
conditions. In the next step, we will need to design a process to estimate the
parameters that can be identified.

The usual estimation methods include the projection algorithm, gradient
algorithm and least squares algorithm, [4, 5]. In the estimation process will
assume that for a given system the value of the parameters are not known,
but we have recorded inputs and outputs over a time interval. So, consider
i =D, ¢ =q,r; =71, 0 p; and v;, . = 1,2,3, and ¢; and 9;, 1 = 1,2, are
known and the collection of observed dates given by

ob(k) = (Si(k) Sa(k) S3(k) L(k) Io(k) I(k)Ru(k) Ra(k) Rs(k))",

k=1, 2,..., K, K > 1. We will estimate relevant epidemiological pa-
rameters as the transmission rates and the recovery rates, that is, p =

(f1 Ja 371 72 73)T-

So, we rewrite the initial system as follows
w(k+1) = M(k)p + N(k)

being matrices M (k) and N (k) obtained after the reorganization of the linear
system STR.(p).
Denote by e(i) = (ob(i) — x(2))T (ob(i) — z(4)), i = 1,..., K, and define
ex = col(e(i)) 5!, dix = col(d(i))E, = col(ob(i) — N(i — 1)), and Hx =
ol (M ()5
From K observed dataset we want estimate the value of p, that is, we can
find the parameter vector which minimizes to the quadratic cost function

K
Z e( = —€K€K = (dK — Hip)' (dx — Hgp).

=1

l\')l»—t

And we show that if there exists kg such that I;(kg) # 0, i = 1,2, 3, then
the solution from K observations with K > ko is px = H,CTHK)*lH};dK.
In addition, if there exists kg such that I;(kg) # 0, i = 1,2,3 then



Modelling for Engineering & Human Behaviour 2015 86

then [pgll <1,

1
(S )V p(Sk)

being py = Si' Hkdx the parameter which minimizes the problem associ-
ated with K observation data.

If we add one observation ob(K +1), using a discrete-time variable system
Prt1 = AxPxg+Bk, K > 1where Ag = S;(LSK and Br = Sl}ﬂrlM(K)Td(KjL
1), being Sy = HL Hy, we get convergence conditions guaranteeing the suc-
cession of obtained parameters.

Thus, assume that there exists ko such that I;(kg) # 0, i = 1,2,3, K > ky,
and consider the observation data such that

€

p(Si)p(MT(K)M(K))'

lob(K +1) —z(K +1)| <

for some € > 0. Then
IPrs1 — Pxll <€
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1 Introduction

Plants are essential to not only man’s existence, but to every species on
Earth. Sometimes, plants become infected with a disease. There are many
different ways that a plant may contract a disease. One of which is bacterial.
For example, Magnaporthe oryzae is a bacteria that causes rice blast which
can cause rice production to decrease up to 90 percent [4]. Also, a plant may
become infected with a fungal disease. One such fungus is Botrytis cinerea,
and it destroys the fruits the plant produces [10]. In this paper, we will
be interested in plant viruses and their dynamics. In order to work with the
viruses, we must first understand how they replicate. For a virus to replicate,
it must invade a healthy cell and use the cell’s DNA or RNA to reproduce.
The infected cell bursts and several copies of the virus exit.The new virus
particles infect other cells. The viruses continue this process until there are
no more healthy cells to invade. Different virus processes have been widely
studied. See for example [2], [12], [11], and [17].

Plant viruses cause many diseases some of which that affect many plants
all over the world. For instance, the Citrus tristeza virus once wiped out
millions of trees in Brazil [7]. But in order for an infected plant to infect
another, a virus from an infected plant must come in contact with a healthy
plant. This may happen in several different ways. For example, a field
worker might contact the juices of an infected plant and contact a healthy
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plant. Or maybe the interaction is more organic in that an infected plant
might have its juices fall directly onto a plant underneath it. Another, and
the most common, way for the transference is by an insect vector. Insect
vectors transmit more than 70 percent of all known plant viruses [7]. Many
vectors that transport these viruses include aphids, whiteflies, leathoppers,
etc.

There are many ways that plant viruses interact with the vectors, but in
this paper we are concerned with circulative, persistent transmission. This
transmission works in the following way. The vectors consume sap from an
infected host through their stylets. The viruses in the sap enter the salivary
glands, circulates within the vector, and then causes infection. This process
can take up to a few hours or up to a few days depending on the insect-vector
interaction. The vector will hold the infection for the rest of it’s life. When
the infected vector contacts a healthy plant, some virus particles leave the
vector and invade the plant [15, 16, 13]. Once the virus has circulated and
propagated throughout the plant, the plant may use defense mechanisms to
combat the virus. On example is by antiviral RNA silencing, a process by
which slicing or translation repression of viruses occurs [8].

Many physical and biological processes (gestation, maturation, reproduc-
tion, infection) take time to complete. In the case of a viral infection, it takes
time for a virus to invade a cell, reproduce, and spread in order throughout
the host. This process time is a delay time. Processes with delay times
can be modeled using delay differential equations (DDE). Delay times can
change the dynamics of the model. For example, delays may change the so-
lutions, cause discontinuities in the derivative, introduce oscillations, affect
uniqueness, or change the stability. Despite the complications and numerical
difficulties, results are more realistic from the biological and physical points
of view. The effects of the delay times are highly coupled with the parameters
of the model. See for example [6, 9].

Although there are many models that describe in interaction between
vectors and humans, there are not as many that describe the relationship
between plants and vectors. In this paper, we construct a model assuming
that the virus gets transmitted by plant and insect contact, and is modeled
using Holling type II [1], since insects can only bite a limited number of
plants. In [15] a similar model is presented that also consider that infection
can be transmitted from plant to plant. We do not consider such transmission
because in [16] it is said it is not common.
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2 Mathematical Model

In this model we do not consider a specific virus, plant, or insect vector, but
we make the following assumptions.

There are three populations of plants: Susceptible, S, healthy but subject
to be infected by the virus, Infective, I, already infected by the virus, and
Recovered, R. Each of these variables describe their respective population
at time, t. The total number of plants will be denoted by the fixed positive
constant K, K =S + I + R. It is reasonable to assume K is fixed, because
when a plant dies by the virus or natural death in farms, it is usually replaced
with a new healthy plant.

For the insect vectors, there will be two populations : Susceptible, X, and
Infective, Y. Each of which describe the populations at time, ¢, as well. The
total number of insects will be denoted by the constant, N, N=X+Y. Also,
the rate at which the insects enter the system, by birth or immigration, is
constant. There is no vertical transmission of the virus, and vectors cannot
transmit the virus to another vector. In addition, vectors do not get killed
by the virus nor do they defend against it. The vector will keep the virus for
it’s lifespan and does not recover. The infective insects do not get sick from
the virus, they are just carriers.

As far as the interaction between the insects and the plants, an infected
insect vector can only infect a susceptible plant. The only way for the vector
to become infected is through coming in contact with an infected plant. The
interaction between vector and plant is of predator-prey Holling type 2 [1].

The differential equations for this model are

ds BY

= K+ dl — S —

dt plt A+ s 1+aY
dI BY

— = —(d I
7 iy et

dR

=] =

7 =7 puR

dX

X _\_BIX Ly

dt 1-’-0&1]

dY — BIX

i —mY.
dt 1tad

where p is the natural death rate of the plants, d is the death rate of infected
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plants due to the disease, « is the saturation constant of plants due to vectors,
[ is the infection rate of plants due to vectors, v is the recovery rate of plants,
A is the replenishing rate of vectors (birth and/or immigration) /3 is infection
rate of vectors due to plants, «a; is the saturation constant of vectors due to
plants and m is the natural death rate of vectors.

To get a more realistic model, we consider two delays, 7, which is time it
takes a plant to become infected after contagion and 7, the time it takes a
vector to become infected after contagion. The model with the two discrete
delays, assuming that the total populations of plants and vectors are constant
so R and X can be eliminated, is

ds . 6Y(t—7'1)
= = 8) T s m)
SR 4 Gt VIR TR N

dt ~ 1+aY(t—7)
dY_ 51]@—7'2) A
dt  1+al(t—m)'m

—Y(t—m)) - mY.

The delay differential equations are solved numerically [3, 14] and ana-
lyzed numerically using dde-biftool [5].

3 Discussion

We presented two plant virus propagation models, one with no delays and
the other with two delays. In the case where the basic reproduction number
was less than 1, we notice that the introduction of delays introduces sig-
nificant changes in the solution for the susceptible, infected, and recovered
plants, including a longer time to approach approach the disease free equi-
librium point and oscillations. For the insect populations, there is a smaller
change in the solutions. When the basic reproduction number was greater
than 1, however, the endemic steady state becomes stable and the disease
free becomes unstable and this also corroborated by the numerical calcula-
tions. The natural death rate of the vector was chosen as the continuation
parameter. We changed the value of the natural death rate of the vector,
since it is one value that can be modified by the use of pesticides, predators
or other vector control means. Furthermore, the results show that it is not
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necessary to eliminate the vector completely, only to increase its death rate
to control an epidemic.

The study of the stability of both equilibrium points of the delay dif-
ferential equation system, has to be done numerically. We used the code
dde-biftool [5], which also allows the variation of some parameters and will
approximate the location of bifurcation points.

We ran simulations for different values of the delay times, and similar
results were obtained. In particular, we increased the delay time for the
virus-insect interaction. The solutions were slightly different but the disease
free equilibrium was stable for Ry < 1 and unstable when Ry > 1. Likewise,
the endemic equilibrium was stable for Ry > 1 and unstable when Ry < 1.

In addition, there is a Hopf bifurcation of the disease free branch at
m = .2974 when 7 = 24, 5 = 1, but the some populations at the bifurcated
branch are negative, so the branch is unrealistic. The same is true for the
Hopf bifurcation point on the endemic equilibrium branch. So there are no
periodic solutions.

Delayed model is more realistic because it takes into account the time
between the release of a factor and its absorption and its effect.

Although a specific plant, insect vector, and virus was not considered,
the parameters can be modified to fit a particular situation.
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1 Introduction

The complexity of the planning process in a distribution center is high due
to the large number of variables and possible combinations that may affect in
the development process. Different trends in manufacturing and distribution
have made the order picking process more and more important and complex.
These new trends cause high variability in the workload, on the other hand
the available resources are limited and they have to be planned in advance.
Sometimes the available resources are adjusted to the company needs; other
times available resources are below what is needed and could lead to problem
in the overall operation.

Although the distribution centers have a key role in the success, or failure,
in supply chains [Frazelle, 2002] at the design stage, there is no systematic or
scientific approach to the physical design of ware-houses [Goetschalckx et al.,
2002, Baker, 2008]. In the absence of a defined and accepted methodology
warehouse designers develop their own methods [Oxley, 1994]. In the litera-
ture review there are different examples using meta heuristics in the transport
and warehousing domain like [Escuin et al., 2012, Sicilia et al., 2015, Royo
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et al., 2015]. But still there is an enormous gap between the published ware-
house research and the practice of warehouse design and operations [Gu et al.,
2007]. For a typical warehouse, the cost of order picking is estimated to be
as much as 55% of the total warehouse operating expense [Tompkins et al.,
2010].

2 Problem description

To solve this problem we propose a method that fits the complexity of the
picking process with high variability and integrated with other warehous-
ing operations. In this paper we focus in the resource allocation to tasks
in a distribution center. Scheduling and Resource Allocation are tradition-
ally considered as very complex business problems. The challenge is how to
schedule operational resources according to the operational flow in a distribu-
tion center in specified time intervals. The main variables are the resources
assigned to tasks and work intervals. To solve this assignation problem, we
have implemented a genetic algorithm to get a fast and feasible solution. In
addition, outputs are compared with the results obtained by a linear pro-
gramming model (LP) solved by an optimization library. The objective from
this model is to define a decision-making system for planning task and re-
source assignment with the required service level in the distribution centers.
The main constrains identified are that we have to maintain the service level
(Truck schedule time table). There is a limitation in the use of resources
(operators, forklifts, docks). And finally we have to maintain the precedence
sequence among the tasks.

2.1 Model description

The complexity of this problem could be high, it is a NP-Hard problem.
For little instances, it could be solved with standard lineal programming
techniques like Simplex Method. In this case the dimension of the problem
is big, the number of scheduled task in one day is bigger than 300, the number
of operators could be 50. The genetic algorithm is a heuristic, it is routinely
used to generate useful solutions to optimization and search problems with
no size limitation. The Chromosome representation in our algorithm has five
genes: Orders (O), Tasks (7T'), tEams (F), time Period (P) and Quantity of
resources (Q).
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Phase ‘ Description

Initialization A first theoretical solution is computed taking only
precedence constraints and temporal restrictions of the
tasks into account.

Selection The selection of the individuals who are going to repro-
duce.

Cross-Over The Cross-Over operation mix the genes from two par-
ents in one generation, and creates two new child called
offspring.

Mutation An order which belongs to a solution can be mutated in
three distinct ways

Evaluation Schedule performance is measured in terms of resource
availability and length of the order execution.

Table 1: Genetic Algorithm phases

One order is composed by tasks. Each task from one Order has to be
assigned to a Team with skill to perform the task in one period of time. The
quantity of resources assigned is defined by (). The algorithm schedules tasks
from one initial plan and evolves considering precedence and resource con-
straints. The selected algorithm is a Steady-State Genetic algorithm because
overlaps populations. The size of the population remains constant. Then,
once the offspring has been added, the population is truncated by randomly
removing two chromosomes from the ten per cent worst evaluated ones. The
population size used in the problems depends on the nature of the problem.
In this case the population size is 50.

Tasks have precedence relationships between them so so each task can
not start until its predecessors have completely finished. In addition, there
are temporal restrictions. That is to say that some tasks can be blocked,
other can be delayed and other can be brought forward. In addition, there
are several resources types with their own temporal restrictions and task-
resource dependencies.
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Variable | Level Value
CrossOver | 0 50
1 90
Mutation | 0 10
1 70
Selection | 0 Elitism
1 Roulette Wheel

Table 2: Values from variables

3 Results

In the experiment, the effects of the variables in the fitness of the function
are shown. In fig 1 this relationship is represented. The slope of the line in
each graph represents the influence of this variable in the objective function.
As it is shown, the variable Selection has little influence. The fitness function
has almost the same result with the low value (0 Elitism) as with the high
value (1 Roulette Wheel). On the other hand the variable mutation has a
big impact in the fitness function. The slope from the line is high. The
evaluation of the fitness function with the low value of Mutation (10 %) is
about 18 and with the high value (70 %) the value obtained is almost 6.
With the Cross operator, the influence is intermediate bigger than Selection
but lower than mutation. In this case the low level of the Cross operator
increase the performance from the algorithm.

4 Conclusions

The research from this papers shows there is a gap between practitioners
and researchers in the distribution center operations domain. Some problems
could be resolved with models developed from other industries. Scheduling
problems are complex, but with the appropriate hypothesis in a distribution
center they could be simplified. The genetic algorithm is a useful technique
to solve the assignation problem, but with different parameters that affects
to the fitness function. In the screening test performed over three parameters
it is shown that the mutation operator has a big impact in the evolution of
the fitness of the solution. A high value in the mutation operation achieve
better results in the objective function. The Selection operator has little
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Figure 1: Fitness evolution in each experiment

influence in the performance in the algorithm. The Cross operator has a
medium effect, the lower the better performance.
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1 Introduction

In many branches of Science and Technology it is necessary to solve different
kinds of nonlinear equations or systems F'(z) = 0, where F': X — Y, being X
and Y Banach spaces. The best known iterative scheme is Newton’s method

g * D = 2B _[F (T EE®)Y, k=0,1,...

but Traub’s scheme increases the order of convergence of Newton’s one, with-
out a complex iterative formula

y*) = 20 — [F' ()] F(z®), )
e =y B — [P W) F (W), k=0,1,...

where F’(x) denotes the Fréchet derivative of F'. This scheme can be suc-
cessfully used, with third-order convergence, on nonlinear problems.

*This research was partially supported by Ministerio de Economia y Competitividad
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In the last years, the use of tools from Complex Dynamics has allowed the
researchers in this area of Numerical Analysis to deep in the understanding
of the stability of iterative schemes (see, for example, [1-6]). The analysis, in
these terms, of the rational function R associated to the iterative procedure
applied on quadratic polynomials, gives us valuable information about its role
on the convergence’s dependence on initial estimations, the size and shape
of convergence regions and even on a possible convergence to fixed points
that are not solution of the problems to be solved or to attracting cycles.
Moreover, if a parametric family is studied under this point of view, the
most stable elements of the class can be chosen, by means of an appropriated
use of the parameter plane.

In this paper, we begin a dynamical analysis of the rational operator
associated to Traub’s method on cubic polynomials. Stable and pathological
behaviors are obtained depending on the polynomial.

In order to introduce the complex dynamical concepts used in this manuscript,
we refer to [7]. Indeed, we need that nonlinear function f is defined on Rie-
mann sphere @, as 0o becomes one more point to be taken into account.

The following results assure us that, if our aim is to analyze the stability
of Traub’s method on cubic polynomials, it is enough to study its behavior
onp(z) = (z—1)(z—r)(2+1), as the dynamics are equivalent (see the Scaling
Theorem at [8]), that is, a conjugacy preserves fixed and periodic points as
well as their character and basins of attraction.

Theorem 1 ( [9]) Letq(2) be any cubic polynomial with simple roots. Then,
it can be parametrized by means of an affine map to p(z) = (z—1)(z—r)(z+1),
r € C. This map induces a conjugacy between R,(z) and R,(z).

The rest of the paper is organized as follows: in the following section,
we analyze the dynamics of Traub’s method on cubic polynomials. The
calculus of the fixed points and their stability are presented. Moreover, some
dynamical planes, corresponding to stable or unstable behavior, are shown.

2 Dynamics of Traub’s scheme on cubic poly-
nomials

In the following, we apply the fixed point operator associated to Traub’s
scheme (1) on polynomial p(z) = (2 — 1)(z — r)(z + 1). Then, the following
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rational operator appears, depending on both z € C and r € C,

4(257% — 9)27 + 20r(1 — 2r2)25 + 21 (19 — 2472)2%
(2rz — 322+ 1)4
12r2(r2 — 5)23 + 12r(2r2 — 1)22 + 2r2(4 — 1r?)2
* (2rz — 322 +1)4
6(rt 4+ 8r2 +1)2° — 111728 + r + 462°
* (2rz — 322+ 1)4 '

Ry(z,r) =

(2)

Let us remark that the rational function R,(z, r) is simpler for specific values
of parameter r, forcing common roots in the polynomials of numerator and
denominator of R,(z,7). In fact, they are double roots of p(z), r = 1.

Respect the fixed points of operator R,(z,r), the third-order of conver-
gence of the original iterative scheme induces the superattracting character
of the roots, as fixed points. However, there exist some strange fixed points
of R,(z,r), whose character is analyzed in the following results. Firstly, we
analyze the role of the infinite as a fixed point: z = oo corresponds to the
divergence of the iterative method and it can be checked that it is a fixed
point of R,(z,r). In fact, its character is repulsive as it happens in Newton’s
scheme.

Lemma 1 The strange fized points of R,(z,1) are the roots of s(z) = —1 +
(—8r+273) 2+ (11 —22r%) 22 + (541 — 10r®) 23 + (=37 +4612) 2* — 70r2° + 3525,
that will be denoted by s;(r), i = 1,2,...,6. Then, there exist sixz different
strange fixzed points except in cases r = £1, when the operator is simpler and
there exist only three strange fixed points.

o s1(r) and s¢(r) are repulsive for all r € C

o 5;(r), i = 2,3,4,5 can be attractive (even superattractive) in different
small areas of the complex plane.

Moreover, so(r) is superattracting for r = —3.06574, r = 2.93636 and r =
0.0161684, meanwhile s5(r) is superattracting for r = 3.06574, r = —2.93636
and r = —0.0161684.

In fact, the regions of the complex plane where some of these strange
fixed points become attractive are showed in Figures 1 and 2. In Figure 1,
the stability function of sy(r), St2(r) = |R (s2(r),r)|, is plotted in those
regions of C where it takes values lower than one, that is, where sy(r) is
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Figure 2: Stability regions of s3(r) and s4(r)

attractive or superattractive. The behavior of s5(r) is similar but symmetric
respect the imaginary axis. The stability of strange fixed points s3(r) and
s4(r) is complementary, as it can be seen at Figure 2. In it, we show as the
loci where St3(r) = |R,(s3(r),r)| < 1 and Std(r) = |R,(s4(r),7)| < 1 are
complementary subsets of small cardioids. When a value of r is taken in
these regions, only one of them (s3(r) or s4(r)) will be attracting, existing a
bifurcation curve (the intersection between dark and clear regions in Figure
2 in each case defined by those values of r where the stability of both points
change simultaneously.

Some particular cases showing this kind of behavior can be observed in
Figure 3, where one strange fixed point is superattracting. In spite of this,
their basins of attraction are very small and frequently it is necessary to get
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closer in order to see them (Figure 3(b) is a detail of Figure 3(a)). Also we

Ret)

(a) r = —3.06574 (b) Detail (c) r = 0.88115

Figure 3: Dynamical planes with unstable behavior

can find values of r where the behavior of the rational function is stable (see
Figure 4). In fact, this stable behavior is the most usual, as the regions of
instability are very small, as it has been stated previously.

r—05+22z

Figure 4: Dynamical planes with stable behavior

In this work, we have shown that third-order Traub’s scheme has a very
stable behavior on cubic polynomials. The only anomalies appear as very
small basins of attracting strange fixed points. Moreover, some attracting
periodic orbits of different periods have been found.
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1 Introduction

Many engineering processes are described by second order differential equa-
tions, whose solution is given in terms of the trigonometric matrix functions
sine and cosine. Examples arise in the spatially semi-discretization of the
wave equation, or in mechanical systems without damping, where their so-
lutions can be expressed in terms of integrals involving the matrix sine and
cosine [1]. Several state-of-the-art algorithms have been provided recently
2, 3] for computing these matrix functions. In this work we present a se-
quential algorithm based on Taylor series that use Theorem 1 from [3] for
computing matrix trigonometric functions.

Throughout this paper C"*" denotes the set of complex matrices of size
n X n, I the identity matrix for this set, p(X) the spectral radius of matrix
X, and N the set of positive integers. In this paper we use the 1-norm to
compute the actual norms. Section 2 presents the Taylor algorithm, Section 3
deals with numerical tests and gives some conclusions.
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2 Algorithm for computing the matrix cosine

The matrix cosine can be defined for all A € C™*™ by cos(A) = > (_(12);’?% :
i=0
and let

Tind) =3 ot = PalB) = St 0

be the Taylor approximation of order 2m of cos(A), where B = A?. Since
Taylor series is accurate only near the origin, in algorithms that use this
approximation the norm of matrix B is reduced by scaling the matrix, com-
puting a Taylor or Padé approximation and recovering the approximation
of cos(A) by means of the double angle formula cos(2X) = 2cos?*(X) — I.
Algorithm 1 of [3] presents a general algorithm for computing the matrix
cosine based on these ideas, where we will use the same considerations as in
3, Sec. 2] for computing the Taylor approximation P,,(47°B) = T5,,(27°A)
by Paterson-Stockmeyer method.

The error analysis for Taylor approximation of the matrix cosine, similar
to that on Sec. 2.2 of [2] for Padé approximation, yields analogous results
making it very restrictive. Instead of that we use an analysis based on the
backward error of the matrix exponential computation by Taylor algorithm
from [4], similar to that for Padé Sec. 2.3 of [2], overcoming the difficulty
that the backward error for Taylor approximation is not odd as that for
Padé, see [5]. This analysis yields Table 1 of new values for parameter ©,,,
to substitute the values from [3, Table 2]. Let my be the maximum order
allowed. If [| B|| < ©,,, for some my, < my, then the scaling of matrix B is
not necessary and the order my, is selected. Otherwise we scale the matrix
B by selecting a positive integer s such that 47°43,, < O,,,, where 3,,, can
be obtained from [3, Th. 1] as

1 1
B, = HlaX{HBka k> mk} = max{”Bka cmy < k< 2my, — 1}.
Analogously to [6, p. 374], we take for 3, the approximation

By = masx {| B 75 | et} &)

5 1
and then s = Blog2 (g’”’“ ﬂ . Approximation (2) is justified since || B*||* —
m

1
p(B) as k — oo, and then for the majority of matrices the values HB’“ H * tend
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to be decreasing and tend to have less variations for higher matrix powers.
Algorithm 1 computes the matrix cosine based on the ideas above with the
objective of simplicity for a parallel implementation [5].

Table 1: New values of ©,, for [3, Table 2] and matrix powers B?,
B3,--- B used to compute (1) by Paterson-Stockmeyer method.

E-mi g O, k- mi q O,

1 1 1 6.661338018806219¢-16 pH 9 3 1.189983654063290
2 2 2 1.154075612730971e-07 6 12 4  4.924177884630485
3 4 2 2.491236564385514e-03 [7 16 4  16.06054585896760
4 6 3 8.976968236812591e-02 8 20 5  35.62660483639449

Algorithm 1 Given a matrix A € C™"™ and my, this algorithm computes
C' = cos(A) by (1) with m lower than or equal to my.

1. B=A?

2: if ||B|| < ©,,, then > (see Table 1 for the values ©,,, )

3: Compute the first positive integer my, such that [|B| < O,

4: Compute powers B2 --- | B%o (see Table 1 for values q)

5: Compute C' = P, (B) from (1) by Paterson-Stockmeyer method
using the powers from Step 4

6: else

7: Compute the powers B2, ... B

8: Compute f,,, from (2)

()

10: Compute C = P, (4*B) from (1) by Paterson-Stockmeyer method,
scaling and using the powers from Step 7

11: fori=1:sdo
12: C=20%-1
13: end for

14: end if

By using the fact that sin(A) = cos(A — 51), Algorithm 1 can be easily
used to compute the matrix sine. The computational cost of Algorithm 1 is
2kon? flops provided ||B|| < O, or 2(k + s)n® flops if ||B|| > ©,,,. The
storage cost is (2 + gro)n? if || B|| < O, and (2 + gx)n? otherwise.
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