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Preface 
 

 

We are honoured to present the proceedings from the “12th International 
Conference on Computational and Mathematical Methods in Science and 
Engineering” (CMMSE 2012), held at La Manga, Murcia, Spain, from July 2-5, 2012, 
consisting of the extended abstracts of the presented works at the conference.  

From the first meeting at Milwaukee in 2000 until now CMMSE has proved to be a 
catalyst for computational mathematics in science and engineering.  Many scientists have 
found a place to share their knowledge not only with colleagues from nearby branches, 
but also with researchers from different areas who have found a new link between their 
subjects. 

CMMSE 2012 mini-symposia and special sessions cover a wide range: advances in 
the area of high performance computing applied to complex large-scale computational 
problems; mathematical models for the future Internet; numerical methods for partial 
differential equations, nonlinear problems and linear and nonlinear optimization; 
computational chemistry, physics and discrete mathematics; educational methodologies 
by using the new technologies; mathematical models and information intelligent systems 
on transport; the influence of algebraic and geometrical tools in cryptography and coding 
theory; bio-mathematics; orthogonal polynomials and applications; modelling physics 
phenomena; and, last but not least, industrial mathematics. 

New problems with large-scale computing continually arise in many scientific and 
engineering applications.  We are pleased to acknowledge the Spanish Network CAPAP-
H2 “High Performance Computing on Heterogeneous Parallel Architectures,” whose 
mini-symposium is supported by the Spanish Ministry of Science and Innovation (project 
TIN2010-12011-E & TIN2011-15739-E). 

In today’s “information society,” it is essential to preserve the privacy and integrity 
of communications.  Indeed, the internet is continuously changing and in the future the 
internet will involve a network with new structures that have greater requirements for 
broadband, scalability, mobility, ubiquity, and economical efficiency.  This infrastructure 
will be united with communication, broadcasting, computing, and sensors.  In this year’s 
CMMSE two mini-symposia are devoted to these areas. 

The development of new technologies is associated with improvements in human 
safety (traffic flows, pedestrian flows, ecology, etc), educational methodologies, and with 
the design of efficient algorithms in information technology.  These are just some of the 
items analyzed and reported on at this conference.  

The theory of computation and its applications is one of the most important 
developments in modern science.  Two mini-symposia will be devoted to computational 
methods applied to chemistry, physics and discrete mathematics. 

Many phenomena in science and engineering are modelled by partial or ordinary 
differential equations and nonlinear systems.  They are usually treated numerically so it is 
necessary to improve the algorithms in terms of efficiency, applicability, and stability.  
Three mini-symposia and a special session are devoted to recent trends in these topics. 

Finally, theoretical and practical applications pertaining to biological mathematics 
and orthogonal polynomials appear in two mini-symposia in which researchers present 
the latest results in these branches of investigation.  
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We would like to thank the plenary speakers for their excellent contributions in 
research and leadership in their respective fields.  We express our gratitude to special 
session organizers and to all members of the Scientific Committee, who have been a very 
important part in setting the direction of this conference.  Lastly, we thank all participants 
because without the interest and the input of so many individuals, there would be no 
conference. 

All articles in these volumes are of significant computational interest and contain 
original and substantial mathematical analysis or development of computational 
methodology, and contain all the results of the Conference.  

We cordially welcome all participants.  We hope you enjoy this conference.  

 
La Manga, Murcia, Spain, July 2, 2012  

 
 

J. Vigo-Aguiar, A.P. Buslaev, A. Cordero,  
M. Demiralp, I. P. Hamilton, E.Jeannot,  

V.V. Kozlov, M.T. Monteiro, J.J. Moreno, J.C. Reboredo, 
P. Schwerdtfeger, N. Stollenwerk, J.R. Torregrosa, 

E. Venturino, J. Whiteman 
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Abstract

We propose new methods for producing explicit representations of the principal matrix
logarithm, without to use the Jordan canonical form of the original matrix. They are
based on the Hörner decomposition of the matrix and the Binet formula for the general
solution of linear recurrence relations.
Key words: Binet formula, Recurrence relations, Matrix powers, Logarithm of a matrix.
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1 Decomposition of the principal logarithm of matrix

The logarithm of matrix occurs in various fields of mathematics, applied sciences and en-
gineering; e.g. see [8]. Particularly, computing logarithms of real matrices turns out to
be crucial in some class of problems of medical imaging and system of identification [1].
Various approaches, methods and algorithms are expanded in producing representations of
the matrix logarithm (see [4, 6, 8]), and its computation still an exciting area. On the other
hand, the numerical aspect of the matrix logarithm is also an interesting research subject
(see [8]).

Originally, for a matrix B in Md(C), the algebra of square matrices, the problem con-
sists in finding X ∈Md(K), satisfying the equation eX = T . Any solution of this equation,
denoted X = log(B), is called logarithm of B. It was shown in [6] that a matrix B has a
logarithm (not necessary real) if and only if B is invertible. Moreover, the matrix equation
exp(X) = B may have infinitely many solutions. Meanwhile, if B ∈ GL(d,C) have no
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eigenvalues on the closed negative real axis, there exists a unique logarithm X of B, called
the principal logarithm of B and denoted by X = Log(B), e.g. see [4, 6, 8]. This unique
matrix logarithm has all its eigenvalues into the horizontal strip determined by the condi-
tion {λi(X) ∈ C : |Im(λi(X))| < π}. In addition, if B is a real matrix then its principal
logarithm is real.

The simplest way to define Log(B) is the Taylor series Log(B) =
∑

n≥0(−1)n (B−Id)n+1

n+1 ,
which makes sense when A = Id −B (Id is the identity matrix), satisfies ‖ A ‖< 1, for any
matrix norm ‖ . ‖, or the spectral radius verifies ρ(A) = max{|λ|;λ ∈ σ(A)} < 1, σ(A)
is the spectrum of A. More precisely, the computation of Log(B) was based in various
papers (see [4, 6]) on the powers series Log(Id − tA) = −

∑
n≥1

tn

n A
n, when it converges.

For A = Id − B and t = 1 we recover the series of Log(B). Let A be in Md(C) such that
‖ A ‖< 1 and R(z) = zr − a0z

r−1 − · · · − ar−1 (ar−1 6= 0) such that R(A) = Θd (zero
matrix). The decomposition of An (n ≥ r) in the Hörner basis A0 = Id, A1 = A − a0Id,
· · · , Ar−1 = Ar−1 − a0A

r−2 − · · · − ar−2Id, is

An = unA0 + un−1A1 + ...+ un−r+1Ar−1, for n ≥ r (1)

(see [2, 3]) where u0 = 1, u−1 = · · · = u−r+1 = 0, and for n ≥ 1 we show that the term un

verifies the linear recursive relation of order r,

un+1 = a0un + · · ·+ ar−1un−r+1, (2)

where a0, a1, · · · , ar−1 are specified as the coefficients of {un}n≥−r+1 (see [5]). Using (1) we
derive that, for t ∈ R with σ(Id − tA) ∩ (R− ∪ {0}) = ∅ and |t| < 1/ ‖ A ‖, we have

Theorem 1 [Hörner decomposition]. Under the preceding data, we obtain

Log(Id − tA) =
r−1∑
s=0

(−ϕs(t))As, where ϕs(t) =
∞∑

n=1

un−s
tn

n
. (3)

For the polynomial decomposition of An we obtain An =
∑r−1

p=0

(∑p
j=0 ar−p+j−1un−j

)
Ap,

for n ≥ r. Therefore, the polynomial decomposition of Log(Id − tA) can also be provided.

2 Binet formula for the principal logarithm of matrix

The solutions of sequence (2) can be written using the Binet formula un =
l∑

i=1

mi−1∑
j=0

ci,jn
jλn

i ,

for all n ∈ N, where the λi (1 ≤ i ≤ l) are the roots of the polynomial R(z), of multi-
plicities mi (1 ≤ i ≤ l). The coefficients ci,j are obtained by solving the linear system∑l

i=1

∑mi
j=1 ci,jn

jλn
i = un(= δ0,−n), n = −r + 1, ...,−1, 0 (see [5]). Set ∆1 = {i (1 ≤ i ≤

c©CMMSE ISBN:978-84-615-5392-1Page  20 of  1573



J. Abderramán Marrero, R. Ben Taher and M. Rachidi

l) : mi = 1} and ∆2 = {i (1 ≤ i ≤ l);mi > 1}. Then, the Binet formula takes the
form un =

∑
i∈∆1

ciλ
n
i +

∑
i∈∆2

∑mi−1
k=0 ci,kn

kλn
i . For reason of generality we suppose that

∆1 6= ∅ and ∆2 6= ∅. Combining (3) of Theorem 1 with the Binet formula of (2), we derive
the following main results on the new explicit representation for the principal logarithm of
matrix.

Theorem 2 Let A be in Md(C) such that ‖ A ‖< 1 and P (A) = Θd, where P (z) =
zr − a0z

r−1 − · · · − ar−1 (ar−1 6= 0). Then, for t ∈ R with σ(Id − tA) ∩ (R− ∪ {0}) = ∅,
we have Log(Id− tA) =

∑r−1
s=0(Qs(t) + Φs(t) + Ψs(t))As, such that Qs(t) is a polynomial of

degree ≤ r − 1, given by

Qs(t) =
s−1∑
n=1

∑
i∈∆1

ciλ
n−s
i +

∑
i∈∆2

mi−1∑
j=0

cij(n− s)jλn−s
i

 tn

n
. (4)

The function Φs(t) is

Φs(t) =
∑
i∈∆1

ci
λs

i

Log(1− λit) +
∑
i∈∆2

mi−1∑
j=0

cij
λs

i

(−s)jLog(1− λit), (5)

and finally the rational function Ψs(t) is

Ψs(t) =
∑
i∈∆2

mi−1∑
j=1

cij
λs

i

j∑
k=1

(
j

k

)
(−s)j−kDk (Log(1− λit))

=
∑
i∈∆2

mi−1∑
j=1

cij
λs

i

(
−(j)λit

(1− λit)
+

j∑
k=2

(
j

k

)
(−s)j−k Pk−1(λit)

(1− λit)k

)
(6)

where D = t
d

dt
(degree derivation) is a differential operator and the Pn are polynomials

satisfying Pn+1(t) = t(1 + t)
dPn

dt
(t)− ntPn(t), for n ≥ 1.

Example 1 Let consider B =

 0 5
16 − 1

32
−1 1 0
0 −1 1

. Then, A = I3−B =

 1 − 5
16

1
32

1 0 0
0 1 0


is a (real) companion matrix. Binet formula yields un = 4

(
1
2

)n − (3 + n)
(

1
4

)n. For-
mulas of Theorems 1 and 2 provide us the principal logarithm of matrix B; Log(B) =∑2

s=0 (−ϕs(1))As, where (−ϕ0(1)) = 2 ln(2) − 3 ln(3) + 1
3 , (−ϕ1(1)) = 8 ln(2

3) + 4
3 , and

(−ϕ2(1)) = 16 ln(2
3) + 16

3 . Matrices A0 = I3, A1, and A2 are the components of the Hörner
basis of the matrix A. A direct computation shows that,

Log(B) =

 2 ln(2)− 3 ln(3) + 1
3 2 ln(3

2)− 1
4

1
4 ln(2

3) + 1
24

8 ln(2
3) + 4

3 5 ln(3)− 6 ln(2)− 1 1
2 ln(2

3) + 1
6

16 ln(2
3) + 16

3 8 ln(3
2)− 4 2

3 − ln(2)

 .

c©CMMSE ISBN:978-84-615-5392-1Page  21 of  1573



Principal Logarithm of matrix by recursive methods

3 Concluding remarks and perspective

In the best of our knowledge expressions (4), (5) and (6) are not current in the literature.
Generally in various studies the Jordan canonical form of the matrix B plays an important
role for determining Log(Id− tA) (or Log(B)) (see [4, 8]). Meanwhile, the Jordan canonical
form is not necessary for exhibiting the Hörner (or polynomial) decomposition of Log(Id −
tA), and also for the usage of Binet formula in Theorem 2 and Example 1.

Our methods have some interesting perspective. We have already obtained some results.
Particularly, the problem of computing the principal logarithm of matrices of order 2 and
3 are detailed. Moreover, for σ(A) * D = {z ∈ C : |z − 1| < 1}, our methods work by
considering some matrix transformations.
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Abstract

Ikebe algorithm for computing the lower half of the inverse of any (unreduced) upper
Hessenberg matrix is extended here to compute the entries of the superdiagonal. It
gives rise to an algorithm of inversion based on the factorization H−1 = HL ·U−1. The
lower Hessenberg matrix HL is a quasiseparable one and U−1 is upper triangular, with
diagonal entries ui,i = 1. Its computational complexity, O(n3), is connected with back
substitution for the inversion of the matrix U. Moreover, the inverses of quasiseparable
Hessenberg matrices are obtained in O(n2) times. Numerical comparisons with other
specialized algorithms of inversion are also introduced.

Key words: Computational complexity, Hessenberg matrix, Ikebe algorithm, inverse
matrix, matrix factorization
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1 An algorithm for computing and factorizing the inverses
of unreduced Hessenberg matrices

Hessenberg matrices have a main role in numerical linear algebra, in particular for the
eigenvalue problem of a general matrix. Furthermore the search of fast and simple algo-
rithms for the inverses of such structured matrices is of current interest. Ikebe algorithm
[6], yields the entries of the upper half of the inverse of any (unreduced) lower Hessenberg
matrix with O(n2) complexity. Two algorithms with O(n3) complexity have been recently
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introduced, [3, 4], for computing the inverse matrix and the determinant of (unreduced)
lower Hessenberg matrices.

Our aim here is to propose a procedure to compute the factorization H−1 = HL ·U−1,
of the inverse of an unreduced Hessenberg matrix H. Matrix HL is a quasiseparable one,
i.e. rank (HL(i+ 1 : n, 1 : i)) ≤ 1, rank (HL(1 : i, i+ 1 : n)) ≤ 1, i = 1, 2, ..., n− 1; e.g. see
[2]. Matrix U is an upper triangular matrix, with ones on its main diagonal. We take upper
Hessenberg matrices without loss of generality. The lower Hessenberg matrix HL is directly
obtained by a simple extension of Ikebe algorithm to the superdiagonal entries of H−1.

We recall the Ikebe algorithm, adapted here to an (unreduced) upper Hessenberg matrix
H of order n. It provides the lower half of the inverse matrix H−1, i.e. h(−1)

i,j with i ≥ j.
Following [6], we have

h
(−1)
i,j = y(i) · x(j); i ≥ j, (1)

where y(i) and x(j) are the components ith and jth of the vectors ~y and ~x, respectively. The
components of vector ~x were achieved in the following recursive way, with h−1

j,j−1 = 1/hj,j−1,

x(1) = λ 6= 0 (an arbitrary constant),

x(j) = −h−1
j,j−1

j−1∑
k=1

hk,j−1x(k) (j = 2, 3, ..., n). (2)

The entries of vector ~y were also given by the following recurrence,

y(n) =

(
n∑

k=1

hk,nx(k)

)−1

,

y(i) = −h−1
i+1,i

n∑
k=i+1

hi+1,ky(k) (i = n− 1, n− 2, ..., 1). (3)

Now we compare equations (2)-(3) with the closed representation for the entries of the
inverses of upper Hessenberg matrices; see [1], Corollary 1. Therefore, we can extend the
Ikebe algorithm to obtain the entries of the superdiagonal, h(−1)

i,i+1, i = 1, ..., n− 1, of H−1.

Proposition 1 The entries for the superdiagonal of the inverse of an (unreduced) upper
Hessenberg matrix H can be represented as

h
(−1)
i,i+1 = y(i) · x(i+ 1) + h−1

i+1,i; 1 ≤ i ≤ n− 1, (4)

where y(i) and x(i + 1) given by (3) and (2), respectively, are obtained from the Ikebe
algorithm.
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In addition, we can recover from y(n) the value of det H, the determinant of the matrix H,
with the convention det H(n)

0 = 1,

det H = (−1)n−1 (
∏n

k=2 hk,k−1)
λ · y(n)

.

Taking into consideration that the resulting matrix HL contains the lower half plus the
superdiagonal of the inverse matrix H−1, and H ·H−1 = In, we obtain the product H ·HL =
U, an upper triangular matrix with ones in its main diagonal. Therefore both matrices HL

and U are nonsingular. It gives rise to our main result; a particular factorization for the
inverses of (nonsingular) upper Hessenberg matrices.

Theorem 1 Let H be a nonsingular matrix of order n. Then the following statements are
equivalent:

1. H is an upper Hessenberg matrix.

2. The inverse matrix H−1 has a factorization of the form H−1 = HL · U−1, where
the lower Hessenberg matrix HL is a quasiseparable matrix, and U−1 is an upper
triangular matrix with ones in its main diagonal.

An equivalent result can be proposed for (nonsingular) lower Hessenberg matrices.
From these results, since in the unreduced case matrix HL is obtained from the Ikebe

expanded algorithm, we propose a constructive method for computing and factorizing the
inverses of unreduced Hessenberg matrices. Note as its computational complexity, O(n3)
for general nonsingular Hessenberg matrices, is connected with back substitution for the
inversion of the upper triangular matrix U, with ui,i = 1 (1 ≤ i ≤ n).

2 Numerical examples

To begin with the numerical examples, we use Matlabr commercial package in a computer of
1.80 GHz. First, we handle a quasiseparable upper Hessenberg matrix with an order n = 5,
transpose of a customary example given in [3, 4]. Its entries are hij = 1 for 1 ≤ i ≤ j ≤ 5,
hij = −1 for 2 ≤ i = j + 1 ≤ 5, and hij = 0, otherwise. Our constructive procedure gives
the outcomes for the entries of the inverse in O(n2) times. Nevertheless, the algorithms
from [3, 4] provide results in O(n3) times.

>> H^(-1) = 0.5000 -0.5000 0 0 0
0.2500 0.2500 -0.5000 0 0
0.1250 0.1250 0.2500 -0.5000 0
0.0625 0.0625 0.1250 0.2500 -0.5000
0.0625 0.0625 0.1250 0.2500 0.5000
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Order Elouafi - Hadj Chen - Yu Ikebe expanded
15 1.75e-13 1.67e-13 1.68e-14
35 7.37e-10 1.54e-10 5.34e-14
55 2.45e-06 1.31e-06 8.65e-14
75 1.36e-02 5.58e-03 2.57e-13
95 4.78e+01 2.62e+01 1.49e-13
115 1.02e+05 6.15e+04 2.57e-13
135 3.09e+08 2.29e+08 7.21e-13
155 2.55e+12 1.02e+12 2.03e-12

Table 1: Values of norm(H−1H − I) for the accuracy of the three algorithms in the com-
putation of the inverse of a quasiseparable Hessenberg matrix.

To check the accuracy, we compare in Table 1 the outcomes for the norm(H−1H− I), with
I the identity matrix, in the inversion of a Hessenberg matrix, with entries hi,j = −1 for
i = j + 1, hi,j = −2.5 for i ≤ j, and hi,j = 0, otherwise. Our procedure also gives the
outcomes in O(n2) times. Algorithms given in [3, 4] produce inaccurate outcomes in O(n3)
times, for the entries of the inverse matrix of this quasiseparable Hessenberg matrix.

When handling more general Hessenberg matrices the three algorithms given outcomes
for the inverses in O(n3) times. However, our procedure produces shorter elapsed times
with respect to the given by the algorithms from [3, 4].
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Abstract

Current parallel systems composed of mixed multi/manycore systems and GPUs
become more complex due to their heterogeneous nature. The programmability barrier
inherent to parallel systems increases almost with each new architecture delivery. The
development of libraries, languages and tools that allow an easy and efficient use in this
new scenario is mandatory. Among the proposals found to broach this problem, skeletal
programming appeared as a natural alternative to easy the programmability of parallel
systems in general but also the GPU programming in particular. In this paper we
develop a programming skeleton for Dynamic Programming on GPUs. The skeleton,
implemented in CUDA, allows the user to execute parallel codes for GPUs just by
providing sequential C++ specifications of her problems. The performance and easy of
use of this skeleton has been tested on several optimization problems. The experimental
results obtained over a Nvidia Fermi prove the advantages of the approach.

Key words: Skeleton, GPU, Dynamic programming.

1 Introduction

Today’s generation of computers is based on an architecture with identical multiple pro-
cessing units consisting of several cores (multicores). The number of cores per processor is
expected to increase every year. It is also well known that the current generation of compil-
ers is incapable of automatically exploiting the ability this architecture affords applications.

The situation is further complicated by the fact that current architectures are heteroge-
neous by nature, which offers the possibility of combining these multicore with GPU-based
systems, for example, in a general purpose architecture. The programmability of these
systems, however, poses a barrier that hampers efficient access to its exploitation.
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Many proposals have been put forth to facilitate the job of programmers. Leaving aside
proposals based on the development of new programming languages due to the effort this
represents for the user (effort to learn and reuse code), the remaining proposals are based on
transforming sequential code into parallel code, or on transforming parallel code designed
for one architecture into parallel code designed for another.

Skeletal programming for GPUs on domain specific applications have been provided
by several authors, Patus [2] for stencil computations or Delite [1] for Machine Learning
problems among others. More general approaches have been presented by SkelCL [5] or
SkePU [3] to make easier the programming of GPU architectures.

In this paper also we propose the use of skeletal based programming to exploit GPUs.
An advantage of the paradigm is that the user provides sequential specifications of her
problem and the skeleton implements the parallelization of the algorithm to solve it. We
instantiate the method over the Dynamic Programming technique. In [4] we proposed the
use of DPSKEL skeletons to offset the dearth of general software dynamic programming
(sequential and parallel) tools. Our aim was to bridge the obvious gap existing between
general methods and DP applications. The goal of DPSKEL is to minimize the user effort
required to work with the tool by conforming as much as possible to the use of standard
methodologies. In this paper we have expanded the original version of DPSKEL to adapt
it to new architectures. On this occasion we developed the solution engine for GPU ar-
chitecture using CUDA. The proposed implementation shows several advantages, it allows
the easy development and fast prototyping of Dynamic Programming problems on GPUs
since it hides the parallel traversing of the Dynamic Programming Table and also hides the
difficulty of CUDA programming. Another advantage is that the skeleton can be adapted to
changes in the architecture and to the programming interface without altering the Dynamic
Programming code for the specific problem provide by the user. As a proof of the easy of
use of our tool, four combinatorial optimization problems have been instantiated: the 0/1
Knapsack problem, the Resource Allocation problem, the Triangulation of Convex Polygons
problem and the Guillotine Cutting Stock problem. Computational results over a Nvidia
Fermi C2050 have been provided for all test problems and a comparative analysis of the
performance when compared with shared memory skeletons.

The paper is structured as follows, we present the GPU skeleton developed and its
software architecture in section 2, and section 3 describes the expansive computational ex-
periment undertaken as a result of applying the method developed. The ease of development
and the increase in productivity are substantial. We conclude the paper with section 4, in
which we outline the key findings and propose futures lines of research.
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2 A GPU Skeleton for Dynamic Programming

As stated in DPSKEL [4] developing software skeletons for DP implies analysing and de-
termining those elements that can be extracted from a specific case and whose elements
depend on the application. Assuming that the user is capable of obtaining the functional
equations herself, in DPSKEL the user provides the structure of a state and its evaluation
through the functional equations, and the DP table is abstracted as a state table. DPSKEL
provides the table and several methods for accessing it during the state evaluation process.
These methods allow for different traversing (by rows, columns, diagonally), with the user
choosing the best one based on the dependencies of the functional equations. In the sequen-
tial case, the traversing chosen for the table indicates that the states of the row (column or
diagonal, respectively) will be processed sequentially, while in the GPU case, a set of rows
(columns or diagonals, respectively) will be assigned to a set of threads to be processed
simultaneously. This approach allows us to introduce any of the algorithm parallelization
strategies devised for DP.

DPSKEL adheres to the classes model described in figure 1. The concepts of State
and Decision are abstracted to the user in C++ classes (required). The user describes the
problem, solution and methods for evaluating the state (the functional equation) and for
obtaining the optimal solution. DPSKEL provides the classes (provided) for assigning and
evaluating the DP table, making available the methods needed to yield the solution. The
implementation details are hidden from the user. The initial versions featured solution
engines for managing the sequential and parallel executions on shared and distributed plat-
forms. In this paper we have developed the engines for GPU systems. Each solution engine
implements different ways of accessing the DP table. We will now present some basic classes
in DPSKEL.

Required

Problem

Provided

DPSkel

State

Seq

Decision Solution

mpiMPI OpenMP

Hyb Cuda Het

Solver

Table

Figure 1: DPSkel classes model
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To develop the proposed GPU skeleton, we have used the CUDA SDK. We have chosen
CUDA (instead of OpenCL) since it allows to execute C++ code inside a kernel, what
enables the use the model of classes imposed in DPSKEL. We evaluated the use of OpenCL,
however current versions are restricted to kernels implemented in C. That would impose
a new design of the C++ DPSKEL tool and some lose of the generality provided by the
object oriented programming.

2.1 The State class

The State class holds the information associated with a DP state. This class stores and
calculates the optimal value in the state and the decision associated with the optimal eval-
uation. The evaluation of a state implies accessing information on other states in the DP
table. DPSKEL provides an object of the Table class hidden in each instance of the Solver
class.

Listing 1: Definition of the State class. Implementation of the Evalua method of the State
class for the 0/1 knapsack problem.

1 void State : : Evalua ( i n t stage , i n t index ) {
2 Decision dec ;
3 i n t val ;
4

5 i f ( index < w [ stage ] ) {
6 val = 0 ;
7 dec . setDecision ( 0 ) ;
8 }
9 e l s e i f ( stage == 0) {

10 val = ( p [ stage ] ) ;
11 dec . setDecision ( 1 ) ;
12 }
13 e l s e {
14 val = max ( table−>getState ( ( stage−1) , index ) , 0 ,
15 ( table−>getState ( stage−1,index−w [ stage ])+p [ stage ] ) ,
16 1 , dec ) ;
17 }
18

19 setValue ( val ) ;
20 setDecision ( dec ) ;
21 i f ( ( stage == sol−>getRowSol ( ) ) && ( index == sol−>getColSol ( ) ) )
22 sol−>setSolucion ( t h i s ) ;
23 }

The code shown in Listing 1 defines the state class for the knapsack problem. A problem
(pbm), a solution (sol), a decision (d) and the DP table (table) are defined. These variables
can be regarded as generic variables, since they must be present in any problem to be solved.
The value variable stores the optimal profit. We should mention a particular method in this
class, the Evalua method, which implements the functional equation. The Evalua function
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receives the indices for a state from the DP table. Any of the recurrences in Table 1 can
be expressed with this prototype. If the functional equation for a specific problem requires
a different prototype, the skeleton is open to method overloading using the polymorphism
present in C++.

Listing 2 shows how the attribute host device is added in the header to allow
the methods of this class to be executed both in the GPU and in the host system.

Listing 2: Header of the State class.

1 requires c l a s s State{
2 i n t _value ;
3 Decision decision ;
4 Problem∗ pbm ;
5 Solution∗ sol ;
6 Table∗ table ;
7 pub l i c :
8 __host__ __device__ void init ( Problem∗ pbm , Solution∗ sol , Table∗ table ) ;
9 __host__ __device__ void Evalua ( i n t stage , i n t index ) ;

10 . . .
11 } ;

2.2 The Table class

The class Table holds the set of States that configure the problem. Each entry in the
DP table stores all of the information associated with a state. It holds methods to get
(getState(i,j)) and put (putState(i,j)) states from the table. The class Solver takes
charge of building the table at the beginning of the execution. Note that to create the
table, we used the Unified Virtual Addressing (UVA) provided by CUDA, that unifies the
system memory and GPU memory into a single address space. We experimentally tested the
benefits of using the UVA for our skeleton, better performances and an important increase
of the size of the problem. Listing 3 shows the method to allocate the memory for the
Dynamic Programming table and to initialize the states involved in it.

Listing 3: Definition of the Table class. Initialized method.

1 void Table : : init ( const Setup &setup , Problem∗ pbm , Solution∗ sol ){
2 NumStages = setup . getNumStages ( ) ;
3 NumStates = setup . getNumStates ( ) ;
4

5 cudaMallocHost(&cTABLE , Num_Stages∗Num_States∗ s i z e o f ( State ) ) ;
6 f o r ( i n t i=0; i<Num_Stages∗Num_States ; i++) {
7 cTABLE [ i ] . init ( pbm , sol , t h i s ) ;
8 }
9 }
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2.3 The Solver class

The solver class provides solution engines for different platforms. This class contains the
data structures and methods needed to carry out a DP execution in keeping with the
specifications. In practice, this is a virtual class, with the solver classes provided being
defined as a sub-class of this main class. To the already known solution algorithms in
DPSKEL:

• Solver seq. A sequential solver.

• Solver OpenMP. A solver for shared-memory systems.

• Solver MPI. A solver for distributed-memory systems.

• Solver hybrid. A solver for hybrid distributed and shared memory systems.

• Solver heterogen. A solver for heterogeneous environments.

in the current design, we added a new solver for the GPU:

• Solver cuda. A solver for gpu systems.

When a Solver class object is instanced, it is created dynamically in the DP table
according to the configuration parameters. Listing 4 shows how the DP table is accessed
by the runByRows method of the Solver cuda class. First, we obtain the number of threads
to solve the problem, in this case a thread per collumn of the table is generated. Next the
sequential traversing of the table is performed calling the kernel (kernelRun, see Listing 5).
This kernel takes chare of calling the methods to evaluate a row that have been provided by
the end user. Each one of the threads evaluates a state using the Evalua method supplied by
the user. Several Kernels implementing different traversing modes have been implemented:

• KernelrunByRows. Traverses the DP table by rows, one thread per column.

• KernelrunByDiag. Traverses the DP table by diagonally, starting from the main diag-
onal upward.

• KernelrunByDiag2. Traverses the DP table by diagonally, downward until the sec-
ondary diagonal.

As usual in skeletons, the proposed implementation shows several advantages, the par-
allelism is hidden, and allows the end user to express her problem as a sequential code,
moreover it also hides the complexity of the CUDA programming. The user just imple-
ments her problem using sequential C++ and added the headers that enable the methods
to be used by the GPU. Another important advantage is that new changes in the archi-
tecture and in the programming interface, can be faced by adapting the skeleton without
introducing any change in the code provided by the end user.
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Listing 4: Implementation of the runByRows function of the solution engine for GPU
systems.

1 void Solver_cuda : : runByRows ( ) {
2 i n t ls = setup . getNumStates ( ) ;
3 i n t numBlock = ( ls % NTHREAD == 0) ? ls/NTHREAD : ( ls/NTHREAD )+1;
4 dim3 dimGrid ( numBlock , 1 , 1 ) ;
5 dim3 dimBlock ( NTHREAD , 1 , 1 ) ;
6

7 f o r ( i n t i = 0 ; i < setup . getNumStages ( ) ; i++) {
8 kernelRunByRows<<<dimGrid , dimBlock>>>(i , ls , table ) ;
9 }

10 cudaDeviceSynchronize ( ) ;
11 }

Listing 5: Implementation of the KernelrunByRows kernel.

1 __global__ void kernelRunByRows ( i n t i , i n t lastState , Table ∗table ) {
2 i n t myid = blockIdx . x∗blockDim . x+threadIdx . x ;
3 i f ( myid < lastState ) {
4 table−>getState (i , myid)−>Evalua (i , myid ) ;
5 }
6 }

3 Computational Results

In order to validate the skeleton developed, we tested them on several dynamic programming
problems (Table 1). We must remember that the data dependencies are different in most
of the formulas considered. This means that we have to use different parallel traversing in
the DP table. The GPU skeleton used for RAP and KP access the table by rows, those
for TCP access it diagonally, starting from the main diagonal upward, and those for GCP
move diagonally downward until the secondary diagonal is reached.

The parallel platform used to execute the GPU skeleton is a Nvidia C2050 GPU installed
on an Intel i7 host processor. We compare this new skeleton with skeletons developed for
system consisting of four AMD Opteron 6128 processors with eight cores each. We used
the sequential skeleton and the parallel skeletons that fit better to each problem. For the
KP we used the shared-memory skeleton, for the RAP the heterogeneous skeleton and for
the TCP and GCP we used the MPI version. The parallel executions on the AMD were
developed using 4, 16 and 32 processes. To simplify the experiment, the tests were carried
out using square matrices of order 1000, 2000 and 5000.

Table 2 shows the execution times of all the problems proposed using the GPU skeleton.
This table provides an overview of each problem’s granularity. All of the times are expressed
in seconds. We can see how the KP problem have the finest granularity, while the GCP
problem exhibits the coarsest granularity.
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Problem Recurrence

0/1 Knapsack
KP fi,j = max{fi−1,j , fi−1,j−wi + pi}

Resource Allocation fi,j = p1,j if i = 1 and j > 0
RAP fi,j = max0≤k<j{fi−1,j−k + pi,k} if (i > 1) and (j > 0)

Triangulation
Convex Polygons

fi,j = costi.costi+1.costi+2 if (i = (j − 2))

TCP fi,j = mini<k<j{fi,k + fk,j + (costi.costk.costj)}

Guillotine Cut
GCP

fi,j = max


max0≤k<object{profitk}
max0≤z≤i/2{fz,j + fi−z,j}
max0≤y≤j/2{fi,y + fi,j−y}

Table 1: Dynamic programming problems analysed

GPU

Size KP RAP TCP GCP

1000 0.20446 0.778735 7.60743 20.4213

2000 0.826242 3.75642 58.0168 182.774

5000 5.15905 27.0818 905.123 2864.28

Table 2: Execution Time of the problems analysed

Figure 2 shows the speedup for each one of the problems when compared against the
sequential and parallel skeletons. We first observe that the RAP performance is over the
remaining problems. One of the reasons for this good behaviour resides in the granularity
of the problem. In the case of the RAP, with non-fine grain granularity, the reduction in
computational time overpass the cost associated to the data memory movements. In the
KP, with a lower speedup, we find a fine grain problem where the total time is coerced by
the memory accesses. In both former problems, each iteration launches a thread to compute
a column of the table. In the case of the TCP the table is traversed by diagonals starting
from the main diagonal. The number of threads is different on each iteration and when
the number of iterations increases, the number of threads decreases. In the GCP we have
a similar situation, in this case the number of threads increases and later decreases. This
kind of traversing where the number of threads becomes very low, negatively influences the
performance in GPU architectures.

In figure 2(a) we show the speedup of the GPU skeleton compared with the sequential
skeleton. In this case all problems show a positive speedup. In the case of the KP, this
speedup is constant with the size of the problem, while in the other problems, the speedp
increases when the size of the problem increases. This behaviour remains when we increment
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Figure 2: Speedup of the GPU skeleton

the number of CPUs, however in figure 2(b) we compare against the parallel version using 4
CPUs, in this case, the GPU skeleton for the KP is slower than parallel one using 4 CPUs.
Figures 2(c) and 2(d) shows the performance using 16 and 32 CPUs, where we can see as
only the RAP has a positive speedup. As a consequence of a non-efficient use of the threads
in the GPU for the TCP and GCP, they are overpassed by the parallel CPU skeletons. For
this classes of recurrences the GPU skeleton should be launched as a hybrid skeleton that
dynamically on each iteration choose the use of GPU or CPU when be more efficient.
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4 Conclusion

We developed a Dynamic Programming Skeleton for GPUs. The skeleton developed shows
the known advantages of skeletal programming of ease of use, programmability and efficiency
while hiding the parallelism at the same time. The high productivity of the approach is
tested by using four combinatorial optimization problems. The GPU skeleton is compared
against parallel skeletons developed for CPUs and the performance is analysed. Although
resource allocation problems show very good performances, we observe that some other
problems could take advantage of the future development of skeletons that, on each iteration,
dynamically select the use of the CPUs or the GPU.
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Abstract

In the DENFREE (Dengue Research Framework for Resisting Epidemics in Europe)
project, with large emphasis on medical research under the heading of the Pasteur In-
stitute, Paris, the Bio-mathemathics group at CMAF, will manage a work packed on
mathematical modeling of spreading of dengue fever and its data analysis of potentially
complex dynamics. The main objectives of DENFREE are (1) to identify key factors
determining dengue transmission, outcome of infection and epidemics; (2) the develop-
ment of less-invasive diagnostic tools to detect asymptomatic infections; (3) to evaluate
the risk of dengue emergence into non-endemic areas by using Asian communities as a
model. In this manuscript we present the official notification dengue hemorrhagic fever
(DHF) data from the Ministry of Public Health in Bangkok, Thailand. The multi-strain
dengue model, where the notion of at least two different strains is needed to describe
differences between primary infection, mainly leading to mild dengue fever (DF) and
secondary dengue infections with high risk of DHF, is also described. We present the
properties of the minimalistic multi-strain model with a summary of the analysis of the
dynamics. The goal is to introduce notation, terminology, and results that will be used
in future for formal parameter estimation procedures.

Key words: dengue fever, mathematical models, complex dynamics, data analysis
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1 Introduction

Epidemiology of infectious diseases studies the incidence of disease cases and factors that
influence disease emergence, transmission and spread in a well-defined population. Epi-
demiological models are a formal framework to convey ideas about the components of a
host-parasite interaction and can act as a tool to predict, understand and develop strategies
to control the spread of infectious diseases by helping to understand the behavior of the
system under various conditions. They can also aid data collection, data interpretation and
parameter estimation. The purpose of epidemiological models is to take different aspects of
the disease as inputs and to make predictions about the numbers of infected and susceptible
people over time as output.

Dengue fever is a viral mosquito-borne infection, a major international public health
concern with more than 55% of the world population at risk of acquiring the infection. Two
variants of the disease exist: dengue fever (DF), a non-fatal form of illness, and dengue
hemorrhagic fever (DHF), which may evolve toward a severe form known as dengue shock
syndrome (DSS). Epidemiological studies support the association of DHF with secondary
dengue infection due to a process described as antibody-dependent enhancement (ADE),
where the pre-existing antibodies to previous dengue infection cannot neutralize but rather
enhance the new infection. Treatment of uncomplicated dengue cases is only supportive,
and severe dengue cases require hospitalization and proactive treatment of hemorrhagic
symptoms [1]. A vaccine against dengue is not yet available, although several candidates of
vaccines are at various stages of development [2].

The dynamics of dengue fever epidemiology shows large fluctuations of disease inci-
dences and mathematical models describing the transmission of dengue viruses appeared in
the literature as early as 1970. Retrospective data and the possibility to estimate hidden
states in dengue models from such data [3, 4] have been discussed, specially, primary versus
secondary infection, and symptomatic versus asymptomatic cases that can be studied via
the first already available models [3, 5, 6].

One of the main objectives of the DENFREE project will be the implementation of
a new theoretical framework for modelling and preventing dengue. A work packed on
descriptive and predictive models of dengue epidemiology will contribute to estimate the risk
of spreading DENV to uninfected areas, especially in Southern Europe where susceptible
vector exists. The major tools generated will be predictive models that enable specific
interventions, whether concerning the environment, mosquito or human, to be made and
that can prevent an epidemic. Field epidemiological data collection programs in DENFREE,
as part of already established programs and those to be established within the framework
of the project proposal, will provide the fine-scale relevant information needed to fine-tune
the top-down epidemiological models to be built.

From the Ministry of Public Health MoPH in Bangkok, Thailand, extensions of the
already existing time series data sets were obtained up to the present months of 2012. The
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time series can now be extended to 30 years.

In this manuscript we present the official notification DHF data from the Ministry of
Public Health in Bangkok, Thailand. The minimalistic multi-strain model, motivated by
dengue fever epidemiology, where the notion of at least two different strains is needed to
describe differences between primary (DF) and secondary dengue infections (DHF) is also
described and the validation of this models with a formal parameter estimation procedure
is discussed.

2 Modeling dengue fever epidemiology

For effective disease management, whether control, prediction or risk mapping, a better
understanding of the transmission dynamics of the virus is a key. In dengue fever epi-
demiology there are four antigenically related but distinct serotypes (DEN-1 to DEN-4).
The occurrence of the virus as four distinct serotypes raises many complications in the
analysis and interpretation of serological data. Antibodies generated by exposure to any
one strain are known to be cross-reactive for other strains, but they are believed only to
provide strain-specific lifelong immunity to reinfection [11]. The immunological response
on exposure to a second strain is complex and depends on factors such as patient age,
strain type and the interval between exposure to one serotype and exposure to the second
serotype. The high antibody titers attained after primary infection appear to generate
a degree of cross-protection for a while, but if secondary exposure occurs after antibody
levels begin to decline, cross-reactivity appears to act to enhance the growth rate of the
new invading viral strain. This is called antibody-dependent enhancement (ADE) and its
occurrence in dengue has been used to explain the etiology of serious disease (DHF and
DSS) [1, 15, 14, 16, 17, 12, 13].

Epidemic models have been important in understanding the spread of infectious diseases
and to evaluate the introduction of intervention strategies like vector control and vaccina-
tion. Infectious disease dynamics are by nature nonlinear. To understand such nonlinear
epidemiological processes is vital for any modern society from the human as well as the eco-
nomic perspective, but intrinsically mathematically difficult. Significant progress has been
achieved in modelling childhood diseases, because they are so extraordinarily contagious,
whereas other often more harmful diseases lag behind in terms of modelling. To make the
urgently needed progress in improving our understanding of the dynamics of such diseases,
concepts from other fields of mathematics are needed. Although the multi-strain interac-
tion leading to deterministic chaos via ADE has been described previously, e.g. [18, 19, 20],
the role of temporary cross-immunity has been neglected leading to unrealistic biological
parameter estimation. More recently, despite incorporation of temporary cross immunity
in rather complicated models, the possible dynamical structures were not deeply analyzed
[21, 22, 23]. When including temporary cross immunity into the ADE models, a rich dy-

c©CMMSE ISBN:978-84-615-5392-1Page  39 of  1573



Descriptive and Predictive models of dengue epidemiology

namic structure including chaos in wider and more biologically realistic parameter regions
was found [5, 6]. The model described in [5] is a basic two-strain SIR-type model for the
host population motivated by modeling dengue fever epidemiology with its peculiar ADE
phenomenology, being associated with secondary infection after primary infection with a
different strain. The model consists of a set of classes representing parts of the population
to be susceptible, infected and recovered individuals and two virus strains. The processes
of infection are described in uniform mixing approximation and immunity to a particular
strain is assumed to be lifelong. The demography of the host population is also included,
assuming constant population size.

In the following sections we present the available DHF data and the model framework
that has shown qualitatively very good results when comparing empirical DHF data and
model simulation, offering a promising perspective on inference of parameter values from
dengue case notifications.

2.1 Data

The first recorded epidemic of DHF in Thailand (see Fig.1a), population of approximately
66 million people [7]) was in 1958 [1]. The co-circulation of all four dengue serotypes
and their capacity to produce severe dengue disease was demonstrated as early as 1960 in
Bangkok, Thailand [8]. A system for reporting communicable diseases including DHF/DSS
was considered fully installed in 1974 and the data bank of DHF and DSS is available at
the Ministry of Public Health, Bangkok [10]. Reasonable data from all provinces exist since
the beginning of the 1980s.

In figure 1b), a time series for the DHF cases in Thailand is shown. Note the yearly
fluctuations, suggesting that the disease incidence is seasonal. This data come from the
Ministry of Public Health of Thailand and consists in monthly incidences of DHF cases.

Large part of the data available to theoretical epidemiologists consists of time series
tracking the evolution of a subset of states variables of an underlying dynamical system
through a surveillance system. Partially-observed nonlinear stochastic dynamical systems
(also known as hidden Markov models are a natural tool to simulate the processes potentially
giving rise to such data sets. A hiden Markov model consists of a process model, governing
the evolution of states variable along with an observation process. The formulation of various
mechanistic process models through nonlinear stochastic dynamical system have been a
major focus of theoretical epidemiology. However, difficulties associated with inference
from time-series data of the unknown parameters of these models have been a constraint
on their applications.

Frequently, the time series of empirical data are used as a qualitative check on model
output, however, fitting every detail of the chaotic model to that of the empirical data is not
possible. Parameter estimation based on empirical data to estimate initial conditions and
model parameters have received great attention and is notoriously difficult for chaotic time
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Figure 1: In a) The provinces of Thailand. DHF case data are available for all provinces.
[24]. In b) Time series of monthly DHF cases for the whole country of Thailand.

series. Temporally local approaches are possible using iterated filtering algorithms [25, 26,
27], and at the moment only minimalistic models would have a chance to be qualitatively
understood well and eventually tested against existing data.

2.2 Multi-strain model

The basic n-strain epidemiological model with primary and secondary infections can be
written as follows

Ṡ = µ (N − S)−

n
∑

i=1

β

N
S



Ii + ρ ·N + φ





n
∑

j=1,j 6=i

Iji







 (1)
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and for i = 1, ..., n

İi =
β

N



Ii + ρ ·N + φ





n
∑

j=1,j 6=i

Iji







− (γ + µ) Ii (2)

Ṙi = γIi − (α+ µ)Ri (3)

Ṡi = αRi −

n
∑

j=1,j 6=i

β

N
Si



Ij + ρ ·N + φ





n
∑

k=1,k 6=j

Ikj







− µSi (4)

and for i = 1, ..., n and j = 1, ..., n with j 6= i

˙Iij =
β

N
Si



Ij + ρ ·N + φ





n
∑

k=1,k 6=j

Ikj







− (γ + µ) Iij (5)

and finally

Ṙ = γ





n
∑

i=1

n
∑

j=1,j 6=i

Iij



− µR , (6)

dividing the population into 6 groups: susceptible to all existing strains (S), primarily
infected with one of the strains (Ii), recovered from the first infection (Ri), susceptible with
a previous infection (Si), secondarily infected with a different strain than the one acquired
during the previous infection (Iij) and recovered and life-long immune against all strains
(R).

The four-strain epidemiological model can be written as an Eq. system of 26 ODEs
(for the complete ODE system). It can be simplified to a three or two-strain model just
by neglecting the existence of specific strains. A three-strain model can be obtained by
putting I4 = 0 at t0 and initially no secondary infected for example, where the complete
system of ODEs would be reduced to a system of 17 ODEs, and by putting I3 = 0, I4 = 0
at t0 and initially no secondary infected, we get back the original two-strain model without
any loss of generality, a system of 10 ODEs, once the respective import terms are set to
zero. It turns out that the distinction between primary infection and secondary infection
is dynamically more important than the exact number of strains to be considered in the
model [28], so for the modeling construction at least 5 ingredients are used, here given by
the models parameters. Parameter β is the infection rate, describing the transmissibility of
the disease. Individuals can become infected with two different infection rates, depending
from whom they are getting the infection, β when the infection is coming form an individual
in its first infection and φβ when the infection is coming from an individual in its secondary
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infection. γ is the recovery rate, µ is the demographic rate, α is the waning immunity rate
related to temporary cross-immunity, and φ is the ADE ratio which describes the secondary
infection contribution to the force of infection. In the models the ADE effect modifies the
transmissibility of secondary infections. When φ is larger than one, individuals in their
secondary infection transmit the disease more than individuals in their first infection, and
when φ is smaller than one, the individuals in their secondary infection are transmitting
less than individuals in their first infection. The parameter ρ is the import factor, related
to the possibility of an individual to get infected outside the studied population and then
bring the infection into the population to which this individual belongs to, mimicking the
imported cases of the disease in a defined population.

Dengue models including multi-strain interactions via ADE but without temporary
cross-immunity period e.g. [18, 19, 20] have shown deterministic chaos when strong infec-
tivity on secondary infection was assumed.
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Figure 2: Bifurcation diagram. In a) model neglecting temporary cross-immunity (α =
52y−1). In b) model assuming temporary cross-immunity (α = 2y−1).

The different forces of infection combined with the temporary cross immunity period
bring complex behavior in a unexpected and biologically more realistic parameter region,
φ > 1 [5, 6, 3], i.e. deterministic chaos was found in a wider parameter regions. In Fig. 2
we show bifurcation diagrams were the total number of infected individuals in a log scale
is plotted over the ADE ratio parameter. Fixed points appear as one dot per parameter
value, limit cycles appear as two dots, double-limit cycles as four dots, more complicated
limit cycles as more dots, and chaotic attractors as continuously distributed dots for a single
φ value. We see that when temporary cross immunity is assumed, a new chaotic window
appears, and the ADE effect does not need to be restricted to one or another region in
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parameter space.

The seasonal model with import shows complex dynamics and qualitatively a very
good result when comparing empirical DHF and simulations (see Fig. 3) [3]. However, the
extended model needs to be parametrized on data referring to incidence of severe disease.

A qualitatively a very good result when comparing empirical DHF data and simulation
suggest that this parameter set could be the starting set for a more detailed parameter
estimation procedure. In Fig. 3 the model simulation is matched with the DHF data for
the Chiang Mai province in Thailand.
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Figure 3: For the following parameter set: β0 = 2γ, γ = 52y−1, α = 2y−1, φ = 0.9 and µ =
1/65y−1 empirical DHF incidence data (in black) for the province of Chiang Mai in the North
of Thailand are matched with simulations (in red) for the seasonal multi-strain models with
import of infected. The parameter β is given explicitly by β(t) = β0 ·(1+η ·cos(ω ·t)) where
β0 is the infection rate and η is the degree of seasonality. Here, the degree of seasonality is
η = 0.35 and the import factor ρ = 10−10.

However, more stochasticity is needed to get even better agreement for some of the
available data sets, as in the case for Bangkok, where the available data is very noisy linked
with a low endemicity of DHF cases [29].

The two-strain model in its simplicity is a good model to be analyzed, giving the
expected complex behavior to explain the fluctuations observed in empirical data. It is
minimalistic in the sense that it can capture the essential differences of primary versus
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secondary infection without needing to restrict the ADE effect to one or another region in
parameter space. For future parameter estimation only the two-strain model could attempt
to estimate all initial conditions as well as the few model parameters.

3 Prospective work and discussion

In this manuscript we presented the official notification DHF data from the Ministry of
Public Health in Bangkok, Thailand. The representation of the biological processes using
mathematical modeling approach were improved in comparison to previous models based on
the following aspects: temporary cross-immunity, antibody dependent enhancement, and
seasonality. We now propose to extend the previously existing dengue models, by including
vector dynamics, and the transmission contribution of an asymptomatic host and data
analysis.

A model which can be fully parametrized on data referring to incidence of disease can
become a predictive tool to guide the policies of prevention and control of the dengue virus
transmission, including the implementation of vaccination programs when the candidate
dengue fever vaccines will be available.

After the expansion of previous multi-strain dengue models, the basic parameters of
transmission, infectivity and disease severity (ADE parameter) will be affected. In such a
way the model will be parametrized on data referring to incidence of severe disease and
prevalence of infection from different endemic countries with different intensities of dengue
transmission. Technical parameter estimation is notoriously difficult for chaotic time series
but temporally local approaches are possible [27], for example. In the EU project Dengue
Research Framework for Resisting Epidemics in Europe (DENFREE), with a work-package
on descriptive and predictive models of dengue epidemiology, various sources of data will
be accessed to test the models which are able to provide a valuable tool to guide policies of
prevention and control of the dengue virus transmission.
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Abstract

In a previous research, for parallel dynamical systems over digraphs corresponding to
the simplest Boolean functions AND and OR, we proved that only fixed or eventually
fixed points appear, as occurs over undirected dependency graphs. Nevertheless, for
general Boolean functions, it was shown that any period can appear, depending on
the Boolean function that infers the global evolution operator of the system and on
the structure of the dependency digraph. In this sense, this work analyzes the orbit
structure of parallel discrete dynamical systems over some special digraph classes.

Key words: Discrete dynamical systems; periodic orbits; parallel dynamical systems;
directed graphs; Boolean functions.
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1 Introduction

In the last decade, several works have been dealt with the development of mathematical
foundations for a theory of simulation. The first one of a series of these works was [3],
where sequentially updated cellular automata (sCA) over arbitrary graphs are employed as
a paradigmatic framework. This first step was followed by [4], [5] and [6], where the authors
developed this theory, analyzing the asymptotic behavior.

Computer simulations involve generation of dynamics by iterating local mappings.
These processes have been usually modeled by cellular automaton. Wolfram [17] analyzed
a set of cellular automata and showed that, despite their simple construction, some of them
are capable of complex behavior. Later, based on a deeper research [18], he suggested that
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many one-dimensional cellular automata fall into four basic behavior classes: three of them
exhibiting a similar behavior to fixed points, periodic orbits and chaotic attractors and the
fourth one so that asymptotic properties are undecidable. The concept of parallel dynamical
system generalizes the one of the cellular automaton.

For convenience, it is common to rename the local mappings as entities (cells in the
language of cellular automata theory), which are the lowest level of aggregation of the
system. In many processes, there are many entities and each entity has a state at a given
time (see [3, 4, 5]). The update of states of the entities constitutes an evolution in time of
the system, i.e., a discrete dynamical system (see [7, 13]).

The update of the states is determined by dependency relations of the entities and local
rules, which together constitute the (global) evolution operator of the dynamical system
(see [12], [16]). If the states of the entities are updated in a parallel (or synchronous)
manner, the system is called a parallel dynamical system (PDS), while if they are updated
in a sequential order, the system is named sequential dynamical system (SDS) [7, 13, 14].

In particular, in [7] parallel and sequential dynamical systems are studied, considering
OR (resp. AND) and NOR (resp. NAND) as global functions. Following these ideas, in [1]
we extend these results for the parallel case, giving a complete characterization of the orbit
structure of any parallel dynamical system with any maxterm (resp. minterm) as a global
function. As a result, for the simplest maxterm (resp. minterm), OR (resp. AND), only
fixed or eventually fixed points can appear, while for a general maxterm (resp. minterm),
uniquely periodic or eventually periodic orbits of period lower than or equal to 2 can be
found.

The results in [1] opened new different research directions concerning parallel dynamical
systems on Boolean functions. One of them consists in considering non-reciprocal relations
between two related entities, because it could occur that an entity influences another one,
but not vice versa, as happens in practice [8]. This can be modeled by a directed dependency
graph or dependency digraphs of relations.

These non-reciprocal relations emerge also in other applied models created for the sim-
ulation of aspects of the behavior of biological systems. This occurs in [10], where Kauffman
constructed molecular automata for modeling a gene as a binary (on-off) device and studied
the behavior of large, randomly constructed nets of these binary genes (see also [11]). A
Kauffman net of size n and connectivity k consists of n interconnected vertices, each one
having k inputs and one output. The update of any gene is determined by the (directed)
dependency relations and local rules which are given by random Boolean functions.

In computer simulation, entities are related and they get information from the related
ones in their own neighborhood. In order to get a graphical idea of the situation, every
entity is usually represented by a vertex of an undirected graph and two vertices are adjacent
if their states influence each other in the update of the system. The undirected graph so
built is called the (undirected) dependency graph of the system (see [7]).
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However, as we said before, it could occur that an entity influences another one, but not
vice versa. Actually, in practice, the process of information exchange is not bidirectional
[8]. This could be represented by an arc whose initial vertex would be the influencing entity
and the final vertex would correspond to the influenced entity, so obtaining a directed graph
or digraph of relations. The directed graph so built will be called the directed dependency
graph of the system.

We actually determine a dynamical system over a directed dependency graph (see [15]
for a similar approach that considers cellular automata over Cayley graphs) by associating
to each vertex i, a state xi ∈ {0, 1} and a local map fi defined on the states of the influencing
vertices and the vertex/entity i, and which returns its new state yi ∈ {0, 1}. We shall denote
this digraph D = (V,A), where V = {1, 2, . . . , n} is the vertex set and A is the arc set.

For every vertex/entity 1 ≤ i ≤ n, we shall consider all the vertices that influence it in
an update of the system. Thus, we denote

ID(i) = {j ∈ V |(j, i) ∈ A}
The evolution or update of the system is implemented by local functions which are

the restrictions of a global one. In this context, for updating the state of an entity i, the
corresponding local function acts only on the state of that entity itself and the states of the
entities in ID(i) which influence i.

Actually, it can be stated the following definition.

Definition Let D = (V,A) be a digraph on V = {1, 2, . . . , n}. Then a map

F : {0, 1}n → {0, 1}n, F (x1, x2, . . . , xi, . . . , xn) = (y1, y2, . . . , yi, . . . , yn),

where yi is the updated state of the entity/vertex i by applying a local function fi over the
states of the entities in {i} ∪ ID(i), constitutes a discrete dynamical system called parallel
directed dynamical system over {0, 1}n.

In this work, the global evolution operator F of the system will be induced by Boolean
functions. A Boolean function describes how to determine a Boolean output from some
Boolean inputs. Thus, such functions play a fundamental role in questions as design of
circuits or computer processes [9]. In our context, they correspond to components of the
evolution operator of the dynamical system.

In a previous paper [2], for parallel dynamical systems over digraphs corresponding
to the simplest Boolean functions AND and OR, we proved that only fixed or eventually
fixed points appear, as occurs over undirected dependency graphs. Nevertheless, for general
Boolean functions, it was shown that any periodic orbit can exist, depending on the Boolean
function that infer the global evolution operator of the system and on the structure of the
dependency digraph. In this sense, this work analyze the orbit structure of parallel discrete
dynamical systems over some special digraph classes, as complete, circle, line, star graphs
and arborescences.
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Abstract

In this work, we extend the manner of defining the evolution update of discrete dynam-
ical systems on Boolean functions, without limiting the local functions to be dependent
restrictions of a global one. We analyze the cases concerned with parallel dynamical
systems (PDS) with the OR, AND, NAND and NOR functions as independent local
functions. This extension of the update method widely generalizes the traditional one
where only a global Boolean function is considered for establishing the evolution oper-
ator of the system. Besides, our analysis allows us to show a richer dynamics in these
parallel systems on independent local functions.
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1 Introduction

Computer processes involve generation of dynamics by iterating local mappings. In fact, a
computer simulation is a method for the composition of iterated mappings, typically with
local dependency regions [5]. It means that the mappings have to be updated in a specific
manner, i.e., an update schedule. Update scheduling is also a commonly studied aspect in
discrete event simulations [3, 8, 9].

For convenience, it is common to rename the local mappings as entities, which are the
lowest level of aggregation of the system. In computer processes, there are many entities
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an each entity has a state at a given time (see [5, 6, 7]). The update of the states of the
entities constitutes an evolution in time of the system, i.e., a discrete dynamical system (see
[4, 11]).

The update of the states is determined by relations of the entities, which are represented
by a dependency graph, and local rules, which together constitute the (global) evolution
operator of the dynamical system (see [10], [13]). Actually, by means of Boolean functions,
local (Boolean) rules to obtain an output from some inputs are obtained. That is, for
updating the state of any entity, it is normally considered a Boolean function that acts only
on the state of that entity itself and the states of the entities related to it.

If the states of the entities are updated in a parallel manner, the system is called a
parallel dynamical system (PDS) [1, 2, 4], while if they are updated in a sequential order,
the system is named sequential dynamical system (SDS) [4, 11, 12]. Thus, the evolution or
update of a PDS or SDS is usually implemented by local functions which are dependent
restrictions of a given global Boolean function.

However, in practice, the rule for the information exchange among one entity and those
related to it in the system can be different from one entity to another. That is, an entity
i can exchange information with the entities related to it by means of a rule fi, while an
entity j can do that by means of another rule fj completely independent or different from
the rule fi.

For this reason, in this work we extend the way of defining the update of discrete dy-
namical systems on Boolean functions, without limiting the local functions to be dependent
restrictions of a global one. This extension of the update method widely generalizes the
traditional one, where only a global Boolean function is considered for establishing the evo-
lution operator of the system, and gives as a result a larger variety of discrete dynamical
systems on Boolean functions.

We focus on the cases concerned with parallel dynamical systems (PDS) with the OR,
AND, NAND and NOR functions as (independent) local functions, determining the orbit
structure of this kind of systems. Our analysis allows us to show a richer dynamics in these
parallel systems on independent local functions in comparison with the traditional ones (see
[1, 4]).
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Abstract

With energy costs now accounting for nearly 30 percent of a data centre’s operat-
ing expenses, power consumption has become an important issue when designing and
executing a parallel algorithm. This paper analyzes the power consumption of MPI
aplications following the master–slave paradigm. The analytical model is derived for
this paradigm and is validated over a master–slave matrix–multiplication. This analyt-
ical model is parameterized through architectural and algorithmic parameters, and it is
capable of predicting the power consumption for a given instance of the problem over
a given architecture. We use an external, metered, power distribution unit has been
that allows to easily measure the power consumption of computing nodes without the
needings of dedicated hardware. .

Key words: Energy–efficient algorithms; Power performance

1 Introduction

In recent years power consumption has become a major concern in the operation of large-
scale datacenters and High Performance Computing facilities. As an example, the 10 most
powerful supercomputers on the TOP500 List(www.top500.org) each require up to 12 MW
of power for the entire system (computing and cooling facilities). As a result, power-aware
computing has been recognized as one of critical research issues in HPC systems.

New processor architectures allow power management through a mechanism called Dy-
namic Voltage and Frequency Scaling (DVFS) where applications or operating system has
the ability to select the frequency and voltage on the fly. Depending on required resources
for the application you can select a combination of voltage and frequency, denoted as pro-
cessors state or p-state. Different p-states deal to different power consumption, allowing
power management by applications [6].
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f o r ( proc = 1 ; proc <= p ; proc++)
send (proc , work [ proc ] ) ;

f o r ( proc = 1 ; proc <= p ; proc++)
receive (proc , result [ proc ] ) ;

}

/∗ Slave Proces sor ∗/
receive ( master , work ) ;
compute (work , result ) ;
send ( master , result ) ;

Listing 1: Master–slave paradigm

Power measurement can give us information about the energy consumed by systems,
but is not sufficient for challenges such as attributing power consumption to virtual ma-
chines, predicting how power consumption scales with the number of nodes, and predicting
how changes in utilization affect power consumption [3]. These tasks require accurate mod-
els of the relationship between resource usage and power consumption. Models based on
architectural parameters has been widely developed [4, 5].

We have developed an instrumentation framework based on metered PDUs (Power
Distribution Units), allowing to measure the power consumption of HPC nodes while ap-
plications are executed. In a similar way we model application performance (execution
time) [7, 8], we propose to model power consumption using architectural parameters (num-
ber of cores, cache misses, memory access, network latency and bandwidth) and algorithmic
parameters (problem size). The analytical power models obtained can be used by schedulers
to save energy when applications are executed on HPC systems.

The rest of this paper is organized as follows: Section 2 introduces master–slave paradigm
and Section 3 describes our experimental setup and measurement system. In Section 4 we
introduce an analytical power model for the proposed application. We show the obtained
models on Section 5. Finally, Section 6 summarizes the paper with some conclusions and
future work.

2 The Master Slave Paradigm

Under the Master–slave paradigm it is assumed that the work W , of size m, can be divided
into a set p of independent tasks work1, ..., workp, of arbitrary sizes m1, ...,mp,

∑p
i=1mi =

m, that can be processed in parallel by the slave processors 1, ..., p. We abstract the master–
slave paradigm by the code in Listing 1

The total amount of work W is assumed to be initially located at the master processor,
processor p0. The master, according to an assignment policy, divides W into p tasks and
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Figure 1: Master-slave diagram of time for matrix multiplication

distributes worki to processor i. After the distribution phase, the master processor collects
the results from the processors. Processor i computes worki and returns the solution to the
master. The master processor and the p slaves are connected through a network, typically
a bus, that can be accessed only in exclusive mode. At a given time-step, at most one
processor can communicate with the master, either to receive data from the master or to
send solutions back to it. The results are returned back from the slaves as a synchronous
round robin.

The transmission time from the master processor to the slave processor i will be denoted
by Ri = (βi + τiwi) where wi stands for the size in bytes associated to worki and βi and
τi represent the latency and per-word transfer time respectively. This communication cost
involves the time for the master to send data to a slave and for it to be received. The
latency and transfer time may be different on every combination master - slave and they
must be calculated separately.

2.1 Master–slave matrix–multiplication

We introduce the master–slave matrix–multiplication application as a case study. First of
all, we describe de algorithm and the corresponding performance analytical model.

For the master–slave model that we are using in this paper (Fig. 1), the time gets
approximately reduced by a factor of 1/p, but a small overload is introduced in the process
of broadcasting the matrices and to gather the results. The complete process includes four
principal segments: (1) Broadcasting of B matrix, (2) Sending of A matrix by blocks, (3)
Waiting for slaves to finish computing and (4) Receiving of matrix C. The total execution
time is:

Tpar = Tbcast + p · Tsnd + Tcomp + Trcv (1)
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In order to estimate the time used in the broadcast segment, it is necessary to have
determined two parameters related to the network: βbcast and τbcast, which represent the
latency and the bandwidth of the network while performing broadcasting operations. These
parameters can be obtained performing a test in C with MPI in the system used [1]. The
number of elements to be sent is the size of the matrix squared.

Tbcast = βbcast · lg(p) + τbcast · lg(p) · n2 (2)

The send an receive operations performed in the master–slave paradigm can also be
modeled in a similar way. Again, two parameters are needed, βsnd/rcv and τsnd/rcv, obtained
with a test referenced in [12]. The first parameter is the latency, but it has a negligible
effect, because the sub-blocks to be sent are very few. The τ parameter is the bandwidth
in node-to-node communication.

Tsnd/rcv = βsnd/rcv + τsnd/rcv ·
n2

p
(3)

Tcomp can be modeled by well-known complexity formula O(N3) for a sequential matrix–
multiplication on each processing element. In Section ?? we give more detail about the
model for the computation load and the corresponding energy consumed.

This analytical model to predict the running time of master-slave applications has
been widely validated. Our goal now is to obtain a similar analytical model for the power
consumption of the master–slave matrix–multiplication algorithm. Section 4 describes de
model obtained for this implementation on comodity cluster instrumented with a metered
PDU.

3 Experimental Setup

The measuring system used is one manufactured by the company Schleifenbauer [10]. The
equipment consists of a power distribution unit (PDU) with one input and nine outlets,
and a master device called Gateway. The Gateway serves as a hub for the available PDUs.
Each PDU is connected to the gateway with standard UTP cable and a RS-485 transport
layer at 100 Kbit/s. The Gateway is initially configured through the USB or RS-232 port,
assigning it a management IP address. As the Gateway has an Ethernet interface that
connects to the appropriate network, this address allows us to access the Gateway through
any browser to change its settings, to consult the measurements of any PDU connected and
to turn on and off the outlets for each PDU. Gathering of data coming from each PDU is
provided through various suitable interfaces (Perl API, HTTP, MySQL, etc.) The setup for
the measurements includes the following steps:

1. Setting the IP Gateway with one accessible from our network.
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Figure 2: PDU, Gateway and computing nodes connections

2. Mounting the Gateway and the PDU in the data center.

3. Wire UTP cable from the PDU to the Gateway, and back to the PDU, to create a
ring in order to provide for additional redundancy.

4. Connect the Gateway to the network.

5. Connect the AC plugs of the nodes of the system under test to the outlets of the PDU.
For convenience is advisable to choose consecutive ones.

The equipment installed (Fig. 2) allows the display of consumption data from the PDU
by directing a browser to the IP address of the Gateway. The tab “Measurements” allows
us to query the data measured in the strip.

In Fig. 3 that shows the web interface, actual current measurements (RMS) for nodes
connected to outlets 5 to 9 can be seen. The values correspond to the actual nodes of the
cluster which were used in experimentation. Note that the current at idle is not the same for
all nodes, although they are identical models. Also it is worth mentioning that the apparent
power is the value of current times voltage, expressed in V ·A. The power factor value tell
us how much of the apparent energy is converted into usable energy [2]. Values shown are
close to 100%, indicating a good design of the power supplies in the compute nodes.

c©CMMSE ISBN:978-84-615-5392-1Page  61 of  1573



Modeling power performance for master–slave applications

Figure 3: Web interface to the Scheleifenbauer Gateway

RealPower = VRMS · IRMS · PowerFactor/100

The cluster Tegasaste, used in the experiment, has 24 nodes, five of which connected to
the PDU. The front end node is a 4 x Intel(R) Xeon(TM) @ 3.000 GHz with 1 GB RAM.
The computation nodes 20 to 24 have 2 x Intel(R) Xeon(TM) @ 3.200 GHz, 1 GB RAM
each. The operating system was Linux 2.6.16.16-papi3.2.1 with gcc version 4.3.2 (Debian
4.3.2-1.1) and MPI 1.2.7.For communication between nodes, an Infiniband(R) switch was
used.

3.1 Measurement

To perform the measurements corresponding to a particular experiment, we use an auxil-
iary computer, connected to the same network as the Gateway. This auxiliary computer
allows the collection of data coming from the PDU, while the algorithm of study is being
executed in the parallel cluster, and the logging all the events of interest. The company
Schleifenbauer provides an API in Perl to access the measurements. The Gateway has a
register type of reading, as current, power factor, voltage, etc.. The user only has to choose
the corresponding mnemonic and call the ReadRegisters function. It is important to start
this Perl script several seconds before the launching of the execution of the algorithm of
study, to take account of the initial values of current in the different nodes. Usually a 10
seconds delay was used. Finally another script executes both the Perl script for the PDU
and the parallel algorithm in the CPUs.

The execution of this script generates a set of pairs of files, each pair consisting in one
file with PDU data and one with CPU data. As already noted, the idle values of current
for each node vary, and so the posterior current measurements will be affected by these idle
values. This situation is alleviated by offsetting all the measurements, so they are always
zero based. The average idle value of current can be added later on to get the real power
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consumption. Also, due to the design of the serial protocol connecting the PDU to the
Gateway, a measurement takes at least 215 ms. A delay of approximately one second was
observed between a measurement and the event that triggers it.
The CPU data file consists in time-stamped events, that can be crossed with the PDU
data file to extract the values of current corresponding to each segment of execution. The
integration of these current values and the corresponding timestamps generates data of
measured power consumption of the parallel algorithm.

4 Power performance model

In this section we propose an analytical power performance model similar to the execution
time model introduced in Section 2 for the execution time of a master–slave application.
We will use the well–know matrix–multiplication code to ilustrate the proposed model.
First, we study the power–aware behavior of three different sequential matrix–multiplication
implementation. Following, we will study the communication part of the master–slave
application in terms on power consumption.

4.1 Master-slave matrix–multiplication parallel implementation

To implement the transposed variant of the matrix multiplication we used a master-slave
schema, with one master and p slaves, where the master process does not compute. Although
each node had two processors, only one was used. The main script of experimentation
contained sizes from 1024 to 6400, and every multiplication was performed 10 times. To
minimize effects related with the order of execution, this was randomized. Figure 4 shows
the overall current profile for a 6400 by 6400 multiplication. The study of the resulting 260
pairs of files with PDU and CPU data allowed us to derive some facts.

• Current kept constant during the broadcast, send and receive segments of code, but
its level was higher than that of idle state.

• The current of the master process kept constant at roughly the same level while the
slaves performed the computation. We did not find any difference between this level
and the one related to the communications segments.

• During the computation segments the current reached its maximum, and again kept
constant throughout all the execution.

With all this data available we could estimate the total power consumed by the execution.
Taking into account that power consumption is closely related to time, it makes sense to
begin with the time model for the particular problem we are studying. From the fragment
of code corresponding to the core of the algorithm executed, it could be derived that the
time depends on the number of floating points operations 2n3 but also from the 2n3 accesses
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Figure 4: PDU overall current data, matrix–multiplication on 4 processors

to memory (reads) and the n2 writes to memory.

f o r ( i = 0 ; i < size ; ++i ){
f o r ( j = 0 ; j < size ; ++j ){
sum = 0 . 0 ;
f o r ( k = 0 ; k < size ; ++k ){
sum += A [ i ∗ size + k ] ∗ B [ j ∗ size + k ] ;
}
C [ i ∗ size + j ] = sum ;
}
}

To check if the writes to memory affected to the estimated power, a regression with positive
coefficients was performed using R [11] and the package nnls [9]. It turned out that the
write operation did not contribute to the power in this segment. The non zero coefficient
obtained, FlopMem, includes the contribution of the two floating point operations and the
two reads from memory. Thus the estimated time for the sequential case is simply:

Tcomp = 2n3 · FlopMem (4)
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Figure 5: Master-slave diagram of power consumption for matrix multiplication

The total power of the sequential code is obtained using the average current measured
during the execution.

PWcomp = Tcomp · Currcomp (5)

4.2 Model for power consumption

Following the performance model introduced in Section 2, we propose a model power comp-
sumption based on equation 1. Each term of this equation contributes with a fraction of
the total power consumption, depending on the average current measured in each segment
and its duration. Figure 5 depicts again the master-slave schema, this time showing the
power consumption. Note the contribution of the master node, lower than the computing
nodes (has a lower p-state).

At bcast operation on eq. 1, it is necessary an average of the current used during the
segment, a value that was obtained with the batch of executions, and that it is the same
across the processors involved in the operation. The power consumption associated to the
broadcast can be computed using:

PWbcast = (p+ 1) · Tbcast · Currbcast (6)

where Tbcast is modeled by eq. 2.
The power estimation for the send by blocks segment is similar to the broadcast one.

With the time needed to send a sub-block of the matrix A, the estimated power for the whole
segment can be calculated. A summation expression is used for the sake of completeness
and accuracy, although the total contribution of this part is very small.

PWsnd = (

p∑
i=1

i+ p) · Tsnd · Currsnd/rcv (7)
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where Tsnd is modeled by eq. 3.
The expression for the computation segment includes the p computing nodes and the

contribution of the master process while waiting for the slaves to end the computation work:

PWcomp = p · Tcomp · Currcomp + PWMasterWait (8)

PWMasterWait = [Tcomp − (p− 1) · Tsnd] · Currwait (9)

The last segment of this master-slave consists in the master receiving the results from
the slaves. The expression is identical to the send segment one:

PWrcv = (

p∑
i=1

i+ p) · Trcv · Currsnd/rcv (10)

Finally the complete expression for the power of the parallel execution is:

PWtotal = PWbcast + PWsend + PWcomp + PWrecv (11)

Our analysis of the power consumption model must end with a note on units. We have
been using time ·Curr as a proxy for energy, but this has to be corrected to be completely
right. For convenience we have omitted to multiply the current by the voltage, to get V ·A.
Finally we get to the value of ApparentPower in W · h with the appropriate conversion.
We have considered the voltage constant during the executions, averaging the voltage of the
outlets of the PDU.

5 Model Validation

The model we have developed depends on architectural and algorithmic parameters that
can be measured with the appropriate tests. We show between brackets the values measured
in our configuration.

• βbcast [5e-06 s] and τbcast [4.00641e-09 s], that characterizes the time that the network
takes to broadcast a large message.

• βsnd/rcv [0.0009130886 s] and τsnd/rcv [1.879013e-08 s], that characterizes the time that
takes a node to send a large message to another node.

• FlopMem (1.879013e-08 s] essentially characterizes the computing power of every
node, and can be obtained with a simple timed for-loop.

• Currbcast = Currsnd/rcv = Currcomm = Currwait [0.2248810 A above idle current]
that is the current level at which the communication operations are performed.

• CurrCmp [0.2921429 A above idle current] characterizes the maximum current per
node when one processor is being used at full computation rate.
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Measured Modeled Error (%)
Size p = 4 p = 5 p = 6 p = 7 p = 4 p = 5 p = 6 p = 7 p = 4 p = 5 p = 6 p = 7

2000 25.73 25.452 25.338 24.265 26.14 25.29 24.73 24.33 1.59 -0.62 -2.39 0.27
3000 89.33 85.756 85.833 82.651 88.22 85.37 83.47 82.12 -1.25 -0.45 -2.75 -0.65
4000 212.73 201.985 200.7 196.969 209.11 202.36 197.86 194.64 -1.70 0.18 -1.42 -1.18
5000 412.46 393.303 387.977 383.807 408.41 395.23 386.44 380.16 -0.98 0.49 -0.40 -0.95
6000 714.54 670.201 669.880 656.017 705.73 682.96 667.77 656.92 -1.23 1.90 -0.31 0.14

Table 1: Power consumption for matrix–multiplication with 4 to 7 slaves, in A · s

Finally, table 1 shows values for measured and modeled matrix multiplications with 4 to
7 slaves. Column labeled E rror shows the relative error made by the prediction. The very
low error observed, where highest error made is −1.7, allows to conclude that our analytical
model has been validated and predicts the power consuption.

6 Conclusions

We have analyzed the power consumption of the master–slave paradigm over an MPI appli-
cation. Similar to the performance model in terms of execution time that can be obtained
for these kind of implementation, it is possible to obtain an analytical expresion for the
energy consumed by these codes while executed on HPC systems. We have implemented a
power metered framework based on standard metered PDUs. The experimental infraestruc-
ture allows us to monitorize and model any application that can be executed in our cluster.
As a case study, we model the matrix–multiplication algorithm by an analytical formula.
With this expression we can predict the power consumed by the application on our cluster
knowing the problem size and number, the number of slaves used and a set of parameters,
architectural–dependent.
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Abstract

There exist algorithms called “fast” which exploit the special structure of Toeplitz
matrices so that, e.g., allow to solve a linear system of equations in O(n2) flops (instead
of O(n3) flops required by classical algorithms). Due to the constantly increasing core
count in current computers, it is necessary to parallelize such algorithms in order to
get the most of the underlying hardware. In particular, we propose in this paper an
efficient implementation of the Generalized Schur Algorithm, a very known algorithm
for the solution of Toeplitz systems, to work on a block–Toeplitz matrix. Our algorithm
is based on matrix–matrix multiplications with the aim at leveraging threaded routines
that implement this operation.

Key words: Block-Toeplitz, linear systems, Generalized Schur Algorithm, multicore-
computers

MSC 2000: 15B05, 65F05, 68W04, 68W10

1 Introduction

Block-Toeplitz matrices appear in many fields of engineering, e.g., in time series analysis in
signal or image processing, and system identification, many times through the solution of a
linear system of equations. This paper presents an implementation for the solution of

Tx = b , (1)

∗PROMETEO/2009/013, Generalitat Valenciana. Projects TEC2009-13741, TIN2010-14971 and
TIN2011-15734-E (CAPAP-H4) of the Ministerio de Ciencia e Innovación. Spain
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where the system matrix T ∈ Rn×n is a symmetric block–Toeplitz matrix of the form

T =


A0 AT1 AT2

A1 A0 AT1
. . .

A2 A1 A0
. . .

. . .
. . .

. . .

 , (2)

being each block Ai ∈ Rν×ν , i = 0, . . . , N − 1, full dense, and being b, x ∈ Rn the right-
hand-side and the solution vectors, respectively. In this paper, matrix T (2) is supposed to
be positive definite. For simplicity in the exposition we consider hereafter n as an integer
multiple of the block size ν, although this restriction can be easily relaxed in the actual
algorithms.

We address problem (1) by obtainig the Cholesky factor of T so T = CTC, being C
upper triangular, through a well-known algorithm called the Generalized Schur Algorithm
(GSA) [2]. The GSA has intrinsic parallelism due to the elements of a given row of C can be
computed concurrently. This fact has already been successfully exploited, e.g., in [1], where
it was proposed an implementation of the GSA for shared memory. In [3], a version of the
GSA based on level 3 operations was proposed. However, the algorithm in [3] is based on
complicated operations that are also difficult to implement in parallel.

We propose here a more simple version of the GSA for block-Toeplitz matrices than [3].
The algorithm is also based on level 3 operations, in particular, on matrix-matrix products.
Furthermore, to the extent that there are available threaded routines which implement a
matrix product, our algorithm may draw on the thread level parallelism of multiple cores.

Next section describes our implementation of the GSA algorithm for block-Toeplitz ma-
trices. Section 3 gives some data about results it can be obtained with our implementation.
At the end we offer some concluding remarks.

2 The Generalized Schur Algorithm for Block–Toeplitz ma-
trices

For the solution of system (1) we propose to perform the Cholesky factorization T = CTC,
where C ∈ Rn×n is upper triangular. We use the GSA described in Algorithm 1 to compute
this factor.

Algorithm 1 receives matrix G, called generator, which has the form

G =

(
U ĀT1 ĀT2 . . . ĀN−1

AT1 AT2 . . . AN−1

)
, (3)

where U is the upper triangular Cholesky factor of A0 such that A0 = UTU , and ĀTi =
U−TATi , for i = 1, . . . , N − 1.
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Algorithm 1 Cholesky decomposition of T = CTC.

Require: Generator G (3), return Cholesky factor C.
1: U = chol(A0) . (UTU = A0)
2: Solve UTG2 =

(
AT1 AT2 . . . AN−1

)
3: C =

(
U G2

)
. First block-column of C

4: m = n− ν
5: G1 = C(:, 1 : m)
6: for i = 1→ N − 1 do

7:

(
G1

G2

)
← normalize

((
G1

G2

))
. Normalization of the generator

8: C ←
(

C(
0ν×i·ν G1

) ) . Adding a new block-row into C

9: G1 ← G1(:, 1 : m− ν) . Updating G1 (Shift)
10: G2 ← G2(:, ν + 1 : m) . Updating G2 (Shift)
11: m← m− ν
12: end for

Step shown in line 7, which consists of a call to function normalize, performs a nor-
malization of the generator G that overwrites it with its own proper form. Let the next
partition of the generator

G =

(
G1

G2

)
=

(
G11 G12

G21 G22

)
, (4)

where G11, G21 ∈ Rν×ν and G12, G22 ∈ Rν×m, then we say that G is in proper form if G21

is zero.

Algorithm 2 Routine normalize. Normalization of generator G.

Require: G11, G21, G12, G22 of partition (4), return G11, G21, G12, G22 (G21 is zero).
1: [Q,R] = qr(G21), G21 ← R . G21 = QR

2: H =

(
I

Q

)
3: for j = 1→ ν do
4: for i = 1→ j do
5: hyper(G11(j, j : ν), G21(i, j : ν), H(:, j), H(:, i+ ν))
6: end for
7: end for

8:

(
G12

G22

)
← HT

(
G12

G22

)
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At any given iteration of the algorithm, the first ν columns of the generator has the
following form

(
G11

G21

)
=



x x x x
0 x x x
0 0 x x
0 0 0 x
x x x x
x x x x
x x x x
x x x x


,

where x just denote non zero entries. Step 7 of Algorithm 1 consists of zeroing the ν × ν
entries of the down square (G21) by calling function normalize, (normalization). This
step can be carried out in different ways. In this paper, we perform a QR decomposition
of factor G21 inplace, so that G21 is replaced by the upper triangular factor R of its QR
decomposition (step 1 of Algorithm 2). Below, a succession of hyperbolic transformations
allows to nullify the remaining entries of G21, i.e., the entries on the upper triangular part
(steps 3 to 7). Algorithm 3 calculates an hyperbolic transformation an applies it to two
pair of arrays.

The key of Algorithm 2 is that it works on factors G11 and G21 to compute the trans-
formations needed to set the generator in proper form. Instead of applying these transfor-
mations, a matrix H is built by accumulating those transformations. Consequently, step 8
of Algorithm 2, which is the largest one, has become a matrix-matrix product.

Algorithm 3 Routine hyper. Computation and updating of arrays with a hyperbolic
rotation.
Require: Arrays u, v, x, y, return u, v, x, y.

1: α = u1
2: β = v1
3: if α2 ≥ β2 then
4: γ =

√
α2 − β2

5: α← α/γ
6: β ← β/γ
7: w = (αu− βv)
8: v ← (αv − βu)
9: u = w

10: w = (αx− βy)
11: y ← (αy − βx)
12: x = w
13: end if
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Table 1: Execution time (sec.) with different number of cores and problems sizes (n).
ν #cores 1536 3584 5632 7680

64

1 0.21 1.10 2.67 5.15
2 0.19 0.92 2.28 4.27
4 0.17 0.84 2.02 3.76
8 0.17 0.81 1.94 3.61

256

1 0.85 3.30 7.47 13.1
2 0.76 2.68 5.79 9.94
4 0.72 2.38 5.00 8.43
8 0.71 2.25 4.69 7.74

For the solution of the two triangular linear systems conducing to the solution of (1)
we also implemented a routine that works in parallel. We will denote as GSA to the whole
algorithm that solves the linear system (1) by performing the Cholesky factorization of T .

3 Results

The experimental results shown in this section were obtained on a board with two Intel R©

Xeon R© E5420 processors with 4 cores and 6 Mb. of cache memory each, thus resulting in
a total of 8 cores for the tests.

In general, “fast” algorithms lack of a large throughput per data. Furthermore, Schur–
type algorithms are rather irregular, i.e., the concurrency drops in the last steps of the
triangularization process due to the diminishing number of blocks that can be computed in
parallel. Nevertheless, as Table 1 shows, the algorithm manages to reduce time when the
number of cores increases. We used compilers in Intel R© Composer XE 12.1 distribution and
routine dgemm in MKL 10.3 for the matrix product. This matrix multiplication is threaded
so it leverages the available number of cores. The reduction in time achieved with the
algorithm depends on the block size ν. As long as the block size is large more efficiency
is obtained with the matrix-matrix multiplication with the count of cores. This is what it
can be seen if we compare, e.g. for the largest problem size, the time between using 4 or 8
cores.

Although the heaviest step of the algorithm is the triangularization, we have also ob-
tained a certain level of parallelism in solving the two triangular systems.
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4 Conclusions

A parallel implementation of a “fast” algorithm has been presented in this paper. We
rearranged operations so they could be cast in term of matrix-matrix multiplications. The
more efficient the matrix product operation the faster our algorithm will be. The algorithm
thus benefits not only of a level 3 operation but also of its multicore implementation.

Under certain conditions (problem size, block size, hardware, . . . ) our parallel imple-
mentation of the GSA well exploits a multicore by always producing the result with a given
number of cores in less time than using a fewer number of cores.
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Abstract

In this work we present a new efficient method to detect point sources in Cosmic
Microwave Background maps and estimate their fluxes. The method uses previous
information about the statistical properties of the sources, so that this knowledge can
be incorporated in a Bayesian scheme. The experiments show that the method detects
more sources than the results obtained using other strategies. Besides, the technique
allows us to fix the number of detected sources in a non-arbitrary way.

Key words: Efficiency, Cosmic Microwave Background, Bayesian
MSC 2000: 65F05, 65Y20, 68W10

1 Introduction

The Cosmic Microwave Background (CMB) is a diffuse radiation which started to propagate
freely in the early universe, about 400, 000 years after the Big Bang. The CMB is thus a
fossil radiation which carries very important information about the fundamental properties
of the universe and, in particular, about the chemistry of the early universe. Since its
discovery in 1964 ([8]), the CMB has been detected and surveyed by instruments aboard
balloons and satellites, such as the NASA satellites COBE in 1992 ([9]) and WMAP in 2003
([10]).
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The ESA satellite Planck was launched in 2009 and has been measuring the CMB fluc-
tuations with unprecedented accuracy, resolution and frequency coverage. The first data
obtained by Planck were published in 2011 ([1]). In order to extract all the relevant infor-
mation from the CMB data, one must remove the contamination produced by extragalactic
sources, e.g. galaxies that also emit microwave radiation which has a non-cosmological ori-
gin. Several techniques: matched filters, wavelets, etc. have been proposed in the literature
(see [6] and [7] for detailed reviews) to deal with the detection problem.

The goal of this paper is to put forward a new efficient method to detect point sources
in CMB maps and estimate their fluxes. The method uses previous information about
the statistical properties of the sources, so that this knowledge can be incorporated in a
Bayesian scheme ([3]). This means a new approach with respect to the tools considered for
instance in ([2]), where such an information was not taken into account.

2 Description of the problem

In a region of the sky, we assume to have an unknown number of point-like sources, whose
emission is mixed with that of the CMB, f(x, y). A model for the total emission as function
of the position (x, y) is given by

d̃(x, y) = f(x, y) +
n∑

α=1

aαδ(x− xα, y − yα) (1)

where δ(x, y) is the 2D Dirac delta function, the pairs are the locations of the point sources
in our region of the celestial sphere, and aα are their fluxes. We observe this radiation
through an instrument, with beam pattern b(x, y), and a sensor that adds a random noise
n(x, y) to the signal measured.

Therefore, the output of our instrument is:

d(x, y) =
n∑

α=1

aαb(x− xα, y − yα) + (f ∗ b)(x, y) + n(x, y) (2)

where the point sources and the CMB have been convolved with the beam. In our applica-
tion, we are interested in extracting the locations and the fluxes of the point sources and
consider the rest of the signal as just a disturbance superimposed to the useful signal. If
c(x, y) is the signal which does not come from the point sources, model (2) becomes

d(x, y) =
n∑

α=1

aαb(x− xα, y − yα) + c(x, y). (3)

If our data set is a discrete map of N pixels, the above equation can easily be rewritten
in vector form, by letting d be the lexicographically ordered version of the discrete map
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d(x, y), a be the n-vector containing the positive source intensities aα, c the lexicographically
ordered version of the discrete map, c(x, y), and φ be an N × n matrix whose columns are
the lexicographically ordered versions of n replicas of the map b(x, y), each shifted on one
of the source locations. Equation (3) thus becomes

d = φa + c. (4)

Looking at Eqs. (3) and (4), we see that our unknowns are the number n, the list of
locations (xα, yα), with α = 1, . . . , n and the vector a. It is apparent that, once n and
(xα, yα) are known, matrix φ is perfectly determined. Let us then denote the list of source
locations by the n× 2 matrix R, containing all their coordinates.

If we want to adopt a Bayesian approach, we must write the posterior probability
density of our unknowns. According to Bayes theorem, this posterior probability can be
written as

p(n,R, a|d) ∝ p(d|n,R, a)p(n,R, a) (5)

where p(d|n,R, a) is the likelihood function, derived from our data model.
For the CMB plus noise we can assume that c is a Gaussian random field with zero

mean and known covariance ξ. Thus, the likelihood function is

p(d|n,R, a) ∝ exp (−(d− φa)tξ−1(d− φa)/2). (6)

To find the prior density p(n,R, a) we need to make a number of assumptions:

1) Both R and a depend on n through the number of their elements. On the other hand,
fluxes and positions are, in principle, independent. Thus, we can write

p(n,R, a) = p(R, a|n)p(n) = p(R|n)p(a|n)p(n). (7)

2) A priori, it is reasonable to assume that all the possible combinations of locations
occur with the same probability. Therefore

p(R|n) =
n!(N − n)!

N !
, (8)

since N !/(n!(N−n)!) is the number of possible distinct lists of n locations in a discrete
N -pixel map.

3) It has been checked (see [3]) that the flux distribution can be modeled by a Generalized
Cauchy Distribution

p(a|n) ∝
n∏

α=1

[
1 +

(
aα

a0

)p]− γ
p

, (9)
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with p a positive number. This distribution obviously assumes that the fluxes of the
different sources are mutually independent. In order to work with non-dimensional
magnitudes, we define xα = aα/a0; we also assume that we will detect point sources
above a minimal flux ai, that leads to the following normalized distribution

p(x|n) =
p

B
(

1
1+xp

i
; γ−1

p , 1
p

)
n∏

α=1

(1 + xp
α)−

γ
p , (10)

where B is the incomplete beta function. The values of a0, p and γ, can be determined
by fitting this formula to the point source distribution given by the De Zotti counts
model (see [5]).

4) We assume that the number of sources in a given sky patch follows a Poisson distri-
bution, with a known average number of sources λ

p(n) =
λne−λ

n!
. (11)

A detailed account of all these assumptions can be seen in [3].
Finally, by putting together all these prior distributions and the likelihood, we can write

the negative log-posterior

L(n,R, x) =
1
2

(
xtMx− 2etx

)− log(N − n)!− n log(λ)

− n log(p) + n log B

(
1

1 + xp
i

;
γ − 1

p
,
1
p

)

+
γ

p

n∑

α=1

log (1 + xp
α) , (12)

with M = a2
0φ

tξ−1φ and e = a0φ
tξ−1d. We assume that we know a0, p, xi, γ and λ, so that

the unknowns are: the normalized fluxes x, the number of point sources n and the positions
of the point sources through the matrix φ(R).

3 Description of the Algorithm

In [2] an algorithm with a high degree of parallelism that improves, from the computa-
tional point of view, the classical approaches for detecting point sources in CMB maps was
presented.

In this work, our goal is to find the number of sources and their fluxes and positions
by maximizing the posterior probability distribution, or equivalently and more simply, min-
imizing the negative log-posterior. In conclusion, we search the number of sources, their
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fluxes and positions, rendered more probable by the data, taking also into account the prior
distributions.

Therefore, regarding the flux we minimize the negative log-posterior with respect to x,
by taking the derivative and equating to zero, we obtain

n∑

β=1

Mαβxβ − eα +
γxp−1

α

1 + xp
α

= 0, α = 1, 2, . . . , n. (13)

In order to fix the positions, we assume that the point sources are in the local maxima
of e (see [3]). To determine the number of sources, we sort these local peaks from top to
bottom and solve (13) successively adding a new source. At the same time, we calculate
(12) and select the number of sources which produces its minimum value.

For the sake of simplicity, we redefine φ ≡ a0 φ and consider p = 1, this last assumption
is justified by the flux distribution. Besides, taking into account that the thresholding
process has been described in [2], in the following we will describe the algorithm without
explaining that process again.

The system of non-linear equations we want to solve is

n∑

β=1

Mαβxβ − eα +
γ

1 + xα
= 0, α = 1, 2, . . . , n, (14)

with M = φtξ−1φ and e = φtξ−1d. Therefore, the non-linear system can be expressed in
matrix form as

Mx = e− γv, (15)

with v = (1/(1 + x1), 1/(1 + x2), . . . , 1/(1 + xn))t.
We consider that the matrices M , φ and ξ are of order N , while the vectors e and d have

N rows. As ξ ∈ RN×N is a symmetric positive definite matrix, Cholesky decomposition can
be used to obtain a lower triangular matrix such that: ξ = LLt ([4]). Hence, vector e can
be expressed as:

e = φtξ−1d = φtL−tL−1d = φtL−tc1 = φtc2 (16)

with c1 = L−1d and c2 = L−tc1.
Now, in order to construct the matrix M , we calculate

M = φtξ−1φ = φt(LLt)−1φ = (L−1φ)t(L−1φ) = ZtZ, (17)

with Z = L−1φ.
Next, we compute the QR decomposition of Z = QR, with Q ∈ RN×N , orthogonal,

and R ∈ RN×n, upper triangular, and the matrix M can be expressed as

M = ZtZ = (QR)t(QR) = RtQtQR = RtR. (18)
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In order to solve (15) we will use the classical Newton-Raphson method and Armijo
rule, obtaining a sequence

x(k+1) = x(k) −DF (x(k))−1F (x(k)), (19)

where
F (x) = Mx− e + γv, DF (x) = M − γw, (20)

with v = (1/(1+x1), 1/(1+x2), . . . , 1/(1+xn))t and w = (1/(1+x1)2, 1/(1+x2)2, . . . ,1/(1+
xn)2)t.

We will use the solution of the linear system Mx = e as our initial condition (x(0)).
Thus, vector x(0) can be computed by solving the triangular linear systems Rty = φc2 and
Rx = y.

These ideas can be summarized in the following algorithm:

Algorithm CMB Bayesian

Input φ, ξ, d, with φ, ξ ∈ RN×N , d ∈ RN×1

Step 1. Compute ξ: ξ = L ∗ Lt

Step 2. Obtain e: L ∗ c1 = d, Lt ∗ c2 = c1, e = φt ∗ c2

Step 3. Obtain M : Z = L−1φ, Z = Q ∗R, M = Rt ∗R
Step 4. Calculate F (x) and DF (x):

v =
(

1
1 + x1

,
1

1 + x2
, . . . ,

1
1 + xn

)t

, F (x) = (Rt ∗R) ∗ x− φt ∗ c2 + γ ∗ v

w =
(

1
(1 + x1)2

,
1

(1 + x2)2
, . . . ,

1
(1 + xn)2

)t

, DF (x) = (Rt ∗R)− γ ∗ w

Step 5. Solve non-linear system
Step 5.1 Calculate x(0): Rt ∗ y = φ ∗ c2, R ∗ x = y

Step 5.2 Apply Newton-Raphson: x(k+1) = x(k) −DF (x(k))−1 ∗ F (x(k))
Step 6. Find the number of point sources that minimizes the negative log-posterior

Output x

Preliminary experiments show that the new method detects more sources than the results
obtained in [2]. Furthermore, the technique allows us to fix the number of detected sources
in a non-arbitrary way.
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Abstract

Vandermonde matrices appear in many fields of Science and Technology. This paper
is motivated by the need to solve least squares problems with complex Vandermonde
matrices, using the QR decomposition in Signal Processing applications such as beam-
forming problems and DOA (Direction of Arrival) analysis, to be executed in devices
with low computation power as mobile devices. We present an analysis of existing al-
gorithms that solve the linear least squares problem with this kind of matrices. Some
of these algorithms have been extended to explicitly compute the QR decomposition.
New algorithms have been developed starting from the existing ones, obtaining also an
algorithm for updating of the QR decomposition when a new column is added to the
Vandermonde matrix, and an incremental method for computing the QR decomposition
starting from the updating algorithm.

Key words: Vandermonde, QR, DOA, Beamforming, Szegö polynomials

1 Introduction

Vandermonde matrices appear in many fields of Science and Technology. As an example,
this kind of structured matrices can represent the steering matrix of signal sources in an
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array of sensors [7] used in beamforming and DOA (Direction Of Arrival) Signal Processing
applications. The targets of these applications are usually to improve the signal-to-noise
ratio of the receiving signals, to determine the number of signal sources, to estimate some
parameters of them, to track the movement of the sources, etc. For instance, Generalized
Sidelobe Canceller (GSC) is an efficient implementation of the Linear Constrained Minimum
Variance algorithm for optimum beamforming, where a Vandermonde system must be solved
as a part of the total solution [8]. We can find this kind of applications in fields as Seismology,
Biomedicine, Astronomy, Radar, Sonar, etc., where these structured data appear.

Several algorithms have been proposed in the literature that solve Vandermonde systems
or get their QR factorization, with less computational complexity but with less accurate
results than other algorithms for systems with non-structured matrices (see [1] and [3]).
Anyway, these algorithms can be suitable in real time applications where execution time
may be more important than an extremely precise result, due to either the characteristics
of the application or to a lack of high computing power in the system (low performance
hardware, energy efficient devices as mobile devices, etc.).

1.1 State of the Art

Since the early nineties, there are not significant contributions in algorithms for solving
efficiently Vandermonde systems or getting its QR factorization, taking advantage of the
structure of this kind of matrices. In [1] a fast algorithm for computing the QR decom-
position of a complex column Vandermonde matrix is shown, with quadratic complexity
but with poor precision in the results, particularly in the orthogonality of the Q matrix.
In [2], [3] and [4], some other algorithms are presented; they are based on discrete least
squares approximation of a real-valued function given at arbitray distinct nodes in [0, 2π)
by trigonometric polynomials which fits better in some of the signal processing problems
presented before. The Stieljes procedure for Szegö polynomials is used to get an intermedi-
ate solution, and compared with a better technique based on solving and inverse eigenvalue
problem of a Hessenberg matrix with real positive subdiagonal elements. Both methods
share the way the solution is obtained from the intermediate solution. Here, the precision
of the results are highly dependent on how the nodes are distributed along the interval
[0, 2π), getting optimal results when they are equispaced in this interval, and worse re-
sults when they are randomly distributed in such interval, and even worse when they are
concentrated and equispaced in a narrower subinterval.

1.2 Objectives and paper organization

This paper is motivated by the need to solve least squares problems with complex Vander-
monde matrices, using the QR decomposition in beamforming problems and DOA analysis.
The objective is to provide efficient algorithms that can be executed in devices with low
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computation power as mobile devices. In this paper we present an analysis of existing
algorithms that solve the aforementioned problems. Some of these algorithms have been
extended to compute the QR decompositivon in an explicit way. New algorithms have been
developed starting from the existing ones, obtaining the QR decomposition in a way such
that its use is easy for solving the least squares problem and for updating the QR decom-
position when a new column is added to the Vandermonde matrix. An incremental method
for the QR decomposition is developed starting from the ideas of the previous updating
algorithm.

The rest of the paper is organized as follows: The section 2 is devoted to the description
of the QR decomposition algorithm as well as its updating and the least mean squares
problem. In section 3, a precision experimental analysis of the algorithms is done. Finally,
in section 4, the conclusions are shown.

2 Algorithms

Let {z1, z2, . . . , zm} be a set of m distinct nodes, let {w2
1, w

2
2, . . . , w

2
m} be a set of positive

weights. For functions g and h defined at the nodes zk (g =
(
g(z1), g(z2), . . . g(zm)

)T ),
denote the inner product on the unit circle:

< g, h >=
m∑

k=1

g(zk)h(zk)w2
k.

The nodes with a complex exponential formulation zl = eiθl , 1 ≤ l ≤ m are specially
interesting in signal processing applications such as beamforming or DOA.

The first algorithm shown in [3], known as Stieljes procedure for Szegö polynomials,
solves the system:

DAc = Dg (1)

where D = diag(w1, w2, . . . , wm). A is the transposed Vandermonde matrix:

A =




1 z1 z2
1 · · · zn−1

1

1 z2 z2
2 · · · zn−1

2
...

...
...

. . .
...

1 zm z2
m · · · zn−1

m


 ∈ Cm×n (2)

and c = (c0, c1, . . . cn−1)T is the set of coefficients of

p(z) =
n−1∑

j=0

cjz
j

such that the discrete least squares error < g − p, g − p > is minimized.
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If we get the QR decomposition of A = QR, with Q ∈ Cm×m a unitary matrix and
R ∈ Cm×n an upper triangular matrix, then the solution of (1) can be expressed as:

c = R−1c′, with c′ = QHDg

where QH denote the conjugate transpose of the matrix Q.
The computation and application of matrices Q and R are efficiently done using the

Szegö polynomials relation with the problem [6]. Let {φj}m−1
j=0 denote the family of orthog-

onal Szegö polynmials with respect to some inner product. The grade of φj is j and its
leading coefficient is positive. Matrix R can be deduced from the relation [3]:

zk−1 =
k∑

j=1

rjkφj−1(z), 1 ≤ k ≤ n.

Hence, the jth column of R−1 is the vector with the coefficients of the polynomial φj−1(z).
Matrix Q is determined with:

qkj = φj(z)wk.

The algorithms that compute the QR factorization of a matrix without exploiting any
structure need O(mn2) flops, [5]. This method needs only O(mn) floating point operations
to obtain the result. Once c′ is obtained, the final solution c requieres only O(n2) flops (see
algorithm 4.1 of [3]).

The second method is numerically more accurate than the previous one and it is based
on an algorithm that constructs a unitary upper Hessenberg matrix from spectral data using
elementary unitary similarity transformations [4], [3] (inverse eigenvalue problem), getting
c′ = QHDg in O(mn) arithmetic operations.

Let Λ = diag(z1, z2, . . . , zm), then we can compute a unitary upper Hessenberg matrix,
H, with real positive subdiagonal elements:

UHΛU = H, (3)

if the first column of U is determined. This first column is:

u1 = Ue1 = σ−1
0 (w1, w2, . . . , wm)T (4)

where σ0 =
(∑m

k=1 w2
k

)1/2. Matrix H in (3) can be obtained using unitary reflectors com-
puted to get zeros sequentially in certain positions. Hence, the matrix Q is the first n
columns of matrix U.

The final solution c = R−1c′ is obtained in O(n2), as in the previous method.

c©CMMSE ISBN:978-84-615-5392-1Page  85 of  1573



P. Alonso, R. Cortina. F.J. Mart́ınez, A.M. Vidal

2.1 Gram-Schmidt and modified Gram-Schmidt methods for obtaining Q

The second algorithm presented in the last subsection allows to construct an Arnoldi like
procedure [5] for computing easily the factors Q and R of A. Similar ideas are used to get
the QR decomposition of a matrix using the Gram-Schmidt method.

Given the first column of U as in (4) and expressing (3) as ΛU = UH we can obtain

Λuk = h1ku1 + h2ku2 + . . . + hkkuk + hk+1,kuk+1, k = 1, 2, . . . , n− 1.

Hence, as U is a unitary matrix:

hjk = uH
j Λuk, j = 1, 2, . . . , k,

v = (Λ− hkkI)uk −
k−1∑

j=1

hjkuj ,

hk+1,k = ||v||2,
uk+1 = v/hk+1,k.

Algorithms based on Gram-Schmidt techniques are usually numerically unstable due
to catastrophic cancellation in premature subtractions. That is the reason why they are
usually modified in order to avoid a great deal of subtractions before orthogonalizations.
This technique is used in the next algorithm. In this case, we compute previously all the
possible coefficients of hk (column k of H) that we can compute. Let us remember that
hjk = uH

j Λuk, then we can find the value of hkk from the expression

q ≡ Λuk −
k−1∑

j=1

hjkuj = hkkuk + hk+1,kuk+1,

hence

hkk = uH
k q.

Now, we obtain

uk+1 = (q− hkkuk) /hk+1,k,

with

hk+1,k = ||q− hkkuk||2.
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2.2 Updating

Let us suppose we know the QR decomposition of A ∈ Cm×n, m > n, and we want to
compute the QR decomposition of a new matrix A1 = Q1R1, where A1 ∈ Cm×(n+1),
m ≥ n + 1, is the original A matrix with an additional column. Obviously, we can take
advantage of this matrix structure to get an easy algorithm that computes Q1 and R1.
Matrix Q1 is the matrix made up of n + 1 columns of U in the expression (3), so only it is
necessary to compute one additional column of U to get U1. Besides, R1 = UH

1 A1, so the
first n columns of U1 match the ones of U plus zeros to complete the n + 1 components,
and

R1(:, n + 1) = UH
1 A1(:, n + 1).

2.3 An incremental algorithm based on the updating technique

From the point of view of the applications, it is interesting to provide algorithms that re-
ceives information gradually and process it in the same way. An efficient algorithm can be
designed starting from the previous updating algorithm for computing the QR decomposi-
tion of a matrix which columns are growing increasingly.

3 Experimental results

Experimental precision results have been obtained using double precision arithmetic, with
a constant number of rows of the transposed Vandermonde matrix (m = 500), varying the
number of columns (n) upto m. The resulting Vandermonde system has been solved and
compared with several methods. The experiment results have been averaged ten times. The
experiments take into account two kind of nodes: equispaced nodes in certain subinterval,
and uniformly distributed random nodes in certain subinterval. All the experiments have
been repeated using single precision arithmetic, obtaining qualitatively the same conclu-
sions.

3.1 Matrix conditioning and result precision

Figure 1(a) shows the relative error obtained using the Lapack GELS subtroutine solving a
Vandermonde least squares problem generated with different node distribution, and Fig-
ure 1(b) shows the reciprocal 2-norm condition number of each matrix.

The worst behavior is obtained when the nodes are distributed equispacedly in a subin-
terval narrower than [0, 2π) (the narrower, the worse results). The best results are obtained
when the nodes are distributed equispacedly in the interval [0, 2π). When the nodes are
distributed randomly in the [0, 2π) interval, the precision of the results are in the interme-
diate positions with worse results when the matrix is getting squared (n ≈ m), following
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Figure 1: Error in Lapack GELS solution and reciprocal condition number relation

the trend of the condition number.

Figures 2(a) and 2(b) show a comparison of the relative error in the solution between
the Reichel method and the GELS Lapack method using matrices generated with equispaced
nodes and random nodes respectively, both in the [0, 2π) interval, with better results for
the Lapack case.

3.2 Orthogonality results

Figures 3(a) and 3(b) show a comparison of the orthogonality error, ||I −QHQ||2, among
the Reichel, Lapack, Gram-Schmidt and Modified Gram-Schmidt methods, using matrices
generated with equispaced nodes and random nodes respectively, both in the [0, 2π) interval.
For the equispaced nodes case, the worst results are for the Reichel method; the rest of the
methods share similar performance (with better results for Gram-Schmidt methods). For
the random nodes case, there exist a crosspoint in the behavior: before the crosspoint, all
the methods get a similar orthogonality precision, with a subtle better performance for
the Gram-Schmidt methods; after the crosspoint, the Gram-Schmidt methods loses this
precision.
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Figure 2: Solution relative error

3.3 Incremental QR algorithm results

Figures 4(a) and 4(b) show the orthogonality error, ||I −QHQ||2, and the decomposition
relative error, ||A−QR||2/||A||2, respectively when the incremental QR algorithm is used,
observing that the performance is comparable with the non-incremental counterpart algo-
rithm results.

4 Conclusions

Vandermonde matrices are difficult to work with due to their numerical properties. In this
paper we have analyzed the behavior of several algorithms that solve the least square prob-
lem and obtain the QR decomposition of a Vandermonde matrix. The obtained peformance
is as expected: it depends strongly on the condition number and it get worse when the
matrix is becoming square. Our contribution is an algorithm for obtaining the updating of
the QR decomposition of a Vandermonde matrix, and a QR incremental algorithm suitable
for real time signal processing applications.

c©CMMSE ISBN:978-84-615-5392-1Page  89 of  1573



P. Alonso, R. Cortina. F.J. Mart́ınez, A.M. Vidal

1e-16

1e-15

1e-14

1e-13

0 50 100 150 200 250 300 350 400 450 500

||I
−

Q
H

Q
|| 2

n

Reichel
Lapack GEQRF
Gramm-Schmidt

Modified Gramm-Schmidt

(a) Equispaced nodes in [0, 2π)

1e-16

1e-14

1e-12

1e-10

1e-08

1e-06

0.0001

0.01

1

100

0 50 100 150 200 250 300 350 400 450 500

||I
−

Q
H

Q
|| 2

n

Reichel
Lapack GEQRF
Gramm-Schmidt

Modified Gramm-Schmidt

(b) Random nodes in [0, 2π)

Figure 3: Orthogonality error
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Abstract

In this work we show an educational activity consisting of problem solving tasks
in Mathematics on a group work basis with a wiki. To this end, we use the software
Mediawiki which is open source and it natively allows to introduce mathematical for-
mulae using LATEX syntax. On the other hand, it has a sophisticated system to watch
pages and its functionality can be increased by means of extensions made by a large
user community.

Key words: wikis, mediawiki, problem solving, mathematics, collaborative work, e-
learning

1 Introduction

A Wiki is a suitable platform to prepare collaborative works as an alternative to more
traditional ways of presenting works in paper or in a electronic file (.doc, .pdf, etc.). A wiki
also allows to develop cooperative learning habits. By means of the history associated to
every page of the wiki, a teacher can know in detail the contribution of each member of the
group to the proposed tasks.

The e-learning platform moodle allows to set up wikis, both for a single user and
for groups of users. However, it shows some deficiencies when introducing mathematical
formulae, which is of paramount importance in problem solving in Mathematics. Similar
problems arose with the known web site wikispaces [1] which allows to set up small wikis
for free.

The developer of the first wiki software was Ward Cunningham [2], who in 1994 made
WikiWikiWeb [3], originally described as “the simplest online database that could possibly
work”. The most known wiki is doubtlessly the Wikipedia [5], based initially on the software
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UseMod. Later, the founders of the project made their own software called Mediawiki [4]
which is currently used. The biggest wiki nowadays is the Wikipedia in English, that on
April 1st, 2012, had near four million articles. The Wikipedia is more used and is larger
than the famous Encyclopædia Britannica, and many of its articles are more accurate.

The most important features of a wiki are:

• It has an hypertextual structure. This makes collaboration possible. Users can
create and edit articles without the necessity of knowing HTML, the language behind
web pages. It is not necessary use a web page editor either.

• Social authorship. Anyone can write and edit any article. A typical wiki invites
all users to participate, but this is not essential. The process of creating and editing
articles is very fast. The articles are very dynamic, so they are changing continuously
and they are never considered as closed.

• Change history. Every page of the wiki has a history page attached where one can
see the contributing users and the dates of every single editing. Depending on the
software, changes can be undone and it is possible to revert a page to a previous state.

Wikis in Education are also used to develop collaborative works. E-learning platforms
like Moodle [6] incorporate the possibility of setting up wikis. These can be monitorized by
the teacher in order to follow the detailed evolution of its development. It is also possible
to use open source software to create wikis, like Mediawiki, the Wikipedia engine.

Teachers also use wikis as an alternative to upload their notes on the Internet. This
has a number of advantages:

• No knowledge of the HTML language neither of web page editors is needed to create
pages in the wiki.

• It is easy to keep, update and make new contributions.

• It allows to introduce external resources.

• Depending on how the subject is organized, the wiki could be opened to the partici-
pation of the students.

2 Description of the work

The main objective of the work presented in this text is the development through a wiki of
problem solving tasks in Mathematics on a group work basis. Furthermore it is intended to
obtain and develop a number of competencies within the European higher education system
framework. The activity was carried out the second four-month period of the last academic
year in a Numerical Analysis course at the University of Oviedo, in Spain.
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During the academic year 2008-2009 the students of our course were proposed an activity
consisting of making periodically some exercises that had to be given to the teachers after
a certain period. The volunteers were arranged in groups of three or four people. The
resulting numeric mark of the assessment of the activity, up to a maximum of 2 points, was
added to the mark of the theory exams as long as the final mark did not exceed 10 points.
A problem we noted was that the real contribution of every student to the work could not
be determined.

During the academic year 2009-2010 we carried out the educational activity described in
this document. The organization was similar to that of the previous year with the important
difference that now the exercises had to be solved on a wiki. For every exercise a deadline
was fixed. Beyond the deadline the permission to edit the corresponding pages of the wiki
was revoked.

Since we are dealing with mathematical problems, it is necessary that all sort of math-
ematical expressions can be introduced in the wiki. The builtin wiki module of the moodle
elearning software allows the inclusion of formulae with LATEX syntax [8], but we found it
too buggy. Instead, we decided to use the free Mediawiki software, on which the famous
Wikipedia relies. The features of Mediawiki can be extended by means of a big number
of add-ons made by the user community. Moreover, it is possible to insert natively in the
articles mathematical expressions using LATEX syntax.

Although the features of Mediawiki to introduce mathematical formulae are actually
satisfactory, we decided to add extra functionality by installing an extension named Wiki-
tex [7]. Wikitex allows to insert in the wiki not only mathematical expressions of arbitrary
complexity, but also graphics (made with GNUplot [9]), chess matches, several kinds of
diagrams, etc.

We were aware that most of the students had little or no knowledge of LATEX. This fact
did not have to prevent the students from doing the work so we offered two alternatives to
make the process easier: an exhaustive LATEX tutorial was made in the wiki itself and also
the students could use the Mathtype [10] software that includes an equation editor capable
of exporting to the mediawiki format.

In Mediawiki, the main page of an article comes with its corresponding discussion page.
This is useful for the group members to organize their work and exchange ideas. Since
the wiki can be accessed on the Internet, the students can work in the wiki without being
physically in a meeting. They only need to have a computer connected to Internet. This is
a clear advantage against other more traditional collaborative work strategies.

The history of the wiki plays an important role. The teacher can know in detail the
contribution of each member of the group to the proposed work by looking at the history
associated to the relevant pages. This allows to measure the collaboration inside the group.
When the students gave a hard copy of their works, this kind of evaluations could not be
done objectively. In Mediawiki, the page history allows to compare different versions and
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undo changes. This way, a page can be reverted to a previous state.

3 Assessment process

The assessment process was based on a rubric. We give the details in this section.

3.1 Rubric

Once finished, the exercises were checked on printed versions that later were given to the
students. We also considered the possibility to make the corrections in the wiki itself, but
eventually we gave up the idea since we did not have enough time. The task of checking the
exercises in the wiki is certainly very interesting from the students learning point of view
and it will be taken into account in future activities. In the wiki, the students could easily
check both their own exercises and those from other groups.

For each student, the exercises were marked following the next rubric:

Category 4 3 2 0 − 1

Neatness and
Organization
(15%)

The work is
presented in a
neat, clear,
organized
fashion that is
easy to read.

The work is
presented in a
neat and
organized
fashion that is
usually easy to
read.

The work is
presented in an
organized
fashion but
may be hard to
read at times.

The work
appears sloppy
and
unorganized. It
is hard to know
what
information
goes together.

7.5 − 10 5 − 7.4 2.5 − 4.9 0 − 2.4

Explanation
and
Completion
(35%)

The level of
explanation
and completion
is at least 75%

The level of
explanation
and completion
is between 50%
and 75%

The level of
explanation
and completion
is between 25%
and 50%

The level of
explanation
and completion
is under 25%

4 3 2 0 − 1

Oral Test
(up to 50%)

The student
has answered
properly to the
questions asked
by the teacher,
showing a good
knowledge of
the exercises

The student
has answered
quite correctly
to the
questions asked
by the teacher

The student
has shown
difficulties to
answer the
questions asked
by the teacher

The student
has not
answered
properly to
most of
questions asked
by the teacher
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Note the existence of an oral test. This was compulsory. Although several students
decided not to do the oral test (so they were ruled out in the activity), the percent did not
reach the 5% of the total number. Taking advantage of these tests, we made an opinion
poll to know the students’ opinion about the activity.

3.2 Computation of the final marks of the exercises

We considered two marks for each exercise, namely:

• Neatness and Organization (n1): 0 ≤ n1 ≤ 4

• Explanation and Completion (n2): 0 ≤ n2 ≤ 10

On the other hand, the students had to defend their work in an oral test, after which they
got a mark n3, 0 ≤ n3 ≤ 4.

If a group made N exercises of a total number of M , the final mark nf of every member
of the group, computed up to 2 points, is given by:

nf = (p + q)
N

M
, 0 ≤ nf ≤ 2,

where

p =
2

N

N∑
i=1

(
n
(i)
1

4
0.15 +

n
(i)
2

10
0.35

)
,

g =



−p if n3 = 0,

−0.25 if n3 = 1,

0.25 if n3 = 2,

0.75 if n3 = 3,

1 if n3 = 4.

Note that a bad mark in the oral test (n3 = 0 or 1) causes the final mark nf to be
decreased. Finally, the mark nf was added to that of the theory exams as long as the
resulting number was not greater than 10 points.

4 Conclusions

We have confirmed the advantages of working with a wiki against more traditional ways of
group work. The teacher can track the students’ progresses any time and the works can be
accessed in a single location. Besides, he can know each individual contribution inside the
group by means of the history pages. On the other hand, the students can work with just
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a computer with Internet connection. The wiki has discussion pages that students can use
to organize their work and exchange ideas.

We think that this experience has been really positive from the point of view of both the
teacher and the students. Furthermore, this activity made it possible that many students
worked with a wiki for the first time. This may stimulate them to write an article for the
Wikipedia in the future.

We plan to extend this activity to other subjects in Mathematics. We also intend to
do the revision of the exercises in the wiki itself, both by teachers and students.
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Abstract

We introduce a practical algorithm to automate the simulations of solitary wave
solutions of some nonlinear dispersive wave equations. The full discretization consists
of a spatial discretization with a local basis and an invariant preserving time integrator.
The algorithm includes a dynamic cleaning of dispersive tails and an automatic detection
of the complete separation of the main pulses.
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1 Introduction

The purpose of this work is to develop a dynamic algorithm for the simulation of solitary
waves. This subject requires to pay attention to some numerical problems. In many situ-
ations the numerical solution evolves into a main pulse or train of pulses along with some
small waves of different nature that sometimes form dispersive tails. This is the case, for
example, when managing with small perturbations of waves or when studying the interac-
tion of two or more solitary waves. Then the use of a finite computational window along
with periodic boundary conditions forces to ‘clean’ the solution: isolating the main pulses,
eliminating somehow and sometime the tails and turbulences, and leaving the main pulses
alone to evolve.

The simplest case to study is the perturbation of an only solitary wave which evolves
into one main pulse along with dispersive tails [2].

Another interesting case in which we focus now is the interaction of two solitary waves.
In this case, the computation of the cleaning region is more complicated. Taking into
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account the periodic boundary conditions, when the waves are ‘completely separated’ there
will be two cleaning intervals, while in other case there will be only one. That is why, it
is essential that the algorithm detects automatically when the interaction starts and when
the waves that appear after the collision are completely separated. The algorithm that we
propose cleans the dispersive tails and turbulences that appear so that they can not alter
the new solitary waves that arise after the collision. Moreover, this algorithm allows to
carry on the experiment in order to study several consecutive collisions.

Although our algorithm can be used for a wide class of partial differential equations,
we here consider the BBM equation

ut + ux + uux − utxx = 0, (1)

where u = u(x, t) is a real-valued function of the two real independent variables x, t. This
equation appear in certain models about the propagation of small-amplitude, nonlinear,
dispersive long waves [4, 5]. Solitary wave solutions of (1) are of the form

u(x, t) = Asech2(K(x− ct− L0)), A = 3(c− 1), K =
1

2

√
1− 1

c
, (2)

where the parameter c > 1 represents the velocity of the wave.

2 Description of the algorithm

We consider the discretization of the initial boundary value problem for the BBM equation
with periodic boundary conditions

ut + ux + uux − utxx = 0, x ∈ [0, L], t ≥ 0,
u(0, t) = u(L, t),
ux(0, t) = ux(L, t),
u(x, 0) = u0(x), x ∈ [0, L].

(3)

The cleaning technique that we propose requires a spatial discretization with local
character so that the cleaning of small perturbations does not alter the whole computational
window and therefore the main pulses. In this work we are going to consider cubic finite
elements although other options are also possible.

On the other hand, in order to choose a suitable time integrator it is important to
take into account that the semidiscrete system obtained after the spatial discretization
retains a Hamiltonian structure and has as conserved quantities the corresponding discrete
versions of the invariants of the original problem. The conservation of these invariants
quantities through the numerical integration is a convenient property for a time integrator
[1, 3]. Taking this fact into account there are still several possibilities. Between them we
have chosen the classical implicit midpoint rule. This symplectic method presents a good
behavior with respect to the invariants of our problem while at the same time it is quite
easy to implement letting us focus on the implementation of the algorithm.
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2.1 Cleaning technique

Let us explain now very briefly the cleaning technique. For simplicity, we consider the
case when the initial condition in (3) has evolved into an only main pulse along with some
turbulences, although in Section 2.2 it will be used for the case of two pulses. Our cleaning
technique calculates in a dynamic way a suitable cleaning region for which a relation between
the velocity, the amplitude and the ‘support ’ of the main wave is assumed. In this context
the term ‘support ’ associated to a previously fixed tolerance ε will represent an interval
where the profile is greater than ε. This relation could be estimated if it is not known in
an exact way (see [2] for details).

In order to clean at time tn of the computation, the point xmax,n where the numerical
solution attains its maximum absolute value is calculated with the maximum accuracy that
the spatial discretization allows. For this, a first estimation x̃max,n is done by means of
the numerical velocity cn of the main wave. Then, the maximum nodal value xjmax,n is
calculated reducing the search, for efficiency, to the nearest nodes to x̃max,n. Finally, xmax,n

is found by calculating the point where the cubic Hermite piecewise interpolant associated
to the numerical solution in the adjacent intervals to xjmax,n reaches its maximum.

Once the point xmax,n has been found, the algorithm computes the supports of the
solitary wave with velocity cn associated to two given tolerances ε1 > ε2: (β1,n, β2,n) ⊂
(γ1,n, γ2,n), both centered at xmax,n. Then, the solution is set equal to zero outside (γ1,n, γ2,n),
while in the intervals (γ1,n, β1,n) and (β2,n, γ2,n) a cubic interpolation is implemented in or-
der to obtain a smooth enough numerical approximation.

2.2 Algorithm for simulating the collision of two solitary waves

Now we focus on the case of two solitary waves. That is, we assume that the numerical
solution consists of two main pulses traveling with different velocities. We propose an
algorithm for simulating the interaction of both pulses, cleaning in an automatic way the
turbulences that appear due to the collision. Moreover, the cleaning technique will let to
carry on the experiment in order to study the successive collisions of the waves formed after
each interaction, which is possible due to the periodic boundary conditions.

At each time step tn the algorithm is going to consider three intervals associated to
each of the two main pulses (we use superscripts to refer to each pulse). Two of them are

the ones associated to the cleaning procedure: (β
(j)
1,n, β

(j)
2,n), (γ

(j)
1,n, γ

(j)
2,n), for j = 1, 2, following

with the notation of previous section. If

(γ
(1)
1,n, γ

(1)
2,n)

⋂
(γ

(2)
1,n, γ

(2)
2,n) = ∅

and therefore the waves are completely separated, there will be two cleaning intervals (we
can clean ‘between’ both waves), while in other case, there will be only one.
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Notice that in order to apply the cleaning technique in this case, the points x
(1)
max,n, x

(2)
max,n

where each main pulse attains its amplitude should be calculated. Nevertheless, this can
not be done during a short period of time when the collision is taking place, and an esti-
mation should be done instead of computing these points as mentioned in Section 2.1. In

order to determine this period of time, two more intervals (α
(j)
1,n, α

(j)
2,n), centered at x

(j)
max,n

for j = 1, 2 and smaller than the previous ones are needed. The interval (α
(j)
1,n, α

(j)
2,n) is the

support of the solitary wave with velocity c
(j)
n associated to a given tolerance ε3 greater that

the previous ones ε1 and ε2. Then, if

(α
(1)
1,n, α

(1)
2,n)

⋂
(α

(2)
1,n, α

(2)
2,n) = ∅,

then points x
(1)
max,n, x

(2)
max,n will be calculated as explained at Section 2.1, and otherwise an

estimation should be done.
Numerical experiments confirm the good properties and usefulness of the proposed

algorithm.
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Abstract

We introduce a hierarchical approach for secure multicast where rekeying of groups
of users is made through a method based on Euclid’s algorithm for computing GCD.
We consider tree arrangements of users and a distributed protocol by groups with group
managers that may help both distributing the information and detecting some possible
inner attacks.

Key words: Security, Multicast, Euclid’s algorithm,
MSC 2000: 94A60, 68P25

1 Introduction

Multicast communications allow a host to simultaneously send information to a set of other
hosts, avoiding the establishment of point-to-point connections with all of them. There
exist many situations where multicast reveals to be the most suitable way to distribute
the information such as pay-per-view IPTV or P2PTV, private multiconferences, or any
private service that involves several participants or clients. This has increased the interest
in researching on appropriate protocols for secure multicast. Some surveys on this field can
be found in [2], [9], or more recently in [12].

In [3] the authors made a computational approach to the problem and introduce a
solution based on the Chinese Remainder Theorem, the so-called Secure Lock. However, as
shown in [4], computational requirements become quickly huge as the number of user grows.
To reduce the number of computations, in [10], a divide-and-conquer extension of Secure
Lock is introduced. It combines the well-known Hierarchical Tree Approach, [11] and the
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Secure Lock. The authors propose an arrangement of the members as in a HTA, and use
Secure Lock to refresh keys on each tree level.

In [7] the authors introduce a new computational method based on Euclid’s algorithm
for computing the greatest common divisor of two integers that shows to be adequate in
an environment where users are constantly joining and/or leaving the system with low
communication overcomes and key storage and gets forward and backward secrecy: new
members cannot decrypt information multicasted before their arrival and those leaving the
multicast group are not able to access the encrypted information after their departure.
The protocol has three parts: a key distribution scheme, an alternative key refreshment
authentication and a validation protocol between authorized users. This scheme was object
of a cryptoanalysis in [8], but positively addressed in [1]. However, as shown in [7], the
length of the rekeying messages grows linearly as the number of users.

The aim of this work is to show how properties of the Euclid’s approach combined
with the hierarchical tree approach gives rise to a powerful method that allows to multicast
messages in environments with huge and highly dynamic audiences with very low commu-
nication overcomes, including the length of the rekeying messages. We will show also how
the use of Euclid’s approach becomes natural in some hierarchical tree situations from the
properties of the prime numbers, certainly “the core of this method”.

The structure of this paper is as follows. Firstly we recall briefly Euclid’s protocol for
multicast. Then we discussed rekeying messages in a hierarchical tree distribution of users
and in situations where users have different attributes for accessing different services or
information. These approaches constitute centralized protocols, i.e., a single entity is in
charge of creating and distributing the rekeying messages. Finally, in the last section we
introduce a distributed situation where our approach is also suitable because of its nature.
Now some detached users, namely, the group managers, are in charge of creating rekeying
messages from an original one coming from the Key Server for their corresponding controlled
groups. This distributed approach is particularly appropriated when trying to avoid certain
type of attacks that can be developed by legal users as we will show.

2 Join and leaves in HTA+Euclid approach

As in HTA and the Secure Lock + HTA approaches, our proposal uses the divide and
conquer strategy. As in the Secure Lock+HTA case, the number of transmissions is reduced
with respect to the HTA case, the computational requirements at the Key Server’s side are
still very low and the length of rekeying messages is considerably reduced, so we can give
service to a much bigger number of users without delaying in rekeying operations. The idea
is exactly the same as the one introduced in [10]. However let us assume a more general
scenario than that considered in [10, Section 3.4]. Consider a hierarchical tree with a depth
of 4, i.e., the number of levels below root is 3, and a degree of n, i.e., the number of children
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Figure 1: Hierarchical Tree

below each parent node is n (see Figure 1).

Let us assume with out loss of generality that user 1 wants to leave. It can be easily
observed that we need the following messages to refresh the key and preserve forward secrecy.

1. Key Server → {2, . . . , n}: E(PS , P1, P1,1), being PS the session key at the Key Server
and using the private information hold by users {2, . . . , n}.

2. Key Server → {n+1, . . . , n2}: E(PS , P1,) using the private information P1,2, · · · , P1,n.

3. Key Server → {n2 + 1, . . . , n3}: E(PS) using the private information
P2, · · · , Pn.

where Pi, Pi,j are prime numbers for every i = 1, . . . , n and j = 1, . . . , n and by E(−) we
mean the encryption of the corresponding information using the Euclid’s approach, i.e., in
the first message E(P1) = u = P−1

1 mod
∏n

i=2 P1,j .

We also detach that if we are dealing with primes of 1024-bit length, then the length
of messages 1, 2 and 3 are about 3 · n · 128, 2 · n · 128 and n · 128 bytes respectively. These
means, in case n = 100, that we are giving service up to one million users and messages
are about 37kb, 25kb and 12kb respectively and the computing time to generate them does
not depend on the number of users, since operations are just multiply or divide by a prime
a product of primes, say L, select a new value k for δ = k + p and calculate the greatest
common divisor of L and δ in case we are dealing with the session key. In the other cases,
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Figure 2: Hierarchical Tree Multilevel Security

computations reduce to the calculation of the inverse of prime module modulo the product
of some other different primes.

3 Multilevel security and Euclid’s method

As it was show in the previous section the Euclid’s algorithm allows to deliver efficiently a
secret to a huge plurality of users. But this can be also used to rekey in environments with
a key hierarchy as the Secure Lock case (cf. [10, Section 4]). The argument is essentially
the same although we will describe it since depending on the situations we could simplify
it in some way.

Assume first that the audience is composed by a huge amount of users, for instance in a
Pay-Per-View TV broadcasting and that we have four levels of service. In the highest one,
T, we get the complete set of services offered, let us say movies, sports, entertainment and
general channels. Then we have a reduced version where not all the services are obtained, a
packet containing sports, entertainment and general channels, namely R. The third category,
E, could be formed by just entertainment and general channels and, finally, the basic packet,
B, offering simply general channels. This situation is represented by Figure 2. In this case,
the protocol is exactly the same as that introduced [10, Section 4.2] and we do not encounter
any problem with computational requirements as outlined in that case, where this method
is applicable to just situations where the number of users is reduced due to this fact.
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Figure 3: Distributed Protocol Groups

4 Group controllers, a decentralized protocol

Euclid’s approach is also applicable for a decentralized protocol. These architectures divide
management of large groups among subgroups with a trusted agent in charge of each sub-
group. The best known example is probably Iolus ([6]). The situation we are proposing is
as follows. Audience is divided into subgroups, each one managed by a trusted agent or
group manager and there is a Server in charge of distributing contents, encrypted with a
session key and assigning private information to new users and to group managers. Infor-
mation provided by the Server, besides the above mentioned encrypted contents consists of
the following:

Initialization steps

1. Users are distributed by groups {G1, . . . , Gn}, each one managed by a trusted user
or group manager uj of group Gj , j = 1, . . . , n, as shown in Figure 4. The Key
Server assigns a prime pj,i for every user uj,i in group Gj in the system, including the
corresponding primes for the group managers, that we will denote by pj .

2. The Server calculates the products LG =
∏n

i=1 pi and Lj =
∏kj

i=1 pj,i.

3. The Server sends individually {LG, Lj} to uj , the group manager of Gj .

Distributing the information
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1. The Server encrypts the information with a session key KS and sends it to the group
managers using LG.

2. The group manager receives the encrypted key and decrypts it using pj . Then sends
KS using Lj to users uj,i in group Gj .

3. Each user uj,i gets KS by using pj,i.

Rekeying messages

1. A rekeying message without a user joining or leaving the system just runs as above.

2. If user uj,i leaves or joins the system, then the Server calculates the new Lj .

(a) The server sends individually Lj to uj .

(b) The new session key is distributed as explained above.

4.1 Security on the distributed approach

As pointed out in the introduction, in [8] the authors proposed a “man in the middle
attack” against the Euclid’s approach that is easily avoided, as for any cryptosystem, by
adding some information that provides authentication to distributed messages. In [7] an
authentication protocol associated with the key distribution protocol based on the Euclid’s
approach was introduced. In [8] the authors also show an attack on this authentication
protocol using a multiple of the product Lj that can be calculated by any member in Gj .
This was addressed in [1] in several manners, but one of them is specially appropriated to
the distributed situation. In that case (cf. [1, Section III]), it was shown that the attack,
developed by a legal user, can be detected by users whose private information is less than a
determined bound, namely some random information that is selected by the attacker. The
easiest way to avoid this is, as noted in that case, to assign the group manager a prime pj
that is less than any other prime pj,i in group Gj . In this way, the group manager will detect
the attack without making the Server intervene in the authentication process of internal
messages in group Gj .

The same attack can be developed at a higher level by one of the group managers.
However, there will exist one of them, that one holding the least prime of all pj , that
will detect the attack. In case groups corresponds to groups with a different status in the
hierarchy, what is advisable to avoid this attack is that the group manager of the group with
highest priorities holds this detached prime and that the other primes are distributed from
the least to the highest in the inverse hierarchy of groups, i.e., those managers corresponding
to groups with higher priorities will have the least primes.
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Abstract

Recent studies are focusing on how social networks impact the learning process and
how students organize themselves to face collaborative tasks via these networks, as
well as their impact on the learning outcomes of the students. In a number of these
studies, learning social aspects are analyzed, showing, among other issues of interest,
that participating in social networks positively affects students’ self-esteem. This paper
proposes to seize social networking through the usage of conceptual maps designed for
university courses. These maps are enriched with with links to related courses, resources,
social networks, provided in a way that smartphones and tablets can manage it.

Key words: mobile learning, ubiquitous learning, social networking, conceptual maps

1 Introduction

The human being is inherently a social entity and as such depends on the rest of individuals
of the community to develop. The human being needs to be part of a group (family, team,
etc.) and the fact of not belonging to one is a handicap for the individual identity. As
the person develops and interacts, his/her group is particularized and customized with new
contacts. A person then, creates a network of contacts collected from every group that this
person encounters during a life cycle (work, university, etc.). The major disadvantage of
these groups is that they are disjoint, for it is rare—and time consuming—to find points
in common between individuals in order to build an homogeneous net. Therefore, the
individual needs the group and the group is built upon the individual.
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The appearance of the Web 2.0 as a phenomenon where anyone of us can be a producer
and a consumer of content has been the catalyst for on-line communities, which turns
the Internet into the necessary glue between the mentioned counterparts. From a social
perspective, a social network provides paths to make contacts, to become part of a group,
and not only that, to be an outstanding member. There are many studies devoted to
social networks’ impact on learning processes. Some also address how students organize
themselves to face collaborative tasks via these networks, as well as their impact on the
learning outcomes [3]. In [6] learning social aspects are analyzed, showing, among other
issues of interest, how participating in social networks positively affects students’ self-esteem.
This paper presents a tool that seizes the interesting learning benefits that social networks
offer, together with the enriched conceptual maps designed to be used in smartphones and
tablets.

2 Social Networking and informal learning

By using social networks we find an interesting path to avoid role based barriers, which
are the most evident handicaps for learning. Two different types of social networks can
be defined according to the structures (formal and informal) of information exchange in
the organization, formal networks and informal networks. Each network has its drawbacks
and strong points. We think that a convenient architecture combines both networks, the
proportion and the interaction is still a factor to be considered in each case. For instance,
formal networks are composed by individuals aggregated according to their specialization.
This leads to structural holes (unconnected clusters) like at the University, where teachers
generate contents and students can only consume it. Only those individuals who have access
to different clusters in the network are able to build bridges that remove such structural
gaps and can generate proposals based on their broad perspectives. In informal networks
the aggregations are created through trust relationships that arise between members of the
same organization. The longer two individuals are emotionally involved, the more time and
effort are both willing to invest for the benefit of each other, whenever collaborative barriers
are overcome. This includes the collaborative effort, so poorly valued in higher education.
Removing the role-based barrier would favor a learning process that could complement the
traditional learning process in the University. The social networks that should be part of
the learning process are both formal and informal networks. In any organization and in
the University in particular, we can find two different ways to build knowledge, the formal
network infrastructure and the informal one. We enhance the informal infrastructure as an
useful complement to the formal infrastructure. In our proposal, the courses are informally
related and the student does not feel forced to learn. Barriers among courses are removed
by integrating concepts from each course. Students are demanding channels through which
they can freely speak their minds. Places where they can meet other students and establish
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relationships that would be impossible to create otherwise. As a result of this, they are
motivated to capture and exploit more information and in a more convenient way, while
participation in work groups also improves. Conventional social networks are a constant in
the life of the university student. In this sense, social networks are already integrated in
campus. It is true that these networks tend to weight up leisure versus intellectual tasks.
But if general purpose social networks are properly used, they can motivate the student to
enhance his/her cultural perspective. Gaining recognition in this virtual community is an
asset that everyone is looking for. The way to reach this resides in the way the student
manages and shares knowledge. Here is where another hot topic appears: is it common
that a student shares the knowledge that makes him/her unique? It is obvious that sharing
knowledge may make a student lose his/her privileged position, but this investment is
proved to have a highly valued social counterpart [1]. According to certain theories of social
learning, there are three elements that affect the learning of the individual: the individual
itself, his/her peers and the situation. We are trying to act on these three, by motivating
the individual, connecting him to others and letting him do-it anytime, anywhere. Learning
can thus be understood as a social process in which students interact with their peers.
Learning, on the other hand, depends on social context, such as the student’s observations
and interactions with others. Then, the success in achieving learning goals depends on
the participation in social settings and on the way the group approaches the situation in
which knowledge must be generated. In social networks, students have an extraordinary
ability to express themselves, to establish relationships with others and to interact with
them (without temporal nor geographical restrictions) in order to cover the learning needs
that arise.

2.1 Personal centers for innovation

Social Networking can also be used as a knowledge backup. In [?] we can find an illustrative
example of an Accenture employee who got an offer for a position at another company. As
no access to the Accenture’s knowledge platform was available, this worker decided to open
a hub for his personal innovation. He got connections to peer workers and new paths to
discover products and projects were opened. To get this, one need to invest too much
time and efforts to get a real payoff. All this came down to a useful digital trade mark
for him.This digital identity made him be invited by relevant blogs and on-line firms to
get his opinion on diverse points. From scratch, we think that promoting students to build
their own digital identity in order to reach a personal trade mark that allow them to gain
momentum is a must for educational instructors. In this sense, the work presented here tries
to enable any student to access educational content from everywhere at anytime. To provide
ubiquitous content, a framework to build conceptual maps linked to content in the Internet
(to be downloaded at demand) is required. Upcoming sections are devoted to demonstrate
how smartphones and tablets are perfect tools to learn. Section 4 shows the solution that
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we propose to achieve this goal.

3 Mobile Learning : Smartphones and tablets

We can define it in a very simplistic manner: It is e-learning through mobile computational
devices. Another feasible definition, combined with distance education: Mobile learning is
learning with a specific device, at any time, any place. The device must be capable of pre-
senting learning content and providing wireless two-way communication between teacher(s)
and student(s). Adding Social Networking to the equation, Mobile learning could be under-
stood as a new way of learning using mobile networks and tools,with the aim of expanding
digital learning channel to get educational information, resources and services anytime,
anywhere.

People do not access to social networks unless they do see a clear advantage (utility
principle). As smartphones offer more and more facilities such as accessing the Internet
through 3G networks, people is accessing social networks through their smartphones to
do useful tasks instead of wasting time doing nothing while waiting the bus, i.e.. So, two
aspects, useful for learning, can be combined here: smartphones (or tablets) and the access
to social networking. Studies such as the one conducted by Dough Vogel et al in [5] shows
that mobile learning is shown to be useful to learn. Digital natives are, therefore, at the
center of their own personal learning environment (e.g., smartphones, tablets, iPods, etc.)
and in contrast to this, limited attention has been given to the impact on learning of
mobile devices and associated applications in education. This is why MindMaps is presented
here. Usage of mLearning and social networking is further correlated with performance
as exhibited on exams (as our we can tell from our experiences). Particular attention is
given to the pattern of mobile learning application use, e.g., for exploration of alternatives.
We can enhance learning motivation by emphasizing the importance and applicability of
the material and by trying to connect the material to students’ intrinsic motives. They
particularly note that learning motivation is likely to be greater if a student feels a particular
class is consistent with their interests and with personally satisfying career goals. However,
learning motivation is malleable and can change over time. In mobile learning environment,
students not only study in the classroom or computer but also in any place thanks to their
mobile devices. In this paper, we build a learning model based on a tool to navigate through
connected conceptual maps, where items are linked to social networks, to University LMS,
and enriched with links to resources. The teacher can create conceptual maps for his courses
and connect them to other courses’ maps, can provide meta-information for each concept so
the student can go for alternative information in social networks, the student can also get
only summarized resources into his mobile to study the course while waiting the bus, i.e.
We are using both devices, smartphones as the primary device from the students’ side and
tablets pcs (TPC) for lecturers. Studies like the one done in [4] states that using the tablet
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PC as a lecturing device offers the instructor a new set of tools upon which their teaching
can be based as it provides the instructor with an extended set of educational tools. From
the perspective of the audience, the TPC allows the instructor to maintain a connection
with their students. In [2] it is shown how this learning model based in smartphones and
tablet pcs, enable a way of knowledge sharing, with the tool that we present in this paper,
we intend to extend these characteristics to certain social networks where learning and
intelligence sharing can be boosted.

4 MindMaps. Our solution

It has been proven that smartphones and tablets are a new chance for students and teach-
ers to seize a new methodology that seems to be better than many others because of its
ubiquitous and how the content is summarized to be distributed to such devices. Also,
connectivity in these devices is wisely used to access on-line resources when idle time slots
occurs, so time is now better employed than before. The tool we are presenting here is
designed to seize the advantages underlined for smartphones and tablets in the learning
context, but also to let the students explore and get extra motivation for what they are
learning. The application is divided into two sections, one for faculties and the other one
for students.

Figure 1: Using MindMaps from smartphones

The student uses his smartphone to download maps, and navigate through each concept,
in formal or informal networks. The teacher can also leave PDF documents, videos, etc.
associated to each concept to provide further information. The teacher creates his own
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maps, and leave them in the institutional LMS (learning management system) used by the
students. In Fig. 1 the connection to the course content designed by the teacher is shown.
Fig. 2 shows the side of MindMaps for teachers. Each concept can be enriched with extra
content or links to other maps or social networks (in this case using the tags that the teacher
provides).

Figure 2: Creating Conceptual Maps and Linking them to other maps or content (in LMS
or in Social Networks)

(a) Creating the Map: the teacher must provide a title and meta-information
used to link the current map with other resources

(b) MindMaps allow you to link items to other maps (in the institutional LMS)
or to Social Network content. This map is later saved as an exportable file for
smartphones or tablets

In Fig. 3 the map is displayed in the smartphone as shown in Fig. 3(a). When the
student interacts with the map, on a certain concept, a context menu appears to let him
download the resources provided by the teacher, or by explore social networks for that
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concept, or link to other maps (from the same course or from other courses that are re-
lated). The student is always provided with a track of the maps he followed to be always
contextualized.

Figure 3: MindMaps are accessed by students anywhere, anytime by simply accessing or
downloading the map file form the LMS server. When an item is touched, a context menu(b)
appears allowing the navigation proceed to other maps, social networks or content.

(a) Main Map for a course (b) Menu (c) Submap accessed through the context
menu.

5 Conclusions

In general, our results provide some support for our research model, see Fig.1, and associated
postulates. Empirically, those students who were motivated to use the mobile applications
tended to achieve higher levels of performance as indicated on their proof exam. This is
independent of whether the motivation was intrinsic or extrinsic noting that fewer than
half of the students could download and use the application as a test group. The final
exam included a question to gather information about their real comprehensive knowledge
(Q10. Please explain which is the relationship between units of this course and give reasons
why the units are ordered in such way): those who used MindMaps answered correctly,
those who didn’t, provided obvious answers. We can conclude that those who received
extra knowledge, that contextualized it and were motivated to do so, gained extra skills
from this course that is to be useful for the courses related (and they are aware). From the
technical side, we could check that the tablet PC offers many advantages over the traditional
blackboard approach to improve the overall learning experience of the students. It enabled
the instructor to engage students more thoroughly through the use of added multimedia
content.
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Abstract

We report on some recent results on the modeling of ion exchange through cell
membranes, with special attention to the issue of selection of preferred ionic species
in the presence of different transmembrane voltages and different concentrations in the
cytosol.

Key words: ionic channel, potassium channel, gating, selectivity

1 Introduction

Biological literature has been dealing with potassium currents across cell membranes for a
long time (see, for instance, the reviews [3, 10]). The ubiquitous presence and the impor-
tance of ionic channels selecting potassium for transmembrane exchange are by now well
established.

In the modeling of the large variety of existing ionic channel types it is generally accepted
that they all form selective pores in the cell membrane which are able to switch between
an open state and a closed state. The open state is the one, obviously, that allows for
permeation of a selected ionic species (potassium in K+–channels).

Such change of state, which is called gating, is stochastical in character. Its relation to
selectivity, i.e., the ability of the channel to allow the flux of a particular ionic species, is
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not yet completely understood. The way in which either one is achieved can be different
from channel to channel [6].

Some models, see [5, 7, 8, 9] describe to some extent the dynamics of ion permeation
through the selectivity filter of the channel. In this kinetic approach the concentration of
the ionic species in the cell is modeled as a constant parameter. In [2], following [11], we
introduced a model where the channel is lumped to a two state stochastic point system, but
the interaction between the dynamics of the ions inside the cell and that of the selectivity
filter itself is taken into account. That is to say, the channel is seen as a part of the cell
more than as an isolated structure. In that paper both an analytical and Monte Carlo study
showed the possibility to achieve gating via selection. A continuos version of the model has
been investigated in [1].

Here we deal with a modification of that model, aimed at taking into account the effect
of an external voltage difference through the cell membrane. For simplicity we confine
ourselves to a one-dimensional implementation of the model, where exact calculations can
be carried out for the stochastical quantities. Our purpose is to predict the behavior of the
current–voltage curves. The model is then defined to mimic the three effects that seem to
be the most relevant in the process: (i) diffusion of the ions inside the cell; (ii) dynamics of
the selectivity filter; (iii) dynamics of the ions inside the channel.

We compare the current–voltage behaviors predicted by our model with those measured
in experiments [4] and find them to be in very good agreement.
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Figure 1: Potassium flux at different concentrations. Experimental measures
(symbols) and model predictions (curves) at the concentrations of 20, 50, 100, 200, 400, 800
mM (from bottom to top).
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Figure 2: Fluxes of different ionic species. Experimental measures (symbols) and
model predictions (curves) at the concentration of 100 mM for the species Rb+ �, NH+

4
×,

Tl+ ∗, K+ +.

2 Results

In Figure 1 we compare the experimentally measured current of K+ ions with the one
predicted by our model according to the relation

I = SIfK , (1)

where fK represents the flux (in number) of K+ ions, and SI is a parameter of the model
connected to the diffusivity of ions in the cytosol; we omit the explicit definition of fK .
In reading the results in Figure 1 one should keep in mind that the different parameters
appearing in our model have been tuned to fit the curve corresponding to concentration
800 mM there, and that the other curves have been fitted by using only SI in (1) and the
probability p that the channel is open. Similar results can be obtained by using only either
one of SI , p.

In Figure 2 we report the predictions of the model for currents of other (selected by the
channel) ionic species: rubidium Rb+, thallium Tl+, ammonium NH+

4
, and again potassium

K+, all at the same concentration of 100 mM.
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Abstract

In this paper we present and analyse a simple model for disease transmission among
two different geographical locations. Our goal is to unveil the role of the migration
coefficients on the disease evolution and to understand what happens to the system
on the whole if some external disturbances modify the system topology or the indi-
viduals habits. The analysis discusses these modifications as possible tools for disease
eradication.
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1 Introduction

The role of diseases in shaping populations dynamics is widely recognized. Mathemati-
cal epidemiology has progressed in the past century to provide the epidemiologists with
instruments apt to forecast the disease evolution and take suitable measures agains their
propagation. In fact, it is mainly due to mathematical results that in 1980 the WHO has
discontinued worldwide the vaccination against smallpox, thereby declaring this disease,
which has affected humanity for centuries, eradicated.

In this paper we consider a simple system in which two patches are present. One
population occupies them both, and can migrate from one to the other one. We investigate
the stable states and discuss how they are modified when communications between patches
are interrupted and when only some of the individuals are able to migrate.

1This paper was completed and written during a visit of the third author at the Max Planck Institut für
Physik Komplexer Systeme in Dresden, Germany. The author expresses his thanks for the facilities provided.
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Figure 1: Scheme of the model

2 Model formulation

We consider two compartmentalized environments containing each individuals of a popula-
tion, subject to a transmissible disease, so that they can be either susceptible or infected,
Si and Ii, i = 1, 2, respectively.

We assume that mij is the susceptibles’ migration rate from environment j to envi-
ronment i, with i, j = 1, 2. Similarly, let nij denote the migration rate of infected from
environment j to environment i, with i, j = 1, 2. In principle they are different as migra-
tions, entailing in general an effort, are perhaps less possible for infected, that in view of
the disease, are weaker individuals. We assume the disease to be recoverable, and that the
recovery rate may be influenced by the environment. Thus let ν and η denote these rates.
We also assume that ecological conditions in the two environments are in principle different,
thereby affecting the disease propagation and its recovery. Thus, the disease transmission
rate in the first environment is γ while it is β in the second one. Overall, then, we have two
copies of the classical SIS model linked via migrations. A schematic representation of the
situation is graphically illustrated in Figure 1.

Using mass action incidence to model disease transmission, the model thus becomes

Ṡ1 = −γS1I1 + νI1 −m21S1 +m12S2 (1)

İ1 = γS1I1 − νI1 − n21I1 + n12I2

Ṡ2 = −βS2I2 + ηI2 +m21S1 −m12S2

İ2 = βS2I2 − ηI2 + n21I1 − n12I2
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Further, like in the classical epidemic models, [1], we make the assumption that the total
population in the two enviroments has a constant value N , so that the recruitment rate of
newborns matches the mortality rate, natural plus disease-related. Thus, S1 + I1 + S2 +
I2 = N , and this is reflected by the fact that on summing the equations in (1), we find
Ṡ1 + İ1 + Ṡ2 + İ2 = 0. We can thus express S1 as function of the remaining populations,
S1 = N − I1 − S2 − I2 and therefore eliminate it from the system. We obtain then the
simplified system

İ1 = γ (N − I1 − S2 − I2) I1 − νI1 − n21I1 + n12I2 (2)

Ṡ2 = −βS2I2 + ηI2 +m21 (N − I1 − S2 − I2)−m12S2

İ2 = βS2I2 − ηI2 + n21I1 − n12I2

2.1 Analysis of the equilibria

For the system (2) there are only two possible equilibria, in addition to the origin E(0) =
(0, 0, 0), which is an equilibrium only if the total population vanishes, as consequence of

the second equation (2). These points are the disease-free point E(1) = (0, S
(1)

2
, 0) and the

coexistence equilibrium, with endemic disease, E(2) = (I
(2)

1
, S

(2)

2
, I

(2)

2
). The former is always

feasible, with

S
(1)

2
= NM0, M0 ≡

m21

m21 +m12

.

To find the components of the coexistence equilibrium, we sum the second and the third
equilibrium equations thereby replacing the second one, and solve the third one to get the
following algebraic system















0 = γNI1 − γI21 − γS2I1 − γI2I1 − νI1 − n21I1 + n12I2

0 = n21I1 +Nm21 −m21I1 −m21S2 −m21I2 −m12S2 − n12I2

I1 =
1

n21

(n12 + η − βS2)I2

(3)

Letting

M1 ≡
n21

m12 +m21

, M2 ≡
n12

m12 +m21

, M3 ≡
m12

m12 +m21

,

from the second equation we find

S2 =
Nm21 − I1m21 + n21I1 −m21I2 − n12I2

m12 +m21

= M0(N − I1 − I2) + M1I1 − M2I2,

which immediately gives a necessary feasibility condition, namely

M0N > (M0 − M1)I1 + (M2 + M0)I2. (4)
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Back substitution into (3) gives two equations in I1 e I2,

EI21 + 2FI1I2 + 2GI1 + 2HI2 = 0, (5)

AI22 + 2BI1I2 + 2CI2 + 2DI1 = 0, (6)

where we set E ≡ −γ(M1 +M3), F ≡ 1

2
γ(M2 −M3), G ≡ 1

2
(γNM3 − n21 − ν), H ≡ 1

2
n12,

A ≡ β(M0 + M2), B ≡ 1

2
β(M0 − M1), C ≡ 1

2
(n12 + η − βNM0) and D ≡ −1

2
n21.

Equations (5) and (6) identify two conic sections, both through the origin and respec-
tively intersecting the coordinate axes at the points (−2GE−1, 0) and (0,−2CA−1). The
former conic for

−n12(M1 + M3)

M2 − M3

6= γNM3 − n21 − ν, n12 6= m12 (7)

is a hyperbola with center at (−HF−1,−(FG− EH)F−2) and asymptotes

x = −
H

F
, x+

H

F
= −

2F

E

(

y +
FG− EH

F 2

)

.

In case n12 = m12 it becomes a parabola with axis x = −G
E
and vertex (−GE−1, G2(2EH)−1),

with negative height there since EH = −n12γ(M1 + M3) < 0. The degenerate case

−n12(M1 + M3)

M2 − M3

= γNM3 − n21 − ν, n12 6= m12 (8)

leads instead to the two straight lines

x = −
2F

E
y, x+

H

F
= 0. (9)

If

−
n21(M0 + M2)

M0 − M1

6= n12 + η − βNM0, n21 6= m21 (10)

also (6) is a hyperbola, with center at (−(BC −DA)B−2,−DB−1) and asymptotes

x+
BC −DA

B2
= −

A

2B

(

y +
D

B

)

, y = −
D

B
.

For n21 = m21 it becomes a parabola with axis y = −CA−1 and vertex (C2(2DA)−1,−CA−1).
It also has negative height at the vertex in view of the fact that 2DA = −n21β(M0+M2) <
0. The degenerate case is obtained if

−
n21(M0 + M2)

M0 − M1

= n12 + η − βNM0, n21 6= m21, (11)
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giving thus the two straight lines

y = −
D

B
, x = −

A

2B
y. (12)

These conic sections will always intersect in the first quadrant, providing a feasible equi-
librium if (4) is satisfied, but for the degenerate cases for which HF > 0 and DB > 0 (or
equivalently FE < 0 and AB < 0). In the degenerate cases, we can explicitly write the
equilibrium:

i) −H
F

> 0, −D
B

> 0 imply E(2) =
(

−n12

γ(M2−M3)
, n21

β(M0−M1)
, n12(M0−M1)

γ(M2−M3)
+ n12

β
+ η

β

)

;

ii) −H
F

> 0, −D
B

< 0 implyE(2) =
(

−n12

γ(M2−M3)
, (M0−M1)n12

γ(M0+M2)(M2−M3)
, NM0 +

(M0−M1)(n12−n21)

γ(M2−M3)

)

;

iii) −H
F

< 0, −D
B

> 0 imply E(2) =
(

(M2−M3)n21

(M1+M3)(M0−M1)
, n21

β(M0−M1)
, (M2−M3)n21

(M1+M3)β
+ n12

β
+ η

β

)

.

From the equilibria that we just found, we observe that it is not possible that the
disease becomes a pandemic in the environment, i.e. it invades the whole population and
the susceptibles totally disappear. This represents a good result from the epidemiological
point of view.

2.2 Stability

For the stability analysis we write the Jacobian J = (Jik), i, k = 1, 2, 3 of the system (2):







−2γI
(i)
1

+ γ(N − I
(i)
2

− S
(i)
2
)− ν − n21 −γI

(i)
1

−γI
(i)
1

+ n12

−m21 −βI
(i)
2

−m21 −m12 −βS
(i)
2

+ η −m21

n21 βI
(i)
2

βS
(i)
2

− η − n12






(13)

For the origin E(0), one eigenvalue can be immediately evaluated, −(m12 +m21) < 0,
the remaining ones are the roots of a quadratic stemming from a suitable 2 × 2 submatrix
̂J0 of J . The Routh-Hurwitz conditions reduce to

−tr( ̂J0) = ν + η + n21 + n12 > 0, det( ̂J0) = ην + νn12 + ηn21 > 0,

so that E(0) is always stable. Recall again, compare the discussion at the beginning of
Section 2.1, that this means that the whole population is wiped out, including S1 which do
not explicitly appear in the model. This result is not good from the environmental point of
view, since the population disappears completely, but it should be expected. In fact, if the
population drops it will never be able to recover as no such specific mechanisms are present
in the model.
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For E(1) the eigenvalues of (13) are λ1 = −m21−m12 < 0 and the roots of the quadratic

λ2 − λ(γN − γNM0 − ν − n21 + βNM0 − η − n12)

+(γN2βM0 − ηγN − n12γN − γN2βM
2

0 + γNM0η

+γNM0n12 − νβNM0 + νη + νn12 − βNM0n21 + ηn21) = 0,

for which the Routh-Hurwitz criterion gives the stability conditions

NM0(γ − β) > γN − ν − n21 − η − n12,

NM0[γNβ(1 − M0) + γ(η + n12)− β(ν + n21)] > (η + n12)(γN − ν)− ηn21.
(14)

A Hopf bifurcation should arise when the value of the parameter M0 crosses the critical
value

M
†
0
≡

γN − ν − n21 − η − n12

N(γ − β)
. (15)

Assuming at first γ > β, a feasible bifurcation arises only if the total population size is large
enough, namely for

1

β
(ν + n21 + η + n12) > N >

1

γ
(ν + n21 + η + n12).

Conversely, the result also holds for γ < β if the above inequalities are all reversed. In
spite of this theoretical result, our simulation have not been able to reveal limit cycles.
We therefore conjecture that there might be some incompatibility among the above given
conditions.

For the coexistence equilibrium E(2), the caracteristic equation is the cubic λ3+a2λ
2+

a1λ + a0 = 0, for which the Routh-Hurwitz stability conditions are a0 > 0, a2 > 0 and
a2a1 > a0. Explicitly, in terms of the Jacobian components, they become

J
(2)

22
J
(2)

33
J
(2)

11
< βI2J

(2)

11
J
(2)

23
+ γI1m21J

(2)

33
+ n21γI1J

(2)

23
+m21βI2J

(2)

13
+ n21J

(2)

22
J
(2)

13
,

J
(2)

11
+ J

(2)

22
+ J

(2)

33
< 0, (16)

βI2[J
(2)

23
J
(2)

22
+ J

(2)

23
J
(2)

33
− J

(2)

13
m21] + γI1m21[J

(2)

11
+ J

(2)

22
] + n21J

(2)

13
[J

(2)

11
+ J

(2)

33
] < n21J

(2)

23
γI1

+2J
(2)

22
J
(2)

33
J
(2)

11
+ (J

(2)

11
)
2

(J
(2)

22
+ J

(2)

33
) + (J

(2)

22
)
2

(J
(2)

11
+ J

(2)

33
) + (J

(2)

33
)
2

(J
(2)

22
+ J

(2)

11
).

For the parameters N = 50, γ = 2.2, β = 0.05, ν = 1.6, η = 3.6, n21 = 0.6, n12 = 0.5,
m21 = 0.7, m12 = 0.8, we find the coexistence equilibrium indeed at a stable state, see
Figure 2.

3 The case of migration only in one direction

We assume now that migration from patch 2 into patch 1 is not possible, m12 = n12 = 0,

for which M0 = 1, M2 = M3 = 0. The equilibria are here denoted by ˜E(k), k = 0, . . . , 3.
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Figure 2: Coexistence at a stable state.

For ˜E(0) ≡ E(0) = (0, 0, 0), the results of the stability analysis still hold, together with
their ecological consequences.

For equilibrium ˜E(1), we now have
˜

S
(1)

2
= N , always feasible.

For this model an extra equilibrium arises, namely ˜E(3) with nonvanishing components

˜

S
(3)

2
=

η

β
,

˜

I
(3)

2
= N −

η

β
.

which is feasible for
η < βN. (17)

For the coexistence equilibrium ˜E(2) in this case recall that M0 = 1, M2 = M3 = 0.
Thus S2 = N − I1 − I2 +

n21

m21
I1 > 0. The conic (5) becomes now just the pair of straight

lines

I1 = 0, I1 = −
(ν + n21)m21

γn21

< 0.

Therefore it intersects the second conic (6), which now is the hyperbola

β

n21

I22 +
( β

n21

−
β

m21

)

I1I2 +
(η − βN

n21

)

I2 − I1 = 0,

only at the origin and at the point M(0, N − η
β
), giving back the equilibria ˜E(1) and ˜E(3).

Thus in this case no coexistence equilibrium is possible.

At ˜E(1) the eigenvalues are λ1 = −ν − n21 < 0, λ2 = −m21 < 0, λ3 = βN − η, giving
the stability condition

η > βN. (18)
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Figure 3: Transcritical bifurcation as function of the parameter η, for the case with the
migrations from environment 2 to environment 1 forbidden.

Thus in this case the disease is eradicated and the whole healthy population settles only in
patch 2.

For ˜E(3) the eigenvalues are λ1 = −m21 < 0, λ2 = −ν−n21 < 0, λ3 = −βN + η. Thus,
stability follows for η < βN , which is always satisfied in view of the feasibility condition

(17). Hence, when feasible, ˜E(3) is always stable.

These results show that a transcritical bifurcation arises when ˜E(3) and ˜E(1) collide, for
instance as a result in a change in the parameter η crossing the critical value η† ≡ βN , or,
alternatively, if the total population crosses the critical value N † ≡ ηβ−1, see Figure 3, for
the parameter values N = 80, γ = 2.2, β = 0.05, γ = 1.6, n21 = 0.6, m21 = 0.7.

Thus if the ratio of disease recovery over the disease incidence in the second environment

is lower than the total population N , see (18), then ˜E(1) is the only stable equilibrium, so
that the disease is eradicated and the whole population settles in the second enviroment.
This is shown in Figure 4 for the parameter values N = 50, γ = 2.2, β = 0.05, γ = 1.6,
η = 3.6, n21 = 0.6, m21 = 0.7.

On the contrary, if the above condition is not satisfied, the disease becomes endemic
and the whole population, susceptibles and infected, still settles in the second environment,

since in this case the equilibrium ˜E(3) becomes feasible, (17) and is stable. See Figure 5
for a graphical description with the parameter values N = 80, γ = 2.2, β = 0.05, γ = 1.6,
η = 3.6, n21 = 0.6, m21 = 0.7.
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Figure 4: Equilibrium ˜E(1) for the case with the migrations from environment 2 to environ-
ment 1 forbidden.

Figure 5: Equilibrium ˜E(3) for the case with the migrations from environment 2 to environ-
ment 1 forbidden.
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4 Infected do not migrate

In this situation, let us denote the equilibria as ̂E(k), for k = 0, . . . , 4. Here n12 = n21 = 0,
so that M1 = M2 = 0. Again at the origin the conclusions of the original system (2) still

hold. In particular we then find ̂E(1) ≡ E(1), ̂E(3) with nonzero components

̂

S
(3)

2
=

η

β
,

̂

I
(3)

2
= N −

η

βM0

,

and a new equilibrium, ̂E(4), whose nonvanishing components are

̂

I
(4)

1
=

γNM3 − ν

γM3

,
̂

S
(4)

2
=

M0ν

γM3

.

̂E(3) is feasible for

βNM0 > η, (19)

while the feasibility condition for ̂E(4) is

γNM3 > ν. (20)

For the coexistence equilibrium ̂E(2) we have the following considerations. The two
conic sections become now both degenerate: in the first case we have I1 = 0 and I2 = −I1−
(ν+γM0N)(γM3)

−1, for the second one instead I2 = 0 and I2 = −N−1I1+1−η(βNM0)
−1.

No intersections of these lines in the interior of the first quadrant are therefore possible,
hence no coexistence equilibrium exists in this case.

The eigenvalues of the Jacobian at ̂E(1) are −m12 −m21 < 0 and the pair βNM0 − η,
γNM3 − ν giving the stability condition

N < min

{

η

βM0

,
ν

γM3

,

}

. (21)

At ̂E(3) the eigenvalues are γηM3

(

βM0

)−1

− ν and the roots of a quadratic, for which

the Routh-Hurwitz criterion in view of the feasibility condition (19) reduces to

M3

M0

<
βν

γη
. (22)

Finally, at ̂E(4) the eigenvalues are βνM0(γM3)
−1 − η giving

M3

M0

>
βν

γη
(23)
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Figure 6: Left: stability of the equilibrium ̂E(3). Right: stability of the equilibrium ̂E(4).

and the roots of the quadratic

λ2 − λ
(

−m21 −m12 − γN +
ν

M3

)

+m12

(

γN −
ν

M3

)

= 0

for which the Routh-Hurwitz conditions are

m12 +m21 + γN −
ν

M3

> 0 m12

(

γN −
ν

M3

)

> 0. (24)

But the inequalities (24) hold unconditionally when the equilibrium is feasible, in view of
(20), so that stability reduces to just condition (23).

Again, there is a transcritical bifurcation when ̂E(3) and ̂E(4) exchange their stability.
This is influenced by the value of the parameter

ρ ≡
βνM0

γηM3

being smaller or larger than 1. Further, when ̂E(1) is stable, it is the only feasible equilib-

rium, while when either ̂E(3) or ̂E(4) are feasible, ̂E(1) is always infeasible.
Thus in this case the disease gets eradicated from the ecosystem, if the system settles

to equilibrium ̂E(1). Else at ̂E(3) it is eradicated only in environment 1, see Figure 6 left,

or finally at ̂E(4) it is eradicated only in environment 2, see Figure 6 right. No other
possibilities exist, when the ecosystem thrives.

5 Conclusions

We now discuss briefly some consequences that can be drawn from the above analyses.
Recall that all these systems are fragile, in the sense that the whole population can vanish,
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but this is due to an intrinsic assumption of the model, that disregards essentially vital
dynamics. We will not address this issue any further and concentrate instead on more
relevant outcomes.

The original system (2) can settle only to an equilibrium in which the disease is erad-
icated, and the susceptibles are partitioned among the two patches, or a coexistence equi-
librium in which all subpopulations thrive in both enviroments. Further, evidently from
what just mentioned, the disease cannot invade the whole environment totally affecting the
population, i.e. wiping out all the susceptibles.

By breaking the path from patch 2 into patch 1, the population cannot coexist with
the disease in both environments, as it does when communications are allowed. Instead, it

would settle to equilibrium ˜E(3), i.e. no infected remain in patch 1, where in fact the whole
population is depleted, but rather the disease remains endemic in patch 2. This occurs if
condition (17) holds. But when either the total population N or the disease incidence β
decrease suitably, or instead the recovery rate η increases, then the disease gets eradicated
also in patch 2 and all the healthy population migrates into patch 2 and remains there, at

equilibrium ˜E(1). The fact that patch 1 gets completely depleted is not surprising, as here
migrations back into it are forbidden and only outward migrations are allowed.

As a comparison, in these very same conditions, note that when communications are
allowed in both directions, the population distributes according to the proportions M3 and
M0 respectively in patch 1 and 2. The conditions for which the disease is eradicated are
also modified, compare (14) and (18).

When infected are too weak to migrate, there cannot again be a coexistence equilibrium.
In this case either the disease is eradicated from the environment, at equilibrium E(1), or it

remains endemic solely in patch 2, the system settling at equilibrium ̂E(3), or only in patch

1, with the system attaining equilibrium ̂E(4). In both these last two cases, susceptibles are
present in both patches. The discriminating parameter appears to be ρ. When the disease

disappears from the whole ecosystem, at equilibrium ̂E(1), the susceptibles distribute among
the two environments according respectively to the proportions M3 and M0 for patch 1 and
2 as for (2) when also infected can migrate. In case infected are segregated to their own
environment, therefore, it might becomes easier to fight the disease in each patch, since
the system’s outcome among the two equilibria is regulated by the parameter ρ. Instead,
it is necessary to violate both feasibility conditions (19) and (20) in order to have disease
eradication in the whole environment.

Thus, breaking communications in one direction or forbidding infected to migrate, are
both possible means of disease eradication, either everywhere or just in one selected patch.
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Abstract

In this paper we analyze the interaction between computational performance, power
dissipation and energy consumption of several high-performance implementations of the
QR factorization, a crucial matrix operation for the solution of linear systems of equa-
tions and linear least squares problems. Our experimental results on a multiprocessor
platform equipped with recent multicore technology from AMD show the interaction
between these three factors.

Key words: Power, energy, QR factorization, high performance, multicore proces-
sors.

1 Introduction

For many decades, a considerable effort has been spent in the optimization of dense linear
algebra routines (as well as underlying numerical kernels like the BLAS) from the point of
view of computational performance, for an ample range of target computer architectures,
from vector processors, to superscalar/VLIW architectures and, in recent years, hardware
accelerators (e.g., graphics processors, FPGAs, DSPs, etc.). All this labor has produced
a number of high quality libraries which, nowadays, are widely utilized by scientific and
engineering applications. Examples of these libraries include LAPACK and libflame for
desktop servers [2, 20], and distributed-memory (message-passing) versions as ScaLAPACK
and PLAPACK for clusters of computers [7, 19]. The stock of numerical packages is still
growing, together with the evolution of hardware architectures, and ongoing developments
comprise PLASMA, MAGMA or libflame+SuperMatrix [15, 14, 11].
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On the other hand, power (dissipation) is currently recognized as a crucial factor that
will exert strong influence on the design of future computer systems, from basic components
(processors, memory, NIC, etc.), to large-scale HPC facilities and data processing centers [8,
9, 10]. However, the evaluation and tuning of the power and/or energy consumption of the
linear algebra codes in the above-mentioned libraries are still in their beginnings, in spite
of the considerable benefits that, in general, energy-aware software can yield [1].

In [5], we performed an initial study of the (computational) performance and power-
energy balance for several high-performance implementations of two common matrix oper-
ations for the solution of linear systems, the LU factorization and the Cholesky decompo-
sition [12], on a multicore platform. In this paper we extend this study to cover a third
matrix decomposition, the QR factorization, key for the solution of (overdetermined) linear
systems and linear-least squares problems [12]. Our evaluation of the traditional blocked
“slab-based” implementations of this matrix operation in the LAPACK and MKL libraries,
as well as an implementation of the incremental QR factorization [13] reveal the trade-off
of the factors in the performance-power-energy triangle.

The rest of the paper is structured as follows. In Section 2 we revisit the two blocked
algorithms for the QR factorization. In Section 3 we evaluate the performance, power
dissipation and energy consumption of these algorithms on 12 cores of a recent AMD-based
multiprocessor. Finally, in Section 4 we offer some concluding remarks.

2 The QR Factorization

The QR factorization decomposes a matrix A ∈ Rm×n into the product A = QR where
Q ∈ Rm×m is orthogonal and R ∈ Rm×n is upper triangular. For simplicity, hereafter we
will assume that the matrix is square (i.e., m = n). In the following, we will also consider
that A is partitioned into blocks of size b × b, denote the (i, j) block in this partitioning
as Aij , and assume that n is an integer multiple of the block size b, i.e., there exists an
integer s such that n = s · b.

We next review two right-looking blocked algorithms, for the traditional (slab-based)
QR factorization and the incremental QR factorization, which represent the state-of-the-
art to attain high performance in the solution of linear systems and linear least-squares
problems on current multicore processors [16].

2.1 The traditional algorithm for the QR factorization

The traditional QR factorization of a matrix A ∈ Rn×n proceeds in panels of b columns
(or slabs), as illustrated by Algorithm 1. In practice, the factor R overwrites the upper
triangular part of A while the orthogonal matrix is not built but implicitly stored as a
collection of Householder vectors using the annihilated entries in the strictly lower triangle
of A and an auxiliary vector of order n. Besides, the algorithm requires 4n3/3 floating-point
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arithmetic operations (flops). Provided n� b and b is chosen to be in the range [128, ..., 512],
the bulk of the computations in this algorithm is in the application of orthogonal transforms
to the trailing submatrix Ak:s,j . A large fraction of these computations can be cast in terms
of matrix-matrix products and, therefore, notable performance and a considerable level of
concurrency can be expected from tuned implementations of this operation for multicore
platforms.

Algorithm 1 Right-looking blocked algorithm for the QR factorization.

1: for k = 1, 2, . . . , s do
2: Ak:s,k = Qk:s,k:s ·Rkk QR factorization
3: for j = k + 1, k + 2, . . . , s do
4: Ak:s,j ← QT

k:s,k:sAk:s,j Apply orthogonal transforms
5: end for
6: end for

2.2 The incremental QR factorization

The incremental QR factorization, initially proposed to solve the updating problem and/or
as an out-of-core algorithm, has attracted considerable attention in recent years due to its
high degree of concurrency [4, 6, 17]. Algorithm 2 presents a blocked procedure to compute
the incremental QR factorization of a matrix A. By carefully exploiting the special structure
of the blocks involved in the procedures for the “2 × 1” QR factorization and the “2 × 1”
application of orthogonal transforms, the practical cost of this algorithm is reduced to
4n3/3 flops; see [13] for details. Under the same conditions as above (i.e., n � b and b
and b ∈ [128, ..., 512]), high performance can be expected from an implementation of this
algorithm that employs highly optimized version of the four numerical kernels that are
involved.

3 Experimental Results

The following experiments were obtained using IEEE double-precision arithmetic on a plat-
form with four AMD Opteron 6172 processors, operating at 2.1 GHz, and 256 GB of RAM.
The implementation of BLAS was that provided in Intel MKL (v10.3.9). Performance traces
were obtained using Extrae (v2.2.0) and Paraver (v4.1.0); power traces were obtained us-
ing our own software module compatible with Paraver and a microcontroller-based internal
powermeter that measures the power dissipated internally by the main board with a sam-
pling frequency of 25 Hz [3]. The problem size was set to n=10,240 and one single processor
(12 cores) were employed in the evaluation. Similar results were found for other problem
dimensions and number of processors/cores.
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Algorithm 2 Right-looking blocked algorithm for the incremental QR factorization.

1: for k = 1, 2, . . . , s do
2: Akk = QkkR

T
kk QR factorization

3: for j = k + 1, k + 2, . . . , s do
4: Akj ← QT

kkAkj Apply orthogonal transforms
5: end for
6: for i = k + 1, k + 2, . . . , s do

7:

(
Akk

Aik

)
=

(
Qkk

Qik

)
Rik 2× 1 QR factorization

8: for j = k + 1, k + 2, . . . , s do

9:

(
Akj

Aij

)
←

(
Qkk 0
Qik I

)T (
Akj

Aij

)
2× 1 Apply orthogonal transforms

10: end for
11: end for
12: end for

Three implementations were evaluated for the QR factorization:

• LAPACK: The legacy codes for this factorization from http://www.netlib.org (rou-
tine dgeqrf), with parallelism exploited within the invocations to Intel (multi-threaded)
MKL BLAS. This routine mimics the numerical procedure in Algorithm 1. The block
size was b=128 as for the problem dimensions (n), architecture and BLAS employed
in our experiments, this value was close to the optimal.

• MKL: The code from the Intel library for the QR factorization. While, in principle,
this routine also responds to the procedure in Algorithm 1, it contains important
features (e.g., look-ahead) to optimize performance. Unfortunately, the source code
is not available.

• SMPSs: C codes for the incremental QR factorization, linked to the sequential MKL
BLAS, with task-level parallelism extracted by the SMPSs runtime system [4]. In the
experiments, we set b=256 and the inner block size to 64.

Figure 1 displays the invocations of kernels and the associated power consumption
obtained for the execution of the LAPACK routine dgeqrf, which computes the QR factor-
ization following procedure sketched in Algorithm 1. From top to bottom, the first two plots
correspond to the trace of the complete factorization (kernels and power, respectively), while
next two zoom into the first two iterations of the routine (third and fourth plots, for ker-
nels and power respectively). These results illustrate that, on this platform, the LAPACK
routine linked to the multi-threaded implementation of BLAS from Intel MKL interleaves
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Kernels

Power

Kernels

Power

Legend
QR factorization Apply orthogonal transforms

Figure 1: Trace of LAPACK dgeqrf. From top to bottom: kernels and power for the com-
plete factorization; kernels and power for the first two iterations of loop k (see Algorithm 1).

sequential and concurrent phases, with the former ones corresponding to the QR factoriza-
tion of the “current” slab and the parallel ones to the application of orthogonal transforms.
From the power consumption perspective, the interlaced sequential and concurrent activity
leads to periods of low and high power, respectively, which vary between 266.9 and 376.6
Watts.

Figure 2 evaluates the implementation of the multi-threaded implementation of routine
dgetrf for the QR factorization in MKL. In this case, we sample the hardware counters
for the L2 cache misses and the MFLOPS (millions of flops per second) (PAPI L2 DCM and
PAPI FP INS respectively). These plots show that the MKL routine attains a high utilization
of the architectures cores, except for the initial and final stages of the factorization, due
to the lack of concurrency at this points. Also, during the execution, there appear some
performance drops (captured by the yellow areas in the middle of the MFLOPS plot) which
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L2 misses

Legend

MFLOPS

Legend

Power

Figure 2: Trace of MKL dgeqrf. From top to bottom: L2 cache misses rate, MFLOPS,
and power.

may correspond to an unexpectedly high L2 cache miss rate (see the first plot). It is
very likely that the MKL routine applies some sort of of look-ahead [18] to overlap the
factorization of the “current” panel with the application of orthogonal transforms from
previous factorizations to the panels to its right. We can expect that this explains the lack
of periods of serial execution and, therefore, the flat pattern of the power line, which now
has a minimum at 326.6 Watts and a maximum at 366.0 Watts.

Figure 3 reports the kernel execution and power dissipation of the SMPSs task-parallel
C implementation of the incremental QR factorization; see Algorithm 2. The kernel for the
2× 1 application of orthogonal transforms dominates the theoretical cost and, as the figure
clearly exposes, the execution time of the implementation. There are little synchroniza-
tion points, due to the higher concurrency of this particular algorithm, which is leveraged
by SMPSs to maintain all cores/threads executing tasks (kernels) most of the time, and
accounts for the flat profile of the power line for this routine.
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Kernels

Power

Legend

QR factorization Apply orthogonal transforms

2× 1 QR factorization 2× 1 Apply orthogonal transforms

Figure 3: Trace of the C implementation of the QR factorization parallelized with SMPSs.
From top to bottom: Kernels and power.

Finally, Table 1 compares the three implementations for the QR factorization from
the viewpoint of Time (T , in seconds); GFLOPS (billions of flops per second); minimum,
average and maximum power (Pmin, Pavg and Pmax, respectively, all in Watts); and total
energy (Etot, in Joules).

4 Conclusions

We have analyzed the execution of three different, high-quality implementations of numerical
procedures for the QR factorization on a multicore platform. The LAPACK code linked

QR factorization

LAPACK MKL SMPSs

T (s) 43.70 20.45 28.43

GFLOPS 32.76 69.99 50.35

Pmin (W) 266.96 272.11 249.38

Pavg (W) 326.63 366.08 357.23

Pmax (W) 376.65 383.44 371.72

Etot (J) 14,276 7,488.3 10,159

Table 1: Performance, power and energy of the different implementations for the QR fac-
torization.
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with a multi-threaded implementation of BLAS clearly obtains the worst results, from
the point of view of both execution time and energy consumption. Indeed, the higher
energy consumption of this case is a direct consequence of the longer execution time since
on average, the power dissipated by this implementation is inferior to those of the MKL
and SMPSs alternatives. Compared with the MKL code, the SMPSs variant yields longer
execution time (39.02%) and energy consumption (35.66%) in spite of its slightly inferior
average power dissipation (0.97%).

These results demonstrate the direct relation between execution time and energy for
compute-intensive dense linear algebra codes. A consequence is that, as a general principle,
for this kind of numerical algorithms, one direct manner of optimizing energy consumption
is to tune the routine for maximum computational performance.
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Abstract

Given a spline discrete quasi-interpolation operator Qd, which is exact on the space
Pm of polynomials of total degree at most m, we propose a general method to determine
a new differential quasi-interpolation operator QD

r which is exact on Pm+r. QD
r uses the

values of the function to be approximated at the points involved in the linear functional
defining Qd as well as the partial derivatives up to the order r at the same points. From
this result, we then construct and study a first order differential quasi-interpolant based
on the C1 B-spline on the equilateral triangulation with an hexagonal support.

Key words: B-splines, Box splines, Differential Quasi-interpolants, Discrete quasi-
interpolants, Optimal approximation order

1 Introduction

Quasi-interpolation based on a B-spline is a general approach for efficiently constructing
approximants, with low computational cost. Its effectiveness is particularly due to its small
support, to achieve local control via suitable spline coefficients in the space spanned by the
translates of the B-spline.

In the recent paper [2], it is shown how to modify a given linear operator such that the
resulting operator reproduces polynomials to the highest possible degree, and such that the
approximation order is the best possible.

As a main application of this tool, new spline quasi-interpolation operators are derived,
based on a uniform type-1 triangulation τ approximating regularly distributed data.
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2 Notations

Let τ be a uniform triangulation of the plane with grid points (Ai)i∈Z2 . Let us denote by
Pk the space of bivariate polynomials of total degree at most k, and by Slk (τ) the space
of piecewise polynomial functions in C l

(
R2
)

of total degree at most k, defined on τ . If
M ∈ Slk (τ) is a B-spline, we denote by P (M) the space of polynomials of maximal total
degree included in the space S (M) spanned by translates of M . We will assume that
P (M) = Pm for some positive integer m.

For a real valued function f and k ∈ N, we say f ∈ Ck
(
R2
)

if f is k times continuously
differentiable in the following sense: the directional derivatives of order l, l = 0, . . . , k, at
x ∈ R2 along the direction y ∈ R2 defined as

Dl
yf (x) =

dl

dtl
f (x+ ty)|t=0

exist and depend continuously on x. When the directional derivative exists for y, it may be
extended to multiples by defining

Dl
αyf (x) = αlDl

yf (x) , α ∈ R.

For f ∈ Ck
(
R2
)
, we introduce∣∣∣Dkf

∣∣∣ = sup
x∈R2

sup
{∣∣∣Dk

yf (x)
∣∣∣ : y ∈ R2, ‖y‖ = 1

}
,

where ‖·‖ denotes the Euclidean norm in R2. It follows that for any x, y ∈ R2, we have∣∣∣Dk
yf (x)

∣∣∣ ≤ ∣∣∣Dkf
∣∣∣ ‖y‖ .

3 Modified differential bivariate spline quasi-interpolants

We are interested in the dQIO Qd based on the B-spline M ∈ Slk(τ) given by the expression

Qd [f ] (x) :=
∑
i∈Z2

λf (·+Ai)M (x−Ai) , (1)

where λ is the linear functional defined as λf :=
∑

j∈J cjf (−Aj), for a finite subset J ⊂ Z2

and c := (cj)j∈J ∈ R#J , with #J denoting the cardinality of J (cf. [1, p. 63]). Qd is a
linear map into S (M) which is local and bounded, and we shall construct Qd to reproduce
Pm.

We will assume that the free parameters cj , which define the functional λ, are given in
such a way that Qd is exact on Pm. So, Qd achieves the order of approximation m+ 1.
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The dQIO Qd can be expressed as

Qd [f ] (x) =
∑
i∈Z2

f (Ai)L (x−Ai) , (2)

where

L (x) := λM (x+ ·) =
∑
j∈J

cjM (x−Aj) . (3)

If in (2) we replace f (Ai) by its Taylor polynomial approximation of degree r at Ai,
then the resulting operator

TDr [f ] (x) :=
∑
i∈Z2

(
r∑
l=0

1

l!
Dl
x−Ai

f (Ai)

)
L (x−Ai) (4)

reproduces polynomials up to degree max {m, r}. But the new modified operator

QDr [f ] (x) :=
∑
i∈Z2

(
r∑
l=0

(m+ r − l)!r!
l! (m+ r)! (r − l)!

Dl
x−Ai

f (Ai)

)
L (· −Ai) , (5)

reproduces polynomials up to degree m + r. This result is a consequence of the following
integral representation of the error for the quasi-interpolants QDr .

Theorem 1 Let f ∈ Cm+r+1
(
R2
)
. Then, for all x ∈ R2, we have

f (x)−QDr [f ] (x) =
∑
i∈Z2

(∫ 1

0
Kmr (t)Dm+r+1

x−Ai
f (Ai + t (x−Ai)) dt

)
L (x−Ai) , (6)

where Kmr (t) := (−1)m tm(1−t)r
(m+r)! .

As another immediate corollary of Theorem 1, we obtain the following error estimate.

Corollary 2 Suppose that f ∈ Cm+r+1
(
R2
)
. Then, for all x ∈ R2, we have∣∣f (x)−QDr [f ] (x)
∣∣ ≤ ∣∣Dr+m+1f

∣∣R (x) , (7)

where

R (x) :=
m!r!

(m+ r)! (m+ r + 1)!

∑
i∈Z2

‖x−Ai‖m+r+1 |L (x−Ai)| . (8)
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We may estimate the approximation error as a function of the free parameters cj , when
the function to be approximate is sufficiently regular. Indeed, by (3), the sum in the function
R (x) involved in the error estimate established in equations (7)-(8) may be written in terms
of the coefficients of the functional λ as follows:∑

i∈Z2

‖x−Ai‖m+r+1 |L (x−Ai)| ≤
∑
j∈J
|cj |

∑
i∈Z2

‖x−Ai‖m+r+1M (x−Ai −Aj)

=
∑
j∈J
|cj |

∑
i∈Z2

‖x−Ai +Aj‖m+r+1M (x−Ai) (9)

=: F (c, x)

One possible strategy would be to select the free parameters cj , in the starting operator Qd,
in such a way to minimize the upper bound function F (c, x) subject to equality constraints
on cj , yielding the exactness of Qd on Pm. However, in order to obtain a much simpler
minimization problem, we suggest a formulation with an upper bound F (c) of F (c, x),
depending only on c.

Due to the interesting properties of C1 quartic splines on type-1 triangulations, we will
solve this kind of problem starting from the C1 cubic B-spline defined on the equilateral
triangulation of the real plane, under specific imposed conditions on the sequence c. We will
give a detailed treatment including an explicit error bound estimation for the corresponding
operator, which are especially useful in practice.
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Abstract

Hydrodynamic lubrication problems in piezoviscous regime are usually modeled
by the classical Reynolds equation combined with a suitable law for the pressure–
dependence of viscosity. By taking into account the pressure–viscosity dependence in
the Stokes equation and to derive the Reynolds equation in the thin film limit, a new
model has been proposed by Rajagopal & Szeri [5]. However, in [5] some additional
simplifications are assumed. In the present work, avoiding these simplifications, from a
Stokes equation in piezoviscous regime we deduce a new Reynolds model for line contact
lubrication problems, in which the cavitation phenomenon is also taken into account.
Thus, the new complete model consists of a nonlinear free boundary problem associated
to the proposed new Reynolds equation.

Moreover, the classical model, Szeri’s one and the here proposed one are simulated
through the development of some numerical algorithms involving upwind schemes, finite
elements method, duality type numerical strategies and fixed point techniques. Finally,
several numerical tests are performed to carry out a comparative analysis among the
different models.

Key words: Hydrodynamic lubrication, Reynolds equation, piezoviscosity, cavitation

phenomenon, free boundary
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1 Introduction

In the mechanical and mathematical literature concerning the models for piezoviscous hy-
drodynamic lubrication problems, different classical devices have been considered, such as
journal–bearings, rolling–bearings, rolling–ball–bearings,. . . In all of these situations, the
behavior of the lubricant pressure in the thin film setting has been classically modeled by
the Reynolds equation, in which the pressure–dependence of viscosity is usually introduced
a posteriori by some expression, such as, for example, the Barus law:

µ = µ0 e
α p, (1)

where µ, µ0, p and α denote the viscosity, the zero pressure viscosity, the pressure and
the piezoviscosity coefficient. In this procedure, the thin film limit from Stokes equation
to Reynolds one is obtained regardless of the pressure–viscosity dependence. Moreover,
the cavitation phenomenon can be incorporated through Reynolds model or Elrod–Adams
one (see [1], for instance). However, by assuming that the viscosity depends on pressure
in Stokes equation according to Barus law, in [5] a more careful derivation of the limit
Reynolds equation is carried out. More precisely, after some simplifying assumptions the
following set of equations is obtained:

d

dx

[(

h3

µ
− 12α

∫ h

0

y(h− y)
∂ u

∂ x
dy

)

d p

dx

]

= 6 s
d h

dx
(2)

∂ u

∂ x
+

∂ v

∂ y
= 0 , (3)

where h, (u, v) and (s, 0) denote the gap between surfaces, the velocity field in the thin film
and the velocity field at the lower surface, assuming that the upper surface is fixed. Next,
by approximating ∂ u/∂ x by duav/dx where uav is an average velocity, they introduce the
flow rate Q = h(x)uav(x) to deduce the following modified Reynolds equation

d

dx

[(

h3

µ
+ αQ

dh2

dx

)

d p

dx

]

= 6 s
d h

dx
. (4)

2 An alternative model for piezoviscous lubrication

In this work, mainly a more rigorous model avoiding the simplification considered in [5]
is proposed. Indeed, a new equation for the case of a line contact with Reynolds model
for cavitation is obtained. The proposed methodology to deduce a new family of models
is based on a fixed point technique to solve the equations (2)-(3), starting from an initial
velocity u0(x, y) which vanishes at the upper surface and is equal to (s, 0) at the lower one,
satisfying the flux condition

∫ h

0

u0(x, y) dy = Q. (5)
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Some easy computations lead to the expression

u0(x, y) = (
s h

2
−Q)

6

h3
(y2 − y h) + s (1−

y

h
) . (6)

Next, replacing u by u0 in (2), the first alternative model can be obtained

d

dx

[(

h3

µ
− 12α

dh

dx

(

s h2

30
−

Qh

10

))

d p

dx

]

= 6 s
d h

dx
. (7)

It is possible to use a fixed point technique just by replacing u0 in the second equation to
obtain v0, next obtaining a new u1 in order to build a new Reynolds equation, and so on. In
this way, each fixed point iteration provides a new model, however it does not seem possible
to obtain a generic procedure and the complexity of the expressions involved is increasing.
So the first iteration equation (7) is the model we consider here.

In order to compare the results with those of [5], we introduce the angular coordinate,
t, by the change x = R sin(t), t ∈ [−π/2, π/2], where R is the radius of the cylinder. We
define the film thickness by

h(t) = −
R

n
(1 + n cos(t)), n = −

R

h0 +R
, h0 = h(0)

and we introduce the following non-dimensional terms:

h = −
nh

R
, µ =

µ

µ0

, p =
p h0
µ0 s

, α =
αµ0 s

h0
, β = α

h0
R

.

Furthermore, we consider the Reynolds model for cavitation (see [1], for example) and
we obtain the following dimensionless formulation of the problem: find p, such that

d

d t

[

G(t)
d p

d t

]

= 6
dh

d t
, p > 0 in Ω+ (8)

p = 0 in Ω0 (9)

p(t2) =
d p

d t
(t2) = 0 (10)

p(−π/2) = p(π/2) = 0 , (11)

being Ω+ = {t ∈ Ω/ p(t) > 0} and Ω0 = {t ∈ Ω/ p(t) = 0}. Moreover,

G(t) =

(

h
3
e−αp −

12β

cos(t)

dh

d t

(

h
2

30
−

hh(t2)

20

))

1

−nh0 cos(t)
,

where t2 is the unknown free boundary and h0 denotes the minimum of the dimensionless
gap. This model includes the isoviscous case (α = β = 0) and the classical piezoviscous
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model (α 6= 0, β = 0). The Rajagopal & Szeri model may be written in a similar way but
with a slightly different expression of G(t).

Note that problem (8)–(11) admits a formulation in terms of variational inequalities and
their numerical solutions may be obtained by the combination of finite element techniques
with classical projection methods or the more complex duality type algorithm ([2]). The
application of these techniques to classical piezoviscous formulations can be found in [3] and
[4], for example.

Another alternative is to restart from the modified Reynolds equation, to integrate it
and interpret the result as the conservation of the flow

Q =
s h

2
−

h3

12µ

d p

dx
+ α

dh

dx

(

s h2

30
−

Qh

10

)

d p

dx
.

In this case, we can pose the following first order ordinary differential equation (ode):

d p

dx
=

s h

2
−Q

h3

12µ
− α

dh

dx

(

s h2

30
−

Qh

10

) . (12)

Next, taking into account that the unknown free boundary point x2 satisfies p(x2) =
p′(x2) = 0 we get from (12) that Q = s

2
h(x2), so that we can write the dimensionless

initial value ode problem in the form:

d p

d t
=

6 (−n)h0 cos2(t)
[

h(t)− h(t2)
]

h
3
(t) e−αp cos(t) +

6

5
β n sin(t)h(t)

[

h(t)

3
−

h(t2)

2

]
(13)

p(−π/2) = 0 . (14)

In order to compute p and t2 we propose an iterative numerical scheme combining the
ode15s integrator of MATLAB to solve (13)–(14) in [−π/2, t2], for each value of t2, with a
regula falsi algorithm to search the final value of t2 ∈ (0, π/2), such that p(t2) = 0.

Note that the corresponding first order ODE version for isoviscous, classical piezovis-
cous and Rajagopal–Szeri models can be obtained in an analogous way and solved with the
same numerical methods.

So far, we propose two alternatives for the numerical simulation: the use of a first order
ode solver and the use of a characteristics finite elements method combined with a duality
method to solve the free boundary problem associated to the second order elliptic equation.

3 Numerical tests

In order to assess the relevance of both new more rigorous models for the piezoviscous case,
several numerical tests have been carried out. The first impression is that the maximum
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values of pressure are slightly different but the variation of the maximum values of viscosity
are higher. In general, the solution of our alternative model appears to be closer to the
classical solution than the one proposed in [5], as illustrated by Figure 1 and Table 1.
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Figure 1: Dimensionless pressure and dimensionless viscosity

ODE-R IV-R-BM

a) Isoviscous 107.5200 107.5203

b) Piezo–Classical 765.7870 723.8485

c) Piezo–Szeri 824.8810 881.8840

d) Piezo–Alternative 771.1110 722.7223

Table 1: Maximum dimensionless pressure for different models with first order EDO solver
(ODE-R) and second order variational inequality solver (IV-R-BM)

A first conclusion is that the problem has a large gradient near the maximum pressure
region so that is difficult to capture the almost “spike” qualitative behavior of the solution
in all models. The here proposed one seems to be closer to the classical piezoviscous so-
lution that the one proposed by Rajagopal and Szeri. In this sense, we have proposed a
rigorous methodology to include piezoviscosity previously to the limit procedures followed
for obtaining Reynolds model from Stokes one that overcomes the simplifications in [5].
Furthermore, it seems that the numerical results obtained for this new model in the regime
we have considered result to be close to the ones obtained by the classical model mainly
used in mechanical and mathematical literature.

Now we are trying to extend the use of the alternative model to the case in which Elrod–
Adams model for cavitation is used, as it results more realistic when cavitation phenomenon
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appears in the convergent region (starvation phenomenon).
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Abstract

This work is somehow the extension of the work to be presented by Metin Demiralp
in this conference. Purpose is the same as before, to get an infinite set of ODEs over
the expectation values of the state vector’s outer powers. Almost completely same
strategy is followed here. The basic difference requesting extension is the singularity in
the commutator of the state vector with the system Hamiltonian. The analyticity in
this commutator is missing and the related problems are bypassed by defining inverse
outer powers of the state vector.

Key words: Probabilistic Evolution Equations, Quantum Expected Values, Singular
Hamiltonians.

1 Introduction

Probabilistic Evolution Equations [1] and their solution is a quite new approach to solve
ODEs, and also PDEs via expectation values as long as they can be defined. This approach
extends the space to an infinite one by using the integer outer powers of the state vector.
Then an infinite set of ordinary differential equations (ODEs) is constructed such that it is
linear and has an infinite constant coefficient matrix. This facilitates the theory however
at the expense of dealing with infinitely many items. Curious readers can refer certain new
resources [2, 3] on this topic.
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We start with the definition of the expected value of a given operator Ô as follows

d
〈
Ô
〉

(t)

dt
=

∫
V
dVψ (x, t)∗

{
i

~

[
ĤÔ − ÔĤ

]}
ψ (x, t) =

〈
i

~

[
ĤÔ − ÔĤ

]〉
(1)

where Ĥ and ψ (x, t) stand for the system Hamiltonian and the wave function while V and
dV denote the spatial volume of the integration and the infinitesimal volume element respec-
tively. This equality’s dependence on the operator under consideration disables universality.
Hence, it better to deal with the state vector whose elements are operators like positions
and momenta, instead of this operator. We define the state vector denoted by s as follows

s ≡ [ ŝ1 ... ŝn ]T (2)

where n denotes the “System’s dimension. The state vector’s outer square (outer or Kro-
necekr product with itself) is given explicitly below

s⊗2 ≡ s⊗ s ≡
[
s1s

T ... sns
T
]T
. (3)

This can be extended to the following general formula

s⊗m ≡ s⊗ s⊗(m−1) ≡
[
s1s
⊗(m−1)T ... sns

⊗(m−1)T
]
, m = 0, 1, 2, 3, ... (4)

where the mth outer power of the state vector has nm number of elements. The zeroth
outer power is defined as the universal scalar, just 1 (that is, it is a single element vector).

The state vector’s expected value satisfies the following equation

d 〈s〉 (t)
dt

=

〈
i

~

[
Ĥ ŝ− ŝĤ

]〉
(5)

We assume
i

~

[
Ĥ ŝ− ŝĤ

]
≡
∞∑
j=0

Hjs
⊗j (6)

where Hj is a rectangular matrix of n× nj type. (5) can be extended to the outer powers
by using certain properties of the outer product together with the matrix product to get

d
〈
s⊗j
〉

(t)

dt
=
∞∑
`=0

Ej,`

〈
s⊗(j−1+`)

〉
(t), j = 0, 1, 2, ... (7)

where

Ej,` ≡
j−1∑
k=0

I⊗k ⊗H` ⊗ I⊗(j−1−k). (8)
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If we define

ξ(t) ≡
[ 〈

s⊗0
〉

(t)
T 〈

s⊗1
〉

(t)
T
...
]T
, E ≡


E0,0 · · · E0,m · · ·

...
. . .

...
...

Em,0 · · · Em,m · · ·
...

...
...

. . .

 (9)

then we obtain

dξ(t)

dt
= Eξ(t) (10)

which is an infinite set of ODEs whose coefficient matrix E is composed of constant elements.
The second block element of its solution gives the sought expected value of the state vector.
The solution can be formally written as

ξ(t) = etEξ(0) (11)

where

ξ(0) ≡
[ 〈

s⊗0
〉

(0)
T 〈

s⊗1
〉

(0)
T
...
]T

(12)

and 〈
s⊗m

〉
(0) ≡

∫
V
dVψ0 (x)∗ s⊗mψ0 (x) , m = 0, 1, 2, ... (13)

We find this information sufficient for our purposes here. Further details can be found in
Metin Demiralp’s paper[Ref] in this conference.

2 Singularities in the Hamiltonian

The Probabilistic Evolution Philosophy is based on the inspiration from the analyticity and
therefore Taylor series. However this inspiration remains applicable only when the system’s
Hamiltonian has no singularities. Since the Hamiltonian’s dependence on the momenta are
rather polynomial its position dependent part, that is, the potential gains a lot of importance
for the singularities. If the potential function has singularities somewhere in the complex
plane of the spatial variables then it affects the solution of the Schrödinger equation and
therefore the expected values. This means that (6) remains no longer valid. It must be
replaced by something different. In the case of polar singularities Taylor series are replaced
by Laurent series which has inverse powers of the independent variable or its deviation from
a fixed reference point, together with the nonnegative powers. This inspires us to introduce
the inverse outer powers of the state operators. We define

s⊗(−1) ≡ 1

n

[
ŝ−11 ... ŝ−1n

]
(14)
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hence the transposition operation helps us to realize the outer inversion. We have

s⊗(−1) ⊗ s⊗j = s⊗(j−1), j = 0,±1,±2, ... (15)

which urges us to assume
i

~

[
Ĥ ŝ− ŝĤ

]
≡

∞∑
j=−∞

Hjs
⊗j (16)

where the coefficients are in the abstract operators mapping related outer power to a vector
space where s lies.

This assumption and the abovementioned extensive definitions permits us to construct
an infinite set of equations as follows

dξ(t)

dt
= Eξ(t) (17)

where

E ≡
[

E(1,1) E(1,2)

E(2,1) E(2,2)

]
, ξ(t) ≡

[〈
s(1)
〉

(t)
T 〈

s(2)
〉

(t)
T
]T
. (18)

3 Conclusion

In the last three equalities the entities superscripted by integers between parantheses are
all infinite blocks whose types are compatible to what we have said above. (17) again
corresponds to an infinite set of ODEs. However, this time, the indexing of the infinite
entities are not only on the nonnegative integers but over all integers. This, of course,
complicates the issue a little bit more even though it is still possible to construct truncation
approximant. However, this time truncation is not only downward, it is both upward and
downward. More information will be given in the presentation and also in the relevant
paper.
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Abstract

In this paper we analyze whether real-time compensation of wind power plant devia-
tion penalties is profitable by means of the coordinated optimization of the wind power
plant with a pumped-storage hydro-plant. We shall make use of optimal control tech-
niques to carry out the optimization. We shall also analyze another possible solution
based on compensation carried out a posteriori, instead of in real time.

Key words: Optimal Control, Pumped-Storage Plant, Wind Farm
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1 Introduction

The new regulations allow wind farms to go to the market to sell the energy generated by
their facilities. If wind farms offer in the pool, they will prepare their offers and schedule
their power production. However, a major problem exists: the unpredictability of wind
farm production. Forecasting errors lead to the wind farm incurring financial losses, known
as deviation penalties. Diverse methods have also been proposed to store this energy [1].
In this paper we focus on combined use of a wind farm with pumped-storage plants.

Some authors ([2], [3]) have researched the operation of a wind farm cooperating with
a micro-hydroelectric power plant and a pumped-storage hydro-plant. Previous studies
exclusively employ the storage ability to compensate for wind power imbalances. However,
this approach is not representative for large pumped-storage plants in power systems. One
of the techniques used for large pumped-storage plants ([4], [5]) is to calculate the optimal
amount of spinning reserve that the system operator should provide so as to be able to
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respond to errors in forecasts. The combined operation of wind farms and a pumped-storage
hydro-plant is also analyzed in [6].

The present paper aims to calculate the optimal operation of the pumped-storage plant,
simultaneously pursuing two goals: to maximize revenue in conventional operations in the
day-ahead market and to coordinate with the wind power producer with the aim of par-
tially compensating for wind power imbalances. In this paper we shall consider a large
capacity pumped-storage working jointly with a wind farm adjacent to its facilities. We
shall consider them to be a single unit (a wind -hydro power plant). Two different joint con-
figurations for the resulting joint-unit formed by the pumped-storage plant and the wind
farm are considered. In the first (uncoordinated operation), the pumped-storage plant does
not compensate for the errors due to forecasting wind power. In the second (coordinated
operation), we shall attempt to compensate for these errors in real time. We shall see in
this paper that the fact that the pumped-storage plant is a fixed-head plant will mean that
the optimal solution is of a very special type: bang-singular-bang. This will have crucial
consequences in coordinated operation and we shall present a qualitative study of the real-
time compensation of forecasting errors. In view of the result obtained in this study, we
shall propose a second solution: to employ the over-generation deviations of the wind power
plant a posteriori to pump water into the upper reservoir of the pumped-storage plant, thus
increasing profits. Finally, we present a realistic example.

2 Problem description and model overview

The day-ahead market in the Spanish wholesale electricity market is organized as a set
of twenty-four simultaneous hourly auctions. The simple bid format consists of a pair of
(hourly) values: quantity q (MWh) and price p (euro/MWh). The problem we shall solve
is the one faced by a wind-hydro power plant when preparing its offers for the day-ahead
market. This basic scheduling, with plants working independently, is based on the volume of
water b

(
m3
)
that must be used and on the best forecast of wind power generation available

each hour W f (t)(MW ). Unfortunately, wind power forecasts within a 14 − 38 hour time
horizon are usually highly inaccurate and hence incur deviation penalties.

As regards the pumped-storage plant, we shall model it in great detail without any
additional simplifications. For a large capacity reservoir, the effective head is constant over
the optimization interval and here the fixed-head hydro-plant model is defined. In plants
of this type, the active power generated, P (MW ), is represented by the linear equation:
P (z′(t)) = Az′(t), where A represents the efficiency and diverse parameters related to the
geometry of the hydro-plant (see [7]) and z′(m3/s) is the rate of water discharge. Taking
into account the conversion losses of the pumping process, we must therefore introduce the
efficiency, η, in the model.

We consider z′(t) to be bounded by technical constraints: qmin ≤ z′(t) ≤ qmax, ∀t ∈ [0, T ]
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and we assume that b is the volume of water that must be discharged over the entire
optimization interval [0, T ], so: z(0) = 0, z(T ) = b. The function P is thus defined piecewise
as:

P (z′) :=

{
A · z′ if z′ ≥ 0

η ·A · z′ if z′ < 0
(1)

3 Optimization of a fixed-head pumped-storage plant

In a previous paper [8] by the authors, we presented an algorithm that allows the optimal
solution of a fixed-head pumped-storage plant to be obtained. The objective function is
given by hydraulic profit over the optimization interval, [0, T ]. Profit is obtained by mul-
tiplying the hydraulic production of the pumped-storage hydro-plant by the clearing price,
π(t), at each hour, t. An Optimal Control problem can thus be mathematically formulated
as follows:

max
(u,z)

∫ T

0
L(t, z(t), u(t))dt = max

(u,z)

∫ T

0
π(t)P (u)dt

z′ = u; z(0) = 0, z(T ) = b; umin ≤ u(t) ≤ umax

(2)

For the Optimal Control problem (2), we define the Hamiltonian in normal form:

H(t, z, u, λ) := L(t, z, u) + λu = π(t)P (u) + λu (3)

and the resulting Hamiltonian, H, is linear in the control variable, u. It is well known [9] that
when the Hamiltonian is linear in u, the optimality condition leads to the optimal u∗ being
undetermined if the switching function Φ(x, λ) ≡ Hu = 0. An added complication arises in
our problem: the Hamiltonian is defined piecewisely and the derivative of H with respect to
u (Hu) presents discontinuity at u = 0. When non-differentiable objective functions arise in
optimization problems, the generalized (or Clarke’s) gradient (see [9]) must be considered.
Based on the above theoretical results, in [8] we determined the bang-singular-bang (b-s-b)
optimal solution:

u∗(t) =


umax if A · π(t) > −λ0

using = 0 if −λ0 ∈ [A · π(t), η ·A · π(t)]
umin if η ·A · π(t) < −λ0

(4)

The previous algorithm interpolates π(t) and works with a continuous function. Thus, by
adjusting the switching times, it is capable of achieving the final volume b to discharge
with the desired precision. However, generating companies must in fact present offers in
the day-ahead market for each of the 24 hours of the following day. That is, we need to
convert a continuous variable into a discrete variable. We shall lose an essential feature in
this conversion: we shall no longer be able to achieve any final volume of water precisely.
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In fact, the volume discharged in the b-s-b solution must belong to the set of M possible
values: Ω = {b1, b2, ..., bM}. The plant operator therefore only needs choose in Ω = {bi}Mi=1

the nearest value, without exceeding the available volume, b (bsol < b < bsol+1). In this
case, bsol is the discharged volume corresponding to the optimal b-s-b solution.

4 Qualitative analysis of real-time optimization

In view of the above results, we shall conduct a qualitative study on the b-s-b solution. Let
us assume we have obtained the solution for a certain λsol (calculated by aiming at a certain
final volume, bsol). We can know the price, πturb, above which it is of interest to discharge
water, and we can know the price, πpump, below which it is of interest to pump water. It
is shown that, between the instants of pumping (tpump), stoppage (tstop) and discharging
water (tturb), the following relations exist between the prices:

π(tpump) < π(tstop); π(tstop) < π(tturb); π(tturb) > η · π(tpump) (5)

Furthermore, between two instants of stoppage, it is verified that:

π(t1stop), π(t
2
stop) ∈

[
λsol

η ·A
,
λsol

A

]
(6)

When the plant operator prepares its offer for the day-ahead market for day D, this solution
obtained for the pumped-storage plant, assuming the market prices and available water to
be known, is the one that it will offer, seeing as it maximizes profits. The wind power plant
will offer according to the best forecast for wind power production available at 10 hours
the day before, D − 1. However, when day D arrives, deviations will almost certainly be
produced between the actual wind power production, W r(t), and the forecasted production,
W f (t). In this context, we shall pose the following question: when faced with a deviation
in wind power generation at the instant t, might it be of interest to the pumped-storage
plant to modify its behavior in real time (i.e. at t) so as to compensate for the deviation
penalties of the wind farm and thus achieve a greater joint profit?

Let us call d(t) = W r(t)−W f (t) the deviation of the wind farm at the instant t, p+(t)
the price the market pays the over-generation deviation (which will be a certain fraction
s of the market price) and p−(t) the price we must pay for the under-generation penalty
(which will be a certain fraction l of the market price). Let us assume in all cases that
the deviations are against the system. We shall analyze in detail the two possibilities for
the deviations, d(t), of the wind power plant: 1) the over-generation deviation, and 2) the
under-generation deviation.

Let us now consider the first case. 1) If the wind farm presents an over-generation
deviation, the hydro-plant will be able to act at t in only two cases: 1a) If it was stopped,
it will use the over-generation from the wind power plant to pump water; 1b) If it was
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discharging water, it will produce less power to compensate for the over-generation of the
wind farm. If it was already pumping, as the solution is of the b-s-b type, it will not be
able to act. Let us analyze sub-case 1a). At instant t, the hydro-plant was stopped and
pumped d(t)(MW ) at zero cost. The amount of water pumped at t which will then be
used is: d(t)/η.A. With this modification, the deviation in wind power generation does
not produce any profit at t, and we must find an instant t∗ at which it is of interest to
the pumped-storage plant to discharge this water. At t∗, the hydro-plant may be stopped
(sub-case 1a1) or pumping (sub-case 1a2), seeing that, as the solution is of the b-s-b type,
if it was discharging water, the turbines cannot be put to greater use. It should be borne
in mind that this action will mean a change in its scheduling and will hence result in a
penalty; in this case, for over-generation.

We shall analyze all the other cases in a similar way to this case and shall see in a
detailed manner that the conditions that must be fulfilled for the real-time modification to
be of interest can never be given by the conditions (5) and (6). Conclusion: no real-time
modification is of interest.

5 A posteriori optimization of a wind-hydro power plant

Subsequent to the above study, we posed the question as to whether it is possible to model
the functioning of the wind-hydro power plant so as to operate in a coordinated manner a
posteriori and thus improve profits. We shall not make real-time compensations for under-
generation deviations in wind power. We shall however compensate for over-generation
deviations in wind power. We shall attempt to use the surplus wind power generated on day
D to pump water, thereby avoiding penalties for over-generation on day D and subsequently
use this water in the hydro-plant by discharging it on the following day D+1. Furthermore,
as we are working for the day-ahead market, we shall eliminate all the uncertainty associated
with the process.

B =

∫ T

0

(
πD+1(t)PD+1(t) + πD(t)WD(t)− CD(t)

)
dt (7)

The total profit over the optimization interval [0, T ] is revenue minus cost. Revenue is
obtained by multiplying the hydraulic production, P (t), and the wind power production,
W (t), by the clearing price, π(t), at each hour, t. The unique cost in our system is the cost of
deviation penalties, C(t). Accordingly, and in order for the comparison to be rigorous, the
wind power production is considered to be sold to the market on dayD and that of the hydro-
plant on day D + 1. We shall use superscripts to denote the day under consideration. In
uncoordinated operation, we shall have that z(T ) = bsol. In the coordinated configuration,
the profit obtained shall have to take into account the reduction in deviation penalties,
C(t), and the increase in the volume of water available: z(T ) = bsol + b∗. To illustrate
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the behavior of this solution, we shall consider an example of a wind-hydro power plant
and compare the uncoordinated and the coordinated configurations. We shall see that it is
possible to obtain profit in the latter case.
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Abstract

In this paper we present and analyse a simple two populations model for migra-
tions among two different environments. The interactions among populations are of
competing type for resources. Further, an external agent acts on the populations by
maintaining their levels at constant value. Equilibria are investigated. A sufficient
condition for the coexistence equilibrium is provided.

Key words: populations, competition, migrations
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1 Model formulation

We consider two environments among which two competing populations can migrate, de-
noted by P and Q. Let Pi, Qi, i = 1, 2 be their sizes in the two environments. Here
the subscripts denote the environments in which they live. Let each population thrive in
each environment according to logistic growth, with possibly differing reproduction rates,
respectively ri for Pi and si for Qi, and carrying capacities, respectively again Ki for Pi and
Hi for Qi. We take them to be different, since they may be influenced by the environment.
Further let ai denote the interspecific competition rate for Pi due to the presence of the
popolation Qi and bi denote conversely the interspecific competition rate for Qi due to the
presence of the popolation Pi.

1This paper was completed and written during a visit of the fourth author at the Max Planck Institut
für Physik Komplexer Systeme in Dresden, Germany. The author expresses his thanks for the facilities
provided.
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Let mij the migration rate from environment j to environment i for the popolation Pj

and let nij be the migration rate from j to i for the Qj ’s.

The resulting model has the following form:

Ṗ1 = r1P1(1−
P1

K1

)− a1P1Q1 −m21P1 +m12P2 ≡ A(P1, P2, Q1, Q2), (1)

Q̇1 = s1Q1(1−
Q1

H1

)− b1Q1P1 − n21Q1 + n12Q2 ≡ C(P1, P2, Q1, Q2),

Ṗ2 = r2P2(1−
P2

K2

)− a2P2Q2 −m12P2 +m21P1 ≡ B(P1, P2, Q1, Q2),

Q̇2 = s2Q2(1−
Q2

H2

)− b2Q2P2 − n12Q2 + n21Q1 ≡ D(P1, P2, Q1, Q2).

At this point we make a strong assumption. We suppose that there is an external agent
that keeps the populations in check, by removing individuals of the two populations at rates
u for the P ’s and v for the Q’s. These control activities are performed in the same way in
both environments. Thus (1) gets modified as follows:

Ṗ1 = r1P1(1−
P1

K1

)− a1P1Q1 −m21P1 +m12P2 −
1

2
u(t), (2)

Q̇1 = s1Q1(1−
Q1

H1

)− b1Q1P1 − n21Q1 + n12Q2 −
1

2
v(t),

Ṗ2 = r2P2(1−
P2

K2

)− a2P2Q2 −m12P2 +m21P1 −
1

2
u(t),

Q̇2 = s2Q2(1−
Q2

H2

)− b2Q2P2 − n12Q2 + n21Q1 −
1

2
v(t).

Note that in fact the removal functions u(t) and v are functions of time through all the
population sizes Pi and Qi. These controls are unknown, but we can get by, since we know
their aim, which is to keep both populations at the constant fixed levels P and Q. From
this it follows that P2 = P − P1, Q2 = Q − Q1. Further, we must have Ṗ1 + Ṗ2 = 0 and
Q̇1 + Q̇2 = 0, i.e.

0 = A+B − u, 0 = C +D − v.

Substituting back into the system (2) and eliminating the variables P2 and Q2, we find

Ṗ1 =
1

2
[A−B], Q̇1 =

1

2
[C −D].
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We can now expand these expressions to obtain the final form of the model

Ṗ1 =
1

2

[

P

(

2m12 − r2 + a2Q+
r2
K2

P

)

+

(

r2
K2

−
r1
K1

)

P 2

1 (3)

+P1

(

r1 + r2 − 2m12 − 2m21 − a2Q− 2
r2
K2

P

)

− a2Q1P + (a2 − a1)P1Q1

]

,

Q̇1 =
1

2

[

Q

(

2n12 − s2 + b2P +
s2
H2

Q

)

+

(

s2
H2

−
s1
H1

)

Q2

1

+Q1

(

s1 + s2 − 2n12 − 2n21 − b2P − 2
s2
H2

Q

)

− b2QP1 + (b2 − b1)Q1P1

]

2 Equilibria

Let us consider the system (3). For ease of computation, we shall make the following
re-parametrizations:

α = P

(

2m21 − r2 + a2Q+
r2
K2

P

)

, β =
r2
K2

−
r1
K1

, γ = −a2P < 0,

δ = r1 + r2 − 2m12 − 2m21 − a2Q− 2
r2
K2

P, ǫ = a2 − a1,

ζ = Q

(

2n21 − s2 + b2P +
s2
H2

Q

)

. η =
s2
H2

−
s1
H1

, θ = −b2Q < 0,

ι = s1 + s2 − 2n12 − 2n21 − b2P − 2
s2
H2

Q, κ = b2 − b1;

by means of which the system may be written in the form

Ṗ1 =
1

2

(

α+ βP 2

1 + δP1 + γQ1 + ǫP1Q1

)

, (4)

Q̇1 =
1

2

(

ζ + ηQ2

1 + ιQ1 + θP1 + κQ1P1

)

.

Seeking equilibria, it is easily seen that the origin in the P1 − Q1 phase plane is a
feasible equilibrium only for special values of the total populations P and Q stemming from
the condition

α = ζ = 0, (5)

which give either the condition P = Q = 0, i.e. the ecosystem disappears, or alternatively
the following values for the total population values

P =
(2K2m21 −K2r2) s2 − a2K2 (2H2n21 −H2s2)

a2b2H2K2 − r2s2
, (6)

Q =
(2H2n21 −H2s2) r2 − b2H2 (2K2m21 −K2r2)

a2b2H2K2 − r2s2
.
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Observe that a nonzero value of P in this case means that the whole population P is
contained in the second environment only, as P1 = 0, and similarly for Q. The Jacobian of
(3) in the neighborhood of the origin is

1

2

(

δ γ
θ ι

)

and by means of the Routh-Hurwitz Criterion we can state that the stability of the origin
is ensured by the conditions

1

a2b2H2K2 − r2s2
(a2H2 (b2K2 (−2m12 − 2n12 + r1 + s1) + r2 (2n21 − s2))

+s2 (b2K2 (2m21 − r2) + r2 (2m12 − 2m21 + 2n12 − 2n21 − r1 + r2 − s1 + s2))) < 0

1

a2b2H2K2 − r2s2
(a2H2 (b2K2 ((2m12 − r1) (2n12 − s1)− (2m21 − r2) (2n21 − s2))

+r2 (2n21 − s2) (−2n12 + 2n21 + s1 − s2))

− (2m12 − 2m21 − r1 + r2) s2 × (b2K2 (2m21 − r2) + r2 (2n12 − 2n21 − s1 + s2))) > 0.

In Figure 1 we report a situation leading to this equilibrium.
There are then the two boundary equilibria with only one population in environment

1, P1 or Q1, with population levels that can be calculated from

0 =
1

2
(ζ + θP1)

for Q1 = 0 and for P1 = 0 from

0 =
1

2
(α+ γQ1) ,

each subject to the condition that the other equation in (3) must be satisfied. Thus substi-
tuting these values into the remaining equation in (3), a relationship between the parameters
is obtained, which thus leads to the equilibria

P1 =
Pb2H2 + 2H2n21 + (Q−H2) s2

b2H2

, Q1 = 0, (7)

P1 = 0, Q1 =
Qa2K2 + 2K2m21 + (P −K2) r2

a2K2

,

together with the respective conditions

α =
ζ(δθ − βζ)

θ2
, (8)

ζ =
α(γι− αη)

γ2
.
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We will not expand the latter in terms of the original parameters due to the length of the
resulting equations. We just note that the denominators in general do not vanish but for
degenerate cases. In addition to (8), feasibility conditions are respectively

Pb2H2 + 2H2n21 +Qs2 ≥ H2s2, Qa2K2 + 2K2m21 + Pr2 ≥ K2r2. (9)

The Jacobian matrices in the neighborhood of these boundary equilibria are respectively

1

2θ

(

δθ − 2βζ γθ − ǫζ
θ2 ιθ − κζ

)

,
1

2γ

(

δγ − αǫ γ2

θγ − ακ ιγ − 2αη

)

.

Again by means of the Routh-Hurwitz criterion we can obtain the stability conditions
for these equilibria, that for the point (P1, 0) have the form

θ(δ + ι) > ζ(2β + κ), θ2ǫζ + δθ2ι+ 2βκζ2 > θ
(

γθ2 + 2βζι+ δκζ
)

and for the equilibrium (0, Q1) take the form

γ(δ + ι) > α(2η + ǫ), γ2δι+ αγ2κ+ 2ǫηα2 > γ
(

θγ2 + 2αδη ++αǫι
)

,

having used the fact that γ < 0 and θ < 0.
Then, there is the coexistence equilibrium. From (4) we can see that this point may be

found by intersecting the two nullclines. An analysis of these curves reveals that they are
hyperbolas, apart from degenerate cases. In fact, we can write them e.g. in matrix notation
as follows

(P1, Q1, 1)





β 1

2
ǫ 1

2
δ

1

2
ǫ 0 1

2
γ

1

2
δ 1

2
γ α









P1

Q1

1



 = 0,

and

(P1, Q1, 1)





0 1

2
κ 1

2
θ

1

2
κ η 1

2
ι

1

2
θ 1

2
ι ζ









P1

Q1

1



 = 0,

from which it is immediately seen that the determinants of the matrices in general do not
vanish and

Γ1 = det

∣

∣

∣

∣

β 1

2
ǫ

1

2
ǫ 0

∣

∣

∣

∣

= −
1

4
ǫ2 < 0,

and

Γ2 = det

∣

∣

∣

∣

0 1

2
κ

1

2
κ η

∣

∣

∣

∣

= −
1

4
κ2 < 0,

thereby justifying the above claim. But in view of the fact that apart from γ < 0 and
θ < 0 all the coefficients of the two hyperbolas do not have a definite sign, conditions
ensuring that at least one intersection must be present are not easy to assess. But the set
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Ω = {(P1, Q1) : 0 6 P1 6 P ∧ 0 6 Q1 6 Q} is invariant for the flow generated by (3). This
is a 2-dimensional compact invariant subset, therefore the Poincaré-Bendixson Theorem
holds and we have that the only three possible ω-limit sets for orbits having their initial
conditions in Ω must be

• a critical point,

• a limit cycle,

• a finite number of critical points c1 . . . , ck and a countable number of limit orbits
(heteroclinic and/or homoclinic) whose α- and ω-limit sets belong to {c1 . . . , ck}.

Furthermore, by means of the Sard-Smale Theorem we can easily infer that the subset
of the parameter space in which we can have the non-coexistence equilibria must have
measure zero. Thus for almost all values of the parameters we do not have non-coexistence
equilibria.

Following these results, the problem of finding the coexistence equilibrium reduces to
finding a Dulac function for (3). Up to now, we have the following sufficient condition for
the existence of such a function: if

r2 < min {2m21, r1} , s2 < min {2n21, s1} (10)

then the function

D (P1, Q1) =
1

P1Q1

is a Dulac function for the system (3). This allows us to ensure that whenever the sufficient
condition holds there cannot be any limit cycle, and therefore the system must either tend
to a critical point or to orbits connecting the critical points. One such instance is empirically
shown in Figure 2.

We have also run simulations attempting to obtain persistent oscillations around the
coexistence equilibrium, but were not successful.

3 Conclusion

A metapopulation model with two patches and two competing populations migrating among
them has been considered, subject to the constraint that whole populations are held at a
constant value by an external agent. In particularly unfavorable circumstances the system is
shown to disappear. This can occur only for a special set of parameters, satisfying condition
(5) and thereby giving the total populations at specific levels, (6).

Equilibria containing only one population in just one environment are also obtained for
very specific parameter values, (8) and attain the values given in (7). One population is
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thus surviving in patch 1 and the other one in patch 2. This is clearly possible because in
the assumptions of the model, stating that each one of them grows logistically in absence of
the competing one, we are saying that sufficient resources are available for them to thrive
in each environment.

The existence and stability of the coexistence equilibrium has been shown numerically,
as the analysis proves to be too complicated, in view of the fact that it originates from
the intersection of conic sections, which can be shown to be hyperbolas, but for which the
precise determination of their position in the phase plane it too complicated. Thus even
to establish sufficient conditions for their feasibility is not possible. We provide only (10),
which is rather based on the use of the Dulac function and the Poincaré-Bendixson theorem.

In situations as the one presented here it is important to address the question to what
is the system’s outcome if some of the connecting paths between patches are cut out. Here
unfortunately we are not able to state anything precisely, since all that can be established
is that by annihilating the pairs m12, m21 and n12, n21, thereby stating that one of the two
populations does not migrate, or even just m12 and n12 to mean that the path from patch
2 into patch 1 is blocked, simplifications in the conditions (5), (8) and the corresponding
population levels (6) and (7) are obtained. Note however that not even one of the coefficients
of the conic sections obtained by setting to zero the system (4) attains a definite sign, also
in these special cases. Therefore in this situation not much more can be analytically stated
about the consequences of breaking interpatch communications.
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Figure 1: The origin of the P1—Q1 phase plane is asymptotically stable for the initial
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n21 = 0.3 with P = 250 and Q = 350. Note that using these parameters the sufficient
condition (10) for the existence of a Dulac function does not hold.
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Abstract

We consider the problem of optimal allocation of a redundant component for series,
parallel and k- out of- n systems of more than two components, when all the components
are dependent. We show that for this problem is naturally to consider multivariates
extensions of the joint bivariates stochastic orders. However, these extensions have not
been defined or explicitly studied in the literature, except the joint likelihood ratio
order, which was introduced by Shanthikumar and Yao (1991).
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1 Introduction

The problem of where to allocate a redundant component in order to increase the reliability
of a system is one of the important problems in reliability. Two types of redundancy, active
and standby, are the most common types of redundancy. An active redundant is put in
parallel with a component at the same time and a standby redundant component is put to
use upon the failure of the original component. As an example consider a series system of two
components with random lifetimes T1 and T2 and let us consider an additional component,
with random lifetime S, in parallel redundancy with any of the two components. Then we
have two systems U1 = min{max(T1, S), T2} and U2 = min{T1,max(T2, S)},
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and the problem is which of the two system has a larger lifetime in some probabilistic sense.

This problem has been studied along the 90’s, and more recently in Valdés and Zequeira
(2003), Romera, Valdés and Zequeira (2004) and Valdés and Zequeira (2006). All these pa-
pers consider the case where the components are independent. In the case of dependent
components not too much work has been done, and as far as we know, only the papers
by Kotz, Lai and Xie (2003), da Costa Buneo (2005) and da Costa Bueno and do Carmo
(2007) deals with this problem.

The purpose is to consider this idea when all the components are dependent. Thus,
let us consider a system with n > 2 components with random lifetimes T1, T2, ..., Tn and
an additional component, with random lifetime S, that can be put in parallel or standby
redundancy with any of the n components. Then, we can consider n diferent systems and
the problem is which of the n system has a larger lifetime in some probabilistic sense. First,
we discuss the case of series and parallel systems and later we extend the results to the case
of k-out-of-n systems. For obtaining the results, previously has been necessary to consider
multivariates extensions of the joint bivariates orders introduced by Shanthikumar and Yao
(1991) and Shanthikumar, Yamazaki and Sakasegawa (1991).
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Abstract

With the aid of fixed–point theorem and biorthogonal systems in adequate Banach
spaces, the problem of approximating the solution of a nonlinear Fredholm–Volterra
integro–differential equation is turned into a numerical algorithm, so that it can be
solved numerically.
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1 Preliminaries

Denoting by C([0, 1] × R) and C([0, 1]2 × R) the Banach space of all continuous and real–
valued functions defined on [0, 1]×R and [0, 1]2×R respectively, equipped with their usual
sup–sup norm, let us consider the following problem associated to the Fredholm–Volterra
integro–differential equation: given ρ ∈ R, k1, k2 ∈ C([0, 1]2×R), and f ∈ C([0, 1]×R), find
x ∈ C1([0, 1]) such that

 x′(t) = f(t, x(t)) +
∫ 1

0
k1(t, s, x(s))ds+

∫ t

0
k2(t, s, x(s))ds ((t, s) ∈ [0, 1]2)

x(0) = ρ.
(1)

Frequently the mathematical modelling of problems arising from de real world (see
[17] and the references there are in) deal with problem (1). These are usually difficult
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to solve analytically and in many cases the solution must be approximated (see [9], [10],
[14]-[16]). The use of fixed–point techniques in the numerical study of linear and nonlinear
differential, integral and integro–differential equations has also proven successful in some
works, as [2]–[8], [11] and [12]. The purpose of this work is to develop an effective method for
approximating the solution of (1) using Schauder basis and another classical tool in Analysis:
the fixed–point theorem. This algorithm generalizes the developed ones in [2], [6], [3] and
[12] for linear Fredholm–Volterra integro–differential, nonlinear Volterra integro–differential,
nonlinear Fredholm integro–differential and nonlinear differential equation respectively.

To establish our numerical method, we first need to review some results of a theoretical
nature in section 2. We arrive at a numerical method for approximating the solution of (1)
in section 3, and in order to state the results about convergence and to study the error of
the proposed algorithm, we will assume that k1, k2 and f satisfying a Lipschitz condition
with respect to the last variables: there exist Lf , Lk1 , Lk2 ≥ 0 such that

|f(t, y)− f(t, z)| ≤ Lf |y − z|

|k1(t, s, y)− k1(t, s, z)| ≤ Lk1 |y − z|

|k2(t, s, y)− k2(t, s, z)| ≤ Lk2 |y − z|

for t, s ∈ [0, 1] and for y, z ∈ R, with M := Lf + Lk1 + Lk2
2 < 1. Finally, in section 4 we

illustrate the theoretical results with a example.

2 Two tools of a theoretical nature.

Two fundamental tools will be used to establish the algorithm needed to solve the problem
(1). The first is the Banach fixed–point theorem (see [1]):

Banach fixed–point theorem. Let (X, ‖ · ‖) be a Banach space, let F : X −→ X and
let {γn}n≥1 be a sequence of nonnegative real numbers such that the series

∑
n≥1 γn is

convergent and for all y, z ∈ X and for all n ≥ 1, ‖Fny − Fnz‖ ≤ γn‖y − z‖. Then F has
unique fixed point x ∈ X. Moreover, if x is an element in X, then we have that for all
n ≥ 1,

‖Fnx− x‖ ≤ (
∞∑

i=n

γi)‖Fx− x‖.

In particular, x = limn F
n(x).

The second tool applied consists of biorthogonal systems in Banach spaces C([0, 1]) and
C([0, 1]2) (see [13] and [18]). We will make use of the usual Schauder basis for simplicity
in the exposition, although the numerical method given works equally well by replacing it
with any complete biorthogonal system in C([0, 1]2). Let us consider the usual Schauder
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bases {bn}n≥1 in the space C([0, 1]) and {Bn}n≥1 in C([0, 1]2) and {Pn}n≥1 and {Qn}n≥1 the
sequences of (continuous and linear) projections in C([0, 1]) and C([0, 1]2) respectively. Let
it be {b∗n}n≥1 and {B∗n}n≥1 the associated sequence of (continuous and linear) coordinate
functionals in C([0, 1]) and C([0, 1]2) respectively.

3 The numerical method. Study of convergence and error.

Our starting point is the formulation of (1) in terms of a certain operator L as follows: let
T : C([0, 1]) −→ C([0, 1]) be the linear and continuous operator defined by

Tx(t) := ρ+
∫ t

0
f(u, x(u)) du+

∫ t

0

∫ 1

0
k1(u, s, x(s)) ds du+

∫ t

0

∫ u

0
k2(u, s, x(s)) ds du

(0 ≤ t ≤ 1, x ∈ C([0, 1])).

It is a simple matter to check that a function x ∈ C1([0, 1]) is the solution of (1) if and
only if x is a fixed point of the operator T .

The condition assumed on M and the Banach fixed point theorem allow us to establish
the existence of one and only one solution x of (1), which is

x = lim
m
Tm(x).

On the other hand, using Schauder’s bases introduced in the section 2, let us consider
the functions ϕ ∈ C([0, 1]) and φ1, φ2 ∈ C([0, 1]2), defined respectively by

ϕ(t) = f(t, x(t)),

φ1(t, s) = k1(t, s, x(s)),

φ2(t, s) = k2(t, s, x(s)).

Let {δn}n≥1, {µn}n≥1, {νn}n≥1 be the sequences of scalars satisfying ϕ =
∑

n≥1 δnbn, φ1 =∑
n≥1 µnBn, φ2 =

∑
n≥1 νnBn. Then for all t ∈ [0, 1] we have that

(Tx)(t) = ρ+
∑
n≥1

δn

∫ t

0
bn(u) du+

∑
n≥1

µn

∫ t

0

∫ 1

0
Bn(u, s) ds du+

∑
n≥1

νn

∫ t

0

∫ u

0
Bn(u, s) ds du

(2)
where

δ1 = ϕ(t1); and for n ≥ 2, δn = ϕ(tn)−
n−1∑
k=1

b∗k(ϕ)bk(tn)

and
µ1 = φ1(t1, t1), ν1 = φ2(t1, t1)
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and for n ≥ 2,

µn = φ1(ti, tj)−
n−1∑
k=1

B∗k(φ1)Bk(ti, tj),

νn = φ2(ti, tj)−
n−1∑
k=1

B∗k(φ2)Bk(ti, tj), with τ(n) = (i, j),

where

τ(n) :=


(
√
n,
√
n), if [

√
n] =

√
n

(n− [
√
n]2, [

√
n] + 1), if 0 < n− [

√
n]2 ≤ [

√
n]

([
√
n] + 1, n− [

√
n]2 − [

√
n]), if [

√
n] < n− [

√
n]2

and for a real number p, [p] will denote its integer part.

We can then calculate iteratively using (2), at least in a theoretical way, the solution
of (1). From a practical viewpoint, in general these calculations are not possible explicitly.
The idea of our numerical method is to use an appropriates Schauder basis in the spaces
C([0, 1]), C([0, 1]2) truncating the functions of such spaces by means of the projections of
the Schauder bases. Specifically, in view of (2), we consider the sequence {xr}r≥0 defined
as follows:

Let x0(t) := x(t) ∈ C1([0, 1]) and m ∈ N. Define inductively, for r ∈ {1, . . . ,m} and
0 ≤ t, s ≤ 1 the functions:

ϕr−1(t) := f(t, xr−1(t))

σr−1(t, s) := k1(t, s, xr−1(s))

ψr−1(t, s) := k2(t, s, xr−1(s))

xr(t) := ρ+
∫ t

0
Pnr(ϕr−1(u)) du+

∫ t

0

∫ 1

0
Qn2

r
(σr−1(u, s)) ds du+

∫ t

0

∫ u

0
Qn2

r
(ψr−1(u, s)) ds du,

where nr ∈ N with nr ≥ 2.

The following result show that the sequence {xr} approximates the solution of (1) and
give the error. For this, let us assume that k1, k2 ∈ C1([0, 1]2 × R), f ∈ C1([0, 1]× R) such
that for each i ∈ {1, 2}, ki,

∂ki
∂t ,

∂ki
∂s ,

∂ki
∂x , f,

∂f
∂t ,

∂f
∂x satisfy a global Lipschitz condition in

the last variable.

Theorem. Let m ∈ N, nr ∈ N, nr ≥ 2 and, {ε1, . . . , εm} a set of positive numbers such
that for all r ∈ {1, . . . ,m}

∆Tnr ≤
εr

2Λr−1(β + 3β2)
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where
Λr−1 := max

{
‖ϕ′r−1‖,

∥∥∥∥∂σr−1

∂t

∥∥∥∥ , ∥∥∥∥∂σr−1

∂s

∥∥∥∥ , ∥∥∥∥∂ψr−1

∂t

∥∥∥∥ , ∥∥∥∥∂ψr−1

∂s

∥∥∥∥}
Then

‖Txr−1 − xr‖ ≤ εr.

Moreover, if x is the exact solution of the integro–differential equation (1), then the error
‖x− xm‖ is given by

‖x− xm‖ ≤
Mm

1−M
‖Tx− x‖+

m∑
r=1

Mm−rεr.

4 A numerical example

We consider the following Fredholm-Volterra integro-differential equation with the exact
solution x(t) = t2. Its numerical results are given in following table.


x′(t) =

1
120

(10 + 180t− 15t3 − 6t5)t+
1
8
tx(t)

+
∫ 1

0
(2− 3(s+ t) + 6st)x(s)ds+

∫ 1

0

st

5
x(s)ds ((t, s) ∈ [0, 1]2)

x(0) = 0.

We have fixed the subset {ti}i≥1 chosen for constructing the Schauder basis {bn}n≥1

in C([0, 1]) and {Bn}n≥1 in C([0, 1]2), specifically, t1 = 0, t2 = 1; and for n ∈ N ∪ {0},
ti+1 = 2k+1

2n+1 if i = 2n + k + 1 where 0 ≤ k < 2n are integers. To define the sequence {xr},
we take nj = i (for all j ≥ 1). In addition we include, a table exhibiting, for i = 9, 17
and 33, the absolute errors committed for certain representative points of [0, 1] when we
approximate the exact solution x(t) by means of the iteration xr(t).

Table. Absolute errors for the example
i = 9 i = 17 i = 33

t |x4(t)− x(t)| |x4(t)− x(t)| |x4(t)− x(t)|
0.125 7.63E−4 1.84E−4 4.04E−5
0.250 1.25E−3 3.02E−4 6.42E−5
0.375 1.47E−3 3.52E−4 7.12E−5
0.5 1.42E−3 3.35E−4 6.11E−5

0.625 1.10E−3 2.47E−4 3.36E−5
0.750 4.84E−4 8.88E−5 1.15E−5
0.875 4.30E−4 1.44E−4 7.47E−5

1 1.65E−3 4.54E−4 1.56E−4

c©CMMSE ISBN:978-84-615-5392-1Page  181 of  1573



Fixed point techniques and Schauder bases to approximate the solution. . .

Acknowledgements

Research partially supported by Junta de Andalućıa Grant FQM359 and the E.T.S.I.E. of
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Abstract

We describe the analysis of a Hadoop map-reduce programming platform running on
a non-dedicated computer cluster. In the work presented, we have a group of local appli-
cations sharing the computational resources with additional Hadoop applications. Our
proposal describes the use of shared resources to execute read-mapping bioinformatics
Hadoop applications. To do so, we must ensure that local applications performance is
not affected. Also, the effective use of a Hadoop platform on a non-dedicated system
needs a special analysis and configuration of a list of parameters. One of the most
relevant aspects to consider is the job scheduling policy to allow the co-scheduling of
several instances of Hadoop applications.

Key words: map-reduce, job scheduling, bioinformatics, non-dedicated cluster

1 Introduction

Recent advances in different scientific disciplines are generating vast amounts of data that
must be stored and analysed efficiently. In this sense, it is interesting to consider the impact
of Next Generation Sequencing technologies that provide whole genomes as the result of
each experimentation.

Large data repositories are usually built on top of computer clusters. In this way, we
can use the added computing and storage capacity of all the individual computers. This
kind of systems have become the most common source of computing found in the majority
of scientific laboratories.
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In many institutions, specially universities and research centers, we can find computer
workstation networks that are shared by different users as non-dedicated environments.
That is, systems run well-known local tasks usually with a tight schedule. This is the case
of computer laboratories devoted to teaching activities in university schools. Such non-
dedicated resources are also used to run scientific applications in idle times using tools like
Condor [1] or by the implementation of a social contract that does not compromise the
resources needed by the local applications.

Our main goal is to evaluate the usage of such non-dedicated cluster to execute data
intensive parallel applications without disturbing the system response to local applications.
We are going to evaluate the performance of a system when running a well defined set of
local load together with an additional set of data intensive Hadoop [2] applications. We
are using control groups [3] to make reservations of needed computational resources. A
new Hadoop job scheduler will be presented to select Hadoop tasks to be executed from a
queue of pending jobs. The policy implemented by the scheduler will analyze the available
resources of the non-dedicated cluster and the properties of the launched additional Hadoop
tasks to improve resource usage and execution times.

In section 2, we are describing the background of the work, namely mapReduce environ-
ments like Hadoop and bioinformatics applications that run on Hadoop. Then, in section
3, we describe the applications considered as local and additional load. Finally, in section
4 we are showing the experiments done and, in section 5 some conclusions obtained.

2 Bioinformatics Hadoop applications and related work

During the last years, programming paradigms and computing platforms needed by web
and High Performance Computing (HPC) applications are converging. The usage of highly
distributed NoSQL databases like Cassandra [5] or Hbase [4] for many large dataset oper-
ations in web applications with millions of users has required the use of computer clusters
to store the data. These web applications also have promoted the use of new programming
environments that facilitate the task of processing large amounts of user data in parallel.

As a consequence, new cloud scientific applications, specially in the bioinformatics field
are adopting the same tools and environments to solve large data set processing problems
like genome sequencing and alignment [6].

From this point of view, if we evaluate the traditional parallel programming environ-
ments, application designers have a list of responsibilities to face:

• Decide problem granularity by decomposing the problem in parts

• Task allocation in each node of the computer system

• Coordinate synchronization of different processes in execution
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• Fault tolerance policies

Some of these tasks need a certain detailed knowledge of the hardware aspects of the
computing system in use. Therefore, parallel applications are usually closely coupled to the
hardware where they run on and make it difficult to port applications to other platforms.
Programming models like MPI and OpenMP provide a certain level of abstraction over the
communication and synchronization operations. Unfortunately, programmers still need to
confront many of the design decisions mentioned above. Additionally, programming models
are focused on CPU-intensive problems and do not provide a good support for large input
data processing.

As a solution to these needs, Google proposed using the map-reduce paradigm [7] fo-
cused on processing large input data problems. Map-reduce programs are automatically
parallelized and executed in a computer cluster. At runtime, the system provides solutions
to each of the parallel application responsibilities. For instance, it applies a predefined in-
put data partitioning policy, a scheduling of the program tasks into the different computer
nodes, a fault tolerance management policy, and a transparent communication pattern be-
tween the different tasks of the application. With this model, programmers without much
experience in distributed environments can effectively use a potentially large system.

Map-reduce is a programming paradigm specially well suited for data parallel appli-
cations. Programmers must specify the flow needed for processing input data using two
functions: map and reduce. Input data are first processed in blocks to generate intermedi-
ate key-value pairs with the use of map tasks. Then, all keys are automatically sorted and
merged to allow each reduce task to receive all values generated for a certain sorted key set.
Then, values are processed and outputs are finally generated.

Hadoop [2] is a highly configurable map-reduce framework developed as an Apache
project. It is implemented in Java and is composed of two main subsystems: HDFS dis-
tributed file system and the Hadoop task running system. Both are designed using a master-
worker architecture where a master coordinates the local tasks performed by workers.

Figure 1: Hadoop main components overview.
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The specific behavior of Hadoop is managed with the help of a set of more than a hun-
dred configuration parameters. We can adapt the execution conditions of the applications
to the actual system in use by providing specific values. In fig. 1 we show the stack of
software in the system when a Hadoop application is running. In this case, when consider-
ing the configuration of the system we need to address a different set of variables in each
of the levels of the stack. Then, we need to identify which variables are relevant for our
applications and which values provide the best performance. We will follow a top-down
approach with the objective of generalizing relevant aspects to the inner layers of the stack.

An example of a parameter to analyse is the scheduling policy. It should be adapted to
co-schedule tasks for many instances of the same application at the Hadoop level. We also
will define a set of non-dedicated computational resources to be used by the Java Virtual
Machine and the Hadoop applications that will change during the day. User defined job
scheduling policies can be used in Hadoop just by configuring a module of the system. By
default, job scheduling is done dynamically. Jobs are divided into sets of map and reduce
tasks which are placed in a task queue. Hadoop scheduler, managed by master Job Tracker,
picks available nodes to launch as many local tasks as possible.

Hadoop job scheduling starts when a cluster node is ready to execute a task, Job Tracker
receives a heartbeat signal with a status report. Then it looks for a task in the queue that
needs a data block located in the available node. If such a task is found, it is sent to the
available node. Else, it selects the first task available to be executed. For each user task
to be executed, local Task Tracker creates a new Java Virtual Machine to run it. When
the task is completed, Task Tracker eliminates the JVM and reports new idle state to the
Job Tracker. Hadoop selects jobs by default applying a FIFO policy. For shared clusters, it
also provides some alternatives like Capacity [8] and Fair Share [9] policies to ensure that
all tasks receive the same amount of resources over time.

Hadoop framework is aimed for clusters of hundreds of nodes where datasets are dis-
tributed. Many of the default parameters and policies are not suitable for non-dedicated
systems like ours. For example, data replication policies ensure a reliable fault tolerance
behavior, as a node failure is a probable event in large systems, rather than pursuing a
better performance by good data locality policies.

In summary, we need to adapt policies and parameters of Hadoop when running static
workloads on top of smaller sized non-dedicated clusters. We will analyse the impact of
the framework parameter adjustments on the performance of the applications to look for
efficiency without affecting local applications.

Other existing projects are adapting map-reduce frameworks to use shared computing
resources. Projects like Moon [10] have carried out a similar work of adjusting a map-reduce
framework to an opportunistic environment. Also, Adapt project [11] proposes the use of
placement strategies in order to improve the performance of map-reduce applications where
computing nodes enter and leave the system at any time. Purlieus [12] provides a Hadoop
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cluster made of virtual machines as a cloud data center.

Many projects have studied the tuning of the Hadoop parameters to improve its perfor-
mance. Work of Jiong et al [13] tries to generate a good allocation of resources in hetero-
geneous computing environments by considering relative capacities of the different nodes.
Techniques like delay scheduling [14] improves map-reduce locality delaying the assignation
of a task to a node waiting for a free slot with a requested data block.

We share with Zhenhua et al [15] the need of a global decision mechanism to allocate
data blocks. They propose an integer linear programming technique while we are creating
workgroups of similar jobs in terms of their data access.

Finally, Hadoop resource usage studies have also used c-groups for computing resource
reservation [16].

For our work, we are considering a constant set of homogeneous non-dedicated computer
nodes running a static workload.

3 Running Hadoop jobs in a non-dedicated cluster

Our experimentation analyzes the sharing of computing resources among two different kind
of applications. First of all, we describe the characterization of the local applications. Then,
we describe the parallel applications we are going to execute concurrently. Finally, we show
the effect of the Hadoop adaptation to the non-dedicated system in the execution of a group
of Hadoop applications.

First, we need to ensure that local user applications are not affected during their exe-
cution. To do that, we are reserving the resources they need with the use of resource pools
named containers.

We propose the use of Linux container implementation. The control groups, cgroups,
allow us to reserve resources on the cluster nodes. These resources of each node are divided
into a subsystems hierarchy and each cgroup defines a specific percentage of use of a sub-
system. From there, we can assign applications, users and processes to each cgroup defining
how any combination of cluster resources will be shared.

3.1 Local user activity

Local user activity is modeled by a parametrized benchmark suite. In this way, each pro-
gram defines a percentage of the actual resource consumption: CPU, memory and network
bandwidth. We use this parameters to represent typical Best-Effort applications that run
locally in our system. We have profiled our teaching laboratories during some weeks to have
a list of realistic values for comparing the benchmark execution.

Table 1 shows a characterization of local applications we considered for our work. In
this table we define five different profiles of use of local resources, being a selection of NAS
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Profile NAS %CPU %MEM DISK read DISK write NET recv NET sent

A EP.A (serial) 99 0.2 26 7 1.32 2.06

B MG.B (serial) 99 42 37 23 3.84 3.42

C IS.C (serial) 20 95 23000 12000 0.77 0.72

D CG.A (parallel) 40 55 54 21 1890 1845

E FT.A (parallel) 63 61 67 17 1025 965

Table 1: Characterization of the local load using NAS applications. Disk metrics are in
blocks/sec and network in Bytes/sec

serial and parallel applications. We describe application needs in terms of CPU, Memory,
disk and network usage.

3.2 Hadoop bioinformatics applications

In this work, we have used an implementation of MAQ [17] designed to align short read
DNA sequences to a reference genome.

Map-reduce applications can be classified depending on the volume of the data processed
in the different stages of the execution. MrMAQ [18] is a Reduce input heavy application
programmed in Java using Hadoop open source map-reduce implementation. The basic
principles of the application are the same as MAQ: to find matches of a list of short reads
with a provided genome reference by using a seed and extend algorithm.

The design of MrMAQ is based on previous map-reduce bioinformatics application
ideas [6]. In our particular implementation, Map tasks read both reference and read files
to generate 28 base pair seeds from both. Reducers receive keys with matching read and
reference sequences, known as hits. Then, reducers extend the alignment for all hits found
and calculate their alignment qualities. The application returns a list of all short reads,
their alignment positions in the reference, and their alignment qualities.

4 Results

To evaluate the performance of local and Hadoop workload processing, we have used a
computer cluster consisting of 9 nodes interconnected by a 100 Mbit network. Nodes are
dual processor Intel Pentium 3,4 GHz, with 1 GB of memory and 44 GB of disk for each
node. Hadoop version used was 0.20.2 with Oracle Java VM 1.6.0-16. All nodes where
running Linux version 2.6.31.

Our non-dedicated cluster runs well-known controlled local load. This load varies over
time, allocating a few hours to each local application. We are using several cgroups to define
different resource usage configurations to be used by each node of the system during the
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normal day activities.
To evaluate the effect of this resource reservation in the local load, we have done a

series of experiments. We define a mix of local and additional Hadoop load that executes
concurrently with the objective of assuring that the local load is not affected when cgroup
resources suit the applications needs. Fig. 2 shows results of the resource consumption
when both applications are sharing the resources under different reservation values. We
describe the applications execution time in percentage of the time of running alone. Each
experiment runs on decrementally local reservation conditions. From there, we select those
levels that maximize the resource usage for the rest of the analysis.

Figure 2: Execution of local and parallel load using cgroup resource reservation

We also analyze the Hadoop application to find the number of map and reduce tasks
that minimizes the execution time. In fig 3 we show the execution times of the Hadoop
application with 1 Gigabyte input size. From those graphs, we use the number of map and
reduce tasks that minimize execution time. In our case, 32 maps and 8 reducers.

Another objective of the work is to evaluate the resources needed by the Hadoop map-
reduce applications. For that, we studied the data consumption pattern of mrMAQ, shown
in fig 4, in terms of amount of data read and written during the execution. The amount
of map output data generated became seven times larger than original input. We call
this behavior heavy reduce input. For this kind of data pattern we try to provide as
much memory as possible to store intermediate data in Hadoop buffers. Hadoop will save
intermediate data to disk every time the buffers fill up, so having larger buffers will avoid
spill disk accesses.

Multiple instances of Hadoop applications contend for access to a common set of input
files. As those applications are launched, all their map and reduce tasks are available
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Figure 3: Evaluation of map and reduce tasks of the Hadoop application

Figure 4: Data read and write consumption profile during the execution

in the Hadoop task queue. Those tasks that request the same input data blocks can be
co-scheduled to be executed together. In our case, Hadoop jobs are instances of read-
mapping mrMAQ application. All instances that share the same genome reference file form
a workgroup. We have developed a new scheduling policy to seek affinity between those
tasks in a workgroup that request access to the same input blocks. By this, we want to
improve the co-scheduling of tasks that share resources like common input files or need
to access the same resource like CPU. A workgroup is treated as a new job entity to be
executed by Hadoop.

The scheduling policy implemented follows a simple mechanism. First, a worker Task
Tracker sends a heartbeat signal to the master Job Tracker to inform that the node is ready
to execute a new task. Then, Job Tracker looks through the tasks of the first job in queue
to find a task that is requesting the access to the blocks located in the available node. Then,
for all free task slots in the node, the policy also evaluates the jobs queued in search of tasks
accessing the same data block. Those tasks will also be assigned to execute in the node.
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Our work environment is based on the principle that all applications that share files
already form a group before their execution. This assumption is not realistic in most cases.
In our cluster, the different instances of the read mapping application arrive at known times
and, therefore, can be launched in specific times.

Scheduling system also needs to consider a limited job queue and a job admission
module that evaluates the number and size of workgroups that are allowed to be in the
queue and launched concurrently. In this way, we can avoid long waiting times for tasks in
the execution queue.

Figure 5: Makespan times of a workgroup execution

Each job submitted to the cluster has an input size of 3.5 GB. Input files were divided
into 62 blocks of 64 MB that are distributed between the nodes running HDFS. To evaluate
the effects of the block distribution in data locality we did not use block replication. All
jobs submitted to the cluster were composed of 62 maps and 14 reducers.

Figure 5 shows the execution times of a workgroup with each job sharing the same
genome reference file. We evaluate the execution time increasing the amount of jobs queued
from 1 to 64. Makespan time was used as a metric for evaluating the scheduling policy.
That is, the total time since the first job was submitted to the cluster until the end of the
last execution of job queued.

Scheduling policies compared were FIFO, Fair scheduler and the proposed policy. Fair
policy uses a pool of jobs, while the rest use a job queue. In figure 5, we show makespan
times obtained by the policies when running an increasing amount of jobs. Results show
that the policy proposed improves the average makespan time in 7.8% when compared to
FIFO and 8.3% against Fair Scheduler.

In the second set of experiments we used four different reference files. That is, we
are executing four workgroups concurrently to compare the execution times using FIFO,
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Capacity, and the proposed policy. For the case of Capacity scheduler, we are defining
four queues, one for each workgroup. Then, jobs submitted to the cluster were assigned to
the corresponding workgroup queue. Cluster resources like available slots were distributed
evenly among all queues. The other policies are using a single job queue.

Figure 6 shows makespan times for an increasing amount of jobs belonging to the four
workgroups. The number of jobs belonging to each workgroup is divided equally among
the number of jobs issued. Results show that the policy proposed improves the average
makespan time in 7.3% when compared to FIFO and 3.2% when compared to Capacity
scheduler.

Figure 6: Makespan times of 4 workgroup execution

Both makespan figures show the benefits of applying our framework adaptations to our
system. As the Hadoop applications are very dependant on the reduce phase, we need to
focus on further improvements on the reducers to get more relevant results.

5 Conclusions and future work

We have analysed the adaptation of Hadoop map-reduce framework to run various instances
of bioinformatic applications in a non-dedicated computer system. For that, we have de-
scribed the application data consumption patterns and presented a new scheduling policy
that defines workgroups of applications so that they are co-scheduled together. The execu-
tion of these Hadoop bioinformatic applications must be adapted to use existing computing
resources so that local applications are not affected. We propose the use of cgroups to make
adequate resource reservations during the daily use of our non-dedicated computer system.

Next steps in the research will consider the dynamic definition of local resources and
the impact of local resource occupation to the Hadoop application workgroups. Then, the
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scheduler will modify its choice of applications to consider tasks that fit better the available
resources.

Acknowledgements

This work has been supported by projects number TIN2007-64974 and TIN2011-28689 of
Spanish Ministerio de Ciencia y Tecnologia (MICINN).

References

[1] D. Thain, T. Tanembaum, M. Livny, Distributed Computing in Practice: The
Condor Experience, Concurrency and Computation: Practice and Experience 17 (2005)
323–356.

[2] T. White, Hadoop. The Definitive Guide, Second edition. O’Reilly, Sebastopol, 2011.

[3] G. Banga, P. Druschel, J.C. Mogul, Resource containers: A new facility for
resource management in server systems, Proceedings of OSDI 1999 (1999) 45–58.

[4] L. George, Hbase. The Definitive Guide, First edition. O’Reilly, Sebastopol, 2011.

[5] E. Hewitt, Cassandra. The Definitive Guide, First edition. O’Reilly, Sebastopol, 2011.

[6] M. Schatz, B. Langmead and S. L. Salzberg, Cloud Computing and DNA data
race, Nature Biotechnology 28 (2011) 691–693.

[7] J. Dean, S. Gemawat and J. A. Wheeler, map-reduce: simplified data processing
on large clusters., ACM Communications 51 (2008) 107–113.

[8] Capacity Scheduler, Tech. rep., Retrieved: February, 2012. http://hadoop.apache.
org/common/docs/r0.20.2/capacity_scheduler.html

[9] Fair Scheduler, Tech. rep., Retrieved: February, 2012. http://hadoop.apache.org/
common/docs/r0.20.2/fair_scheduler.html

[10] H. Lin, J. Archuleta, W. Feng, M. Gardner, Z. Zhang, MOON: map-reduce
On Opportunistic eNvironments, Proc. of the 19th ACM HPCD 2010.

[11] H. Jin, X. Yang, X. Sun, I. Raicu, ADAPT: Availability-aware map-reduce Data
Placement for Non-Dedicated Distributed Computing, Proc. of ICDCS 2012.

[12] B. Palanisamy, A. Singh, L. Liu, B. Jain, Purleius: Locality-aware Resource Allo-
cation for map-reduce in a Cloud, Proc. of ACM/IEEE Conf. on Supercomputing 2011
2011.

c©CMMSE ISBN:978-84-615-5392-1Page  194 of  1573



Job Scheduling in Hadoop Non-dedicated Shared Clusters

[13] J. Xie, S. Yin, X. Ruan, Z. Ding, Y. Tian, J. Majors, A. Manzanares, X. Qin,
Improving map-reduce Performance through Data Placement in Heterogeneous Hadoop
Clusters , Proc. of IEEE IPDPSW 2010.

[14] M. Zaharia, D. Borthakur, J.S. Sarma, K. Elmeleegy, S. Shenker, I. Sto-
ica, Delay scheduling: a simple technique for achieving fairness in cluster locality and
scheduling, Proc. of the 5th ECCS 2010.

[15] Z. Guo, G. Fox, M. Zhou, Investigation of Data Locality in mapReduce, Tech.
Report, Indiana University 11/27/2011.

[16] A. Qin, D. Tu, C. Shu, C. Gao, Xconveyer: Guarantee Hadoop throughput via
lightweight OS-level virtualization, Proc. of IEEE 8th Conf. on Grid and Cooperative
Computing 2009.

[17] H. Li, J. Ruan, R. Durbin, Mapping short DNA sequencing reads and calling variants
using mapping quality scores, Genome Research 18 (2008) 1851–1858.

[18] A. Espinosa, P. Hernandez, J.C. Moure, J. Protasio, A. Ripoll, Analysis and
improvement of map reduce data distribution in read mapping applications, Journal of
Supercomputing. To appear. DOI 10.1007/S11227-012-0792-8

c©CMMSE ISBN:978-84-615-5392-1Page  195 of  1573



Proceedings of the 12th International Conference

on Computational and Mathematical Methods

in Science and Engineering, CMMSE 2012

July, 2-5, 2012.

Ordering and Allocating Parallel Jobs on Multi-Cluster

Systems
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Abstract

The scheduling of jobs in a multi-cluster heterogeneous environment is known as a
NP-hard problem, not only for the resource heterogeneity, but also for the possibility of
applying co-allocation to take advantage of the greater amount of resources. Previous
works in the literature have usually dealt with the co-allocation problem by acting on
each jobs, present in the waiting queue, individually. In a previous work, the authors
overcome these works by presenting a strategy based on Mixed Integer Programming,
which was able to simultaneously allocate all those jobs that fitted into the available
resources.

In this paper, the authors present a new algorithm with the power to treat all jobs in
the waiting queue as a complete set. The algorithm deals with the job execution order to
obtain the fairness allocation, or co-allocation when necessary, that can provide better
execution times for all of them.

Key words: Job Scheduling, Multi-Cluster Heterogeneity and Performance, Co-Allocation

1 Introduction

Multi-cluster environments are made up of several clusters of computers, using a dedicated
interconnection network with a more predictable performance than in grid environments [1].
In these environments, co-allocation strategies allow jobs to be allocated across different
clusters, permitting to execution of those jobs with more requirements than available in
each single cluster, thus reducing the internal fragmentation taking advantage of available
resources from different clusters, and thus, increasing the job throughput by reducing the
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waiting times in the system queue [2]. However, allocating jobs across different clusters can
reduce the overall performance when co-allocated jobs contend for the inter-cluster network
bandwidth. Moreover, the heterogeneity of the processing and communicating resources
notably increases the complexity of the scheduling [2][3][4][5][6] .

A common issue in those previous works is that jobs are treated individually. This
means that allocating a job without taking the rest of jobs into account can reduce the
performance of future allocations, and could decrease overall system performance [7]. To
extend those previous approaches, the authors developed a new scheduling strategy, named
PAS [8], which selects the best suitable resources by means of a Mixed Integer Programming
for a set of jobs that fits the available resources, but without changing the jobs order in the
system queue.

The main constraint of the PAS strategy is its limitation to act on a set of jobs that fit
the available resources without disturbing the arrival order. In the present work, the authors
proposed a new strategy called METL, for Minimum Execution Time Loss, which is able
to overcome this limitation considering not only the best allocation, but the order for all
the jobs in the waiting queue. This strategy has been tested experimentally and compared
with the most common techniques of the literature. The results show that ordering and
allocating jobs considering the available resources and their processing- and communicating-
requirements, provides best job execution time results than the classic policies.

The rest of the paper is organized as follows. In Section 2, the authors present the
strategy for multiple job co-allocation in a multi-cluster environment. Section 3 shows the
experimental results. Finally, the conclusions are presented in Section 4.

2 METL Scheduling Policy

In this paper, we consider the parallel jobs following the Bulk-Synchronous Parallel model
(BSP) [9] where jobs are made by a fixed number of tasks with similar processing and
communication requirements. Under these assumptions the execution time can be expressed
as

Tej = Tbj · [σj · SPj + (1− σj) · SCj ] (1)

where Tbj denotes the base time of the job j obtained by its execution in dedicated
resources, and σj denotes the relevance of the processing time with respect to the commu-
nication. SCj and SPj are the slowdown due to the inter-cluster links and the allocated
processing resources respectively. While there is no inter-cluster saturation on the commu-
nication links used, SCj = 1. Otherwise, SCj takes its value from the degree of saturation
of the most saturated inter-cluster link used by j, calculated as explained in [10].

A good job co-allocation reduces the network saturation. Previous results [10] had
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shown that the allocation of sets of jobs considering both their processing and communica-
tion requirements, can be beneficial for the global job’s performance.

On the other hand, SPj determines the effect of the allocated resources on the job
execution time. Let R be the set of resources allocated to job j, SPj is defined as

SPj = max
r∈R
{(Γr)

−1} (2)

where Γr be the effective power for each resource r ∈ R. This normalized metric defined
in [10] relates the processing power of each resource with its availability, being Γr = 1 when
resource r ∈ R has capacity to run tasks at full speed, and otherwise Γr < 1.

The METL policy is able to treat a set of jobs, obtaining their allocation and also their
execution order. The way in which the policy is called is an important issue. By calling
it every time there is a single job on the waiting queue, it will be impossible to obtain
advantage of its ordering capability. On the other hand, trying to allocate a big amount
of jobs together could produce bigger waiting times for the jobs, and also the possibility
to have unnecessary idle computing resources. By this METL is called under the next two
assumptions:

1. If there is a single job on the system queue and enough resources, it will be scheduled
alone in the most powerful resources but reducing the number of used inter-cluster
boundaries.

2. If there are not enough resources to allocate the job, it must wait in the system queue.
Before the job will be allocated, it could be possible that other jobs enter to the system
queue. METL will be called when any resources became free, then all jobs waiting in
the system queue become the set of jobs to be treated.

On the next subsections we elaborate the way in which METL obtains the job resource
allocation and determines their execution order.

2.1 Job Resource Allocation

The main aim of this step is to determine the allocation that can reduce the execution time
of a set of jobs, and also to reduce the number of used computational nodes with higher
effective power used. There are two steps to do this:

1. Calculating the best allocation: Taking into account the available resources when the
policy is applied, the allocation that obtains its minimum execution time is calculated
for each individual job. This allocation defines the lower bound execution time.

2. Reducing under-utilised resources. For each of the previous obtained allocations,
it is determined those task assignments that do not contribute to reduce the job
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execution time. This situation comes from the fact that in the co-allocation process
computational nodes r with different effective power (Γr) could be allocated, then
the processing time for the tasks allocated in the powerful resources will be reduced
but not their global execution time, due to communication synchronizations. Thus,
those tasks assigned to nodes with higher Γr will be moved to other nodes with equal
Γr than the slowest allocated resources. This re-allocation aids to reduce the inter-
cluster links usage and to release the under-utilised resources providing better future
allocation opportunities.

Figure 1 shows an example of the job resource allocation procedure. We assume an
environment made by two clusters C1={N1,N2} with an effective power ΓN1 = ΓN2 = 0.75
and C2={N3,N4} with ΓN3 = ΓN4 = 0.5, which means that cluster C1 is more powerful
than C2. For the example, a job made by three tasks ready to be allocated is also supposed.
In the figure, the x-axis represents the execution time, and the y-axis the computational
nodes, with its respective effective power values. The two steps of the allocation procedure
are shown side-by-side.

Figure 1: Job Resource Allocation
.

On the left, the first allocating solution obtains the minimum execution time for the
job, which are {N1,N2,N3}. However, the final execution time for the job is bounded by
the slowest allocated node, which is N3. Thus, the use of the most powerful nodes does not
imply the reduction of the job execution time. In this situation, the second step redefines
the allocation, as it is shown in the right side, by moving a task from N1 to N4, without
penalizing the job execution time and providing better future opportunities.

2.2 Job Allocation Ordering

The main aim of this step is to determine the best order for the set of jobs in the system
queue in order to minimize the global execution time. To reach this global optimization with
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a fair scheduling for all the jobs, our proposal is to select in each algorithm step the job with
the least loss in its execution time considering the status of resources and its availability.

1. Execution time loss calculation. For each job, the difference in execution time with the
current resources status, with respect to the obtained in the environment, in dedicated
mode, is calculated.

2. Job Selection. The job with the lowest loss in the execution time is selected. If there
are no available resources to be allocated, the algorithm estimates the next job to be
finished, releases its resources and re-evaluates the jobs waiting in the system queue.

This process is repeated until all jobs in the system queue have been processes, providing
for all of them the execution order and allocation. As the set of jobs is treated as a whole,
resource starvation is avoided.

2.3 Policy Implementation

The main algorithm was implemented as shown in Algorithm 1, and the final result is the
scheduling for all the jobs, consisting on a list with the order in which each job must be
executed and also their allocated resources.

The algorithm starts finding the ideal allocation for all the jobs, assuming a dedicated
multi-cluster environment (lines 2-4). These allocations will determine the lower execution
time bound for each job.

Next, using the function CalculateAllocation(J, SR) (line 9), the allocation for each
job considering the current resources availability is calculated. This function is detailed in
Algorithm 2, and returns the best possible job allocation with the maximum under-utilised
resources. When there are not enough available resources to allocate any job. the algorithm
estimates the next job to be finished (line 17), releases its corresponding resources (lines
18-19), and tries to find the most suitable job to be executed under the new conditions.

In order to find the best suitable resources with the minimum underutilization we
implemented the Algorithm 2. This algorithm has a list of the set of resources ordered by
its effective power. Then, the number of tasks n required by the job is determined (line 2).
The first n resources from the set of resources are allocated to the job (line 3). Then, if
the job must be co-allocated (line 4), i.e. the number of used clusters is greater than 1, the
tasks from the most powerful resources are re-allocated to the slowest cluster (line 5), and
the final allocation for the job is returned (line 7).

In order to illustrate how the policy works we show in the rest of this sections an
example of the algorithms execution. In this example, we assume a single cluster made
up by 5 heterogenous nodes, being their effective powers ΓN1,ΓN2 = 0.75, ΓN3 = 0.5,
Γ4 = 0.25, ΓN5=0.15. The set of jobs waiting to be allocated in the system queue are
detailed in Table 1. The example is constructed as iterations over the main algorithm.
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Algorithm 1 METL algorithm implementation

1: function MainAlgorithm(SJ : Set of jobs, SR: Set of resources)
2: for all J in SJ do //Calculate ideal allocations
3: Ideal Allocation[J ]← CalculateAllocation(J, SR)
4: end for

5: while SJ 6= ∅ do //While there are jobs to allocate
6: min exec←∞
7: Selected Job← NULL
8: for all J in SJ do //Calculate real allocations
9: Allocation[J ]← CalculateAllocation(J, SR)

10: if Allocation[J] 6= NULL then //If the job can be allocated
11: if min exec < (Allocation[J ] − Ideal Allocation[J ]) then
12: min exec← (Allocation[J ]− Ideal Allocation[J ])
13: Selected Job← J
14: end if

15: end if

16: end for

17: if Selected Job = NULL then //If no job found that can be allocated
18: Locate J’ in Scheduling List that finalizes earlier
19: SR← SR+Allocation[J ′] //Release resources used by J’
20: else

21: Scheduling List← (Selected Job,Allocation[Selected Job])
22: SJ ← SJ − Selected Job
23: SR← SR−Allocation[Selected Job] //Update resources availability
24: end if

25: end while

26: return Scheduling List
27: end function

Algorithm 2 Resource allocation implementation

1: function CalculateAllocation(J : Job to treat, SR: Set of resources, ordered by
effective power)

2: n← number of tasks of J
3: Allocation[J ]← first n nodes from SR
4: if #Clusters in Allocation[J] > 1 then //Co-allocation
5: Move tasks from faster resources to the slowest used cluster
6: end if

7: return Allocation[J]
8: end function
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Iteration 1: First, the ideal and real allocations are calculated. Table 1 shows the
Ideal allocation for all jobs, and their estimated execution time. Initially all resources are
free, and then, the estimated execution time for each job is the same than the ideal, the
differences being 0 in all cases. Thus, the jobs are evaluated in the arrival order to reduce
their waiting time, so in this example J1 is the first selected job to be allocated. Next, the
resources status is updated, N1 and N2 being unavailable for next allocations.

Job τj σj Tbj Ideal.Exec.Time Ideal alloc.

J1 2 0.5 100 116.7s N1, N2
J2 3 0.7 50 100s N1, N2, N3
J3 2 0.5 75 87.5s N1, N2
J4 2 0.7 100 123.33s N1, N2

Table 1: Set of jobs in the system queue with the best execution time and allocation in
dedicated resources.

Iteration 2: Now, only N3, N4 and N5 are available and jobs J2, J3 and J4 are waiting to
be allocated. The best allocation for each waiting job is re-calculated taking into account
the available resources. The results are shown in Table 2. As can be seen, J3, which is
allocated to N3 and N4, is the job with the lowest loss of time compared to its ideal, so it
is the next job to be allocated and their allocated resources status updated.

Job Execution time Difference with ideal Allocation

J2 258.3s 158.3s N3, N4, N5
J3 187.5s 100s N3, N4

J4 330s 206.7s N3, N4

Table 2: Results for the second iteration. Difference between the ideal and the estimated
allocation based on the recent resources status.

Iteration 3: Now, only N5 is available. Neither J2 nor J4 fit the available resources, so
the algorithm calculates the first job in execution to be finished. In our case, the first job
to finish is J1, releasing the resources N1 and N2. Thus, both J2 and J4 could be allocated
and evaluated as in Iteration 1. The process will continue until all jobs are finally allocated.
Figure 2 shows the resulting scheduling for all the jobs.

As could be observed, the order in which the jobs were executed is different from the
original queue. Jobs J3 and J4 were advanced and J2 delayed.
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Figure 2: Resulting scheduling for the example

3 Experimentation

The aim of our experimental study was to determine the effectiveness of the scheduling
solutions provided by METL compared with common scheduling policies from the litera-
ture: First Come First Served (FCFS), Short Jobs First (SJF), Big Jobs First (BJF), Fit
Processors First Served (FPFS), Short Processing Time (SPT) and Long Processing Time

(LPT). The experimentation was carried out by simulation, using the GridSim framework
[11], and by characterizing a heterogeneous multi-cluster system as shown in Table 3.

Num.Nodes Effective power

Cluster 1 60 1.0
Cluster 2 60 1.5
Cluster 3 60 2.0
Cluster 4 60 1.0

Table 3: Characterization of the experimental environment

In this experimental study the authors used real traces from the HPC2N logs in [12]. A
set of three workloads each made up of 15,000 jobs was selected. The majority of the jobs
on the there workloads are computational intensive (σj = 0.7), with an average base time
of 15,520 seconds and 8.4 tasks per job.

The main aim of the METL is to reduce the execution time of the jobs. Accordingly,
the average job execution time was used as the comparison metric for the three workloads.
The results are shown in Figure 3. The x-axis represents each of the three experimental
workloads, and the y-axis represents the average execution time expressed in seconds.

As can be seen, METL produces lower average execution times, while the techniques
from the literature performed very similarly, producing allocations with higher values.

In order to better analyze the performance of the different techniques, and reveal the
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Figure 3: Average Execution Time comparison of three workloads

real effect of the scheduling decisions taken, we also evaluate the differences between the
estimated execution time and the base time for all the jobs in the workload. As the results
in the previous analysis are similar irrespectively of the workload and the behavior for
the classical policies is practically the same, the Workload 3 was taken as a representative
sample, and the the METL was compared with the well known SJF policy.

Figure 4 shown the obtained results. In the x-axys we have the job id for all jobs in
the workload. The jobs are ordered from less to higher base time. On the primary y-axys
(left side) is represented the base time for each job measured in seconds. As can be seen,
the majority of jobs have a low base time, and just only a minor part are big jobs. On the
secondary y-axys (right side), is denoted in percentage the difference between the execution
time and its base time. Negative values on the right y-axis means that the job was executed
faster than in the reference dedicated environment. So the lower the values are, better
decisions are taken for the specific technique.

As can be observed, SJF produced solutions in which an important number of jobs
have a longer execution time than in the dedicated environment. This is represented by
the green points on the figure. On the other hand, METL was able to produce solutions in
which the majority of the parallel jobs executed faster than in the dedicated environment.
This is due to its ability to determine the job execution order and a fairness allocation in
which the loss of the execution time is optimized and the underutilization of resources is
avoided. By this, just only a few number of jobs has increased their execution time, however
these jobs are those from the workload with the slowest base time, so the final execution
time do not affect significantly on the results.

The degree of complexity of the proposed policy was determined to be O(n2), where n
denotes the number of jobs waiting in the system queue when the METL policy is applied.
In this experimental study our policy has been treated in average 16 jobs each time it was
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executed, obtaining the scheduling solution in 60ms in average.

Figure 4: Relation of the Execution Time with the Base Time

4 Conclusions

The present work focuses on multiple job scheduling on heterogeneous multi-cluster en-
vironments with co-allocation. The authors proposed a new policy that determines the
job execution order and its resource allocation trying to minimize the job execution time,
preventing resource underutilization and avoiding starvation. The results, compared with
common scheduling techniques from the literature, shown that our proposal was able to
produce more fairness scheduling decision reducing the jobs execution time for different
types of real workloads traces.

Acknowledgment
This work was supported by the Ministry of Education and Science of Spain under contract TIN2011-
28689-C02, TIN2010-12011-E and the CUR of DIUE of GENCAT and the European Social Fund.

References

[1] Javadi, B., Akbari, M.K., Abawajy J.H., A performance Model for Analysis of Heterogeneous

Multi-Cluster Systems, Parallel Computing, 32(11-12), 831-851, 2006.

[2] Bucur, A.I.D., Epema, D.H.J., Schedulling Policies for Processor Coallocation in Multicluster

Systems, IEEE TPDS, 18(7), 958-972, 2007.

c©CMMSE ISBN:978-84-615-5392-1Page  205 of  1573



[3] Jones, W., Ligon, W., Pang, L., Stanzione, D., Characterization of Bandwidth-Aware Meta-

Schedulers for Co-Allocating Jobs Across Multiple Clusters, Journal of Supercomputing, 2005,
34(2), 135-163, 2005.

[4] Heien, E.M., Fujimoto, N., Hagihara, K., Static Load Distribution for Communicative Intensive

Parallel Computing in Multiclusters, IEEE PDP’08, 321-328, 2008.

[5] Naik, V.K., Liu, C., Yang, L., Wagner, J., Online Resource Matching for Heterogeneous Grid

Environments, IEEE/ACM Int. Conf. CCGRID’05, 2, 607-614, 2005.
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Abstract

This paper presents a load balancing algorithm for heterogeneous clusters. The
heterogeneity is pointed out mainly in assessing the computing capacity of each node.
To improve the accuracy of this parameter, we propose a new load index that takes into
account two levels of heterogeneity of the current processors: the number of cores per
node and the computing power of each core. The experimental results show the impact
of this factor on the distribution of workload.

Key words: Heterogeneous computing, load balancing, load index.

1 Introduction

High performance computing (HPC) has signicantly evolved during the last decades making
possible to integrate up to hundreds of thousands cores into the currently available petaflop
machines [1]. It seems clear that the roadmap to the next generation of exascale computers
passes through the integration of large distributed and heterogeneous systems, in which the
computational nodes are in turn composed of multi-core processors with a large number of
cores and hardware accelerators.

The design and implementation of efficient parallel applications for heterogeneous sys-
tems is still a very important challenge. The heterogeneity of these systems introduces a
number of important factors that cause the models and algorithms used in homogeneous
parallel systems to be outdated, so they do not produce adequate and reliable results [2].
One of the problems that has a deep impact in the performance of the parallel applications,
and particularly in heterogeneous systems is workload balancing.
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One of the keys to provide a balanced workload is to properly characterize the computing
capabilities of each node of the system. This characterization relies on some static factors
(such as the number of cores in a node and their computational power) as well as on some
dynamic ones (such as the number of tasks being executed and their requirements). All
of them can be considered in one single parameter that will be named Load Index, that
determines the aforementioned computing capabilities of a node at every moment.

This paper presents this new work load index that characterizes the computing capa-
bilities of the nodes in a parallel system. This proposed index considers the two levels of
heterogeneity that can be found in a multi-core system: number of cores and computing
power of each node. It can be seen that the first factor is discrete while the second is
continuous. In order to test this new parameter, a distibuted, global, emitter-initiated load
balancing algorithm has been implemented, that can also turn itself off if the whole system
is overloaded.

There are other approaches that can be found in the bibliography. [5] presents EMAS,
an Evolutionary Mobile Agent System. It proposes a load index, Server Utilization Status,
based on a 4 different parameters that are merged, although these parameters have different
nature as well as different units. On the other hand, [6] uses the Current real load of
each node. This index is based on parameters such as CPU occupancy rate, memory
usage, system I/O usage and network bandwidth occupancy rate, whose influence is altered
depending on the different services offered by the cluster. Another similar approach that
merges parameters of different nature in a single load index can be found in [8]. Also, a very
different approach is proposed in [3]. This paper attempts to improve the accuracy of host
load predictions by applying a neural network predictor. A couple of specific algorithms for
balancing the workload of iterative algorithms on heterogeneous multiprocessors have been
proposed [4, 7]. The main goal consists of designing a strategy that will allow to dynamically
analyze the computational power of the processors involved in the heterogeneous system
and to determine the computational burden that must be located at each processor.

2 Design of the Load Balancing Algorithm

The approach presented in this paper is a dynamic, distributed, global and non preemptive
load balancing algorithm. It is a dynamic algorithm because the assignment of a task to
an specific node is performed in run time. Then the task is completely executed in the
assigned node, without any kind of task migration. It is a distributed algorithm since every
node in the cluster takes its own decisions based on local stored information. Once a node
decides to perform a load balancing operation, the partner is selected among all the available
nodes in the cluster. Finally, the algorithm does not present any overhead if the nodes are
naturally balanced, therefore it can automatically turn itself off on global under-loading or
over-loading situations.
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2.1 Measuring the state of a node

During this phase the local information needed to determine the workload of the local node
is collected, to calculate then the load index, which determines the state of the node. The
decision about the local execution of a new task or launching a new load balancing operation
is taken based on this state for each node. The load index is periodically computed and the
it is discretized in a set of states.

Load Index. The load index is calculated based on two static parameters, the number
of cores and the computational power as well as a dynamic parameter, the number of tasks
being currently executed in the node. A node has two sources of heterogeneity, the number
of cores and their computational power. Thus, it is necessary to specify two different
possibilities:

• The number of tasks is lower than the number of cores in the node. Therefore, there
are some free cores and this node can accept more tasks, so it will be a recipient node.

• The number of tasks is larger than the number of cores. In this case, the load index
is calculated based on the following expression:

LoadIndex =
Bogomipslocal average
Bogomipscluster average

· #Cores

#Tasks
(1)

This expression takes into consideration the two sources of heterogeneity in the com-
putational power of a node. In this way the maximum value achievable by the load index
of a node depends not only on the number of cores but also on the ratio of the average
computational power of its cores with respect to the average computational power of the
whole cluster. The load index is calculated periodically each predefined period of time. This
period of time should be high enough to minimize the overhead that doing this measure
introduces in the system, but also short enough to keep the load index value updated.

States of a Node. The states come from a discretization of the load index in order to
minimize the exchange of global information, as well as to simplify load balancing decisions.
These states determine the behaviour of a node, and three different ones have been defined:

• Recipient State: The state of a node is recipient when the number of its running tasks
is less than the number of cores it has, or when its load index value is bigger than the
threshold neutral-recipient. This means that the node has free cores and then it can
assume at least one more task, either local or remote.

• Neutral State: Its load index has a medium value. In this case all the node’s cores are
executing at least one task. In this state the node can assume new local tasks but it
rejects all remote requests.
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• Emitter State: A node is Emitter when its load index has a value under the Neutral-
Emitter threshold. This means that the node has many more tasks than the number
of cores it has, and so it can not accept any more tasks.

Change of state. A node will change its state whenever a new measurement of the
load index crosses a status threshold. Since this parameter is very volatile, it is possible
that a particular node might be continuously changing its state due to small changes in its
external load. To prevent this problem, some degree of hysteresis has been added to each
threshold. This way, the number of messages due to state changes is reduced.

2.2 Global Information

In order to take decisions about load balancing it is necessary to exchange the state infor-
mation among the nodes of the cluster. Our approach is a global algorithm, so all the nodes
keep updated information about the global system state. A on-state-change driven policy
has been implemented where nodes broadcast their workload information when they suffer
a change of state. Load balancing operations can only take place between Recipient and
Emitter nodes. Hence, only changes to or from Recipient state are significant enough to be
communicated and thus, the number of messages is significantly reduced. Each node main-
tains a state-queue with the information received from other nodes. Only a Recipient-queue
is needed, because only Recipient nodes can accept remote tasks. When a node becomes a
Recipient, it broadcasts a message to all the nodes of the cluster so each of them will place
it at the end of its queue. On the other hand, when a Recipient node changes its state to
Neutral or Emitter, it broadcasts a message too and all the cluster nodes will discard it from
their state-queues.

2.3 Initiation of Load Balancing Operations

It determines when a new load balancing operation has to begin. Since a load balancing
approach that does not interrupt any execution has been proposed, the decision about which
node is finally going to execute a task can only be taken in the exact moment of beginning
the execution. Therefore, there must be a emitter-iniciated rule to take this decision, and
the decision about initiating a load balancing operation is completely local to the emitter. It
must be noticed that on the decision of not doing any load balancing operation, no messages
have to be exchanged, so the communications overhead is reduced. The initiation rule must
be evaluated every time a new task has to be launched. At this moment, the state of the
node is checked, in order to know if it can accept the local execution of the new task or if the
search of a better candidate for the execution of the task should be initiated. A node can
only accept the local execution of a new task if it is in recipient or neutral state. Therefore,
only if the state of the node is emitter, a load balancing operation is initiated.
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2.4 Partner Localization and Load Distribution

Once the decision of doing a load balancing operation is taken, two important steps must
be performed: to locate a partner to send it the exceeding load and to decide how many
tasks should be sent to that partner.

Partner localization. This is a completely local operation, since an emitter node
looks for a partner in its own recipients queue. The selection of the partner can be done in
many different ways. The approach adopted is to do a first random selection of a few nodes,
that are then sorted based on their load index, so the less loaded node is requested. If the
request is rejected, the next node in the list will be requested and so on. This strategy has
some advantages. It reduces the communications overhead since the load indexes do not
have to be constantly updated. Also, it avoids that one candidate is simultaneously chosen
by different nodes, because it is in a prominent position in the queue.

Load Distribution. The last step to perform the load balancing operation is to decide
how much workload should be sent to the recipient node. A good distribution is that in
which each node gets an amount of workload that is proportional to its computational
power. Therefore, the more similar load indexes are after the load balancing operation, the
better the load distribution is. In this approach, first of all the recipients are sorted based on
their load indexes. Then the emitter node sends to the first node in the sorted list as much
workload as needed to force its load index to change from recipient to neutral state. Then,
the second recipient from the list is selected and the same operation is performed. This
process finishes when there is no more workload to send or there are no more recipients.

3 Implementation Issues

Load process. It is in charge of the state measure. For this purpose this process checks
periodically (using a time interval which can be defined for each execution) the load of
the node and computes a value so called load index. Based on this index the new state
is determined, and if a change of the state happens, then the new state is sent to both
Global and Balance processes. In order to compute the load index both static and dynamic
information is collected, according to Equation 1. On one hand static data regarding the
number of CPUs or cores and their bogomips-based computational power is used. On the
other hand dynamic information regarding the load of the system is also fetched. In the
proposed approach all the data is collected from the Linux kernel.

• Bogomipslocal avg is the average of the bogomips-based computational power of the
cores available.

• Bogomipscluster avg is the average of the Bogomipslocal avg values for all the nodes of
the system. This value allows to compare the computational power of a specific node
against the computational power of the whole system.
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• #Cores is the number of cores of the node for which the load index is been computed.

• #Tasks is the number of tasks being executed in the node. This is a dynamic value
which has to be refreshed using a fixed interval.

The load index determines the state of the node, therefore it has to be discretized.
This is not a simple task because of the different nature of the values used to compute the
load index. Two levels of heterogeneity are comprised in the index and both continuous
(computational power) and discrete (number of cores) values have been used. The main
goal pursued in this work is that all the nodes have the same computational power versus
load ratio. To determine the thresholds, the approach taken is to assign a number of tasks
proportional to the average number of cores per node. This also allows limiting the number
of tasks per core, so as to ensure a minimum capacity of CPU for each task. Furthermore
a hysteresis range is introduced, to avoid unnecessary multiple state changes. With these
criteria the selected thresholds are: Recipient to Neutral at 0.80; Neutral to Recipient at
1.0; Neutral to Emitter at 0.667 and Emitter to Neutral at 0.727.

Finally, the process Load determines if a state change has occurred. If so, it should
communicate the new state to the local processes Global and Balance. Furthermore, if the
new state is Recipient, the Load process calculates and sends to the Balance process the
maximum number of tasks it can accept, in case of participating in a balancing operation.

Global process. It is in charge of both keeping all the global information updated and
finding the list of candidates for a load balancing operation. For the former this process has
to be able to receive state changing messages coming from the local Load process. Then, it
has to propagate this change of state to the instances of the Global process on the rest of
the nodes. Besides, the list of candidates is generated when the local Balance requests it
and it has to be delivered to the same process. This way, the implementation of this process
is based on a loop that waits for messages from the other processes. Depending on the type
of message, different operations are carried out:

• LOCAL CHANGE: this message comes from the local Load process. It informs that
there has been a change of state in the local node which has to be broadcasted to the
rest of the nodes.

• LOCAL RESQUEST: this message is received from the local Balance process. It re-
quests to the Global process to generate a randomized list of candidates using the
recipient list which it keeps updated. The size of the list is a parameter of the algo-
rithm. Finally, this list is sent to the local Balance process.

• REMOTE CHANGE: this message comes from a remote Global process and informs
about the change of state of that remote node. Then the recipients queue and the
number of recipient nodes available on the whole system are updated. This update
has to be sent to the local Balance.
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Figure 1: Structure of Processes and communication

Balance process. It decides the operations needed when new execution requests are
demanded. This involves localizing the recipients and solving how load balancing operations
have to be done. Again, this process is based on an infinite loop which probes for new
messages. When a message is received it has to perform the following operations:

• LOCAL CHANGE: The local Load process informs of the state change of the local
node each time a change occurs, and the amount of tasks that this process can accept.

• INFO RECIPIENTS: this message comes from the local Global process representing
the number of nodes that are in a recipient state at that moment. After receiving
this message load balancing operations can be done if there are tasks in the process
queue.

• LOCAL PETITION: these messages are local execution requests coming from the
users or processes using the node. When a message of this type is received a load bal-
ancing operation can be needed In this case, firstly the list of candidates has to be re-
quested to the local Balance process using a message tagged with LOCAL REQUEST.
Once the list is received remote execution requests are sent as it is explained in the
following.

• REMOTE PETITION: they is a request coming from a remote Balance process, to
execute a remote task, as a part of a load balancing operation. This message starts
a protocol to reach an agreement to accept the execution of remote tasks, depending
on the current load of the node and the number of remote tasks to execute.
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Figure 2: Homogeneous distribution: evolution of the nodes along the time.

Finally figure 1 shows the algorithm architecture, with the number of processes and
the communication protocols, both to keep the global information updated and to perform
a load balancing operation. Also, it can be seem how the arrival of requests increases the
waiting process queue until there is a change of state.

4 Experimental Results

The experiments have been run on a heterogeneous cluster composed of 10 nodes. Four
nodes with 8 cores and around 6000 bogomips; 2 nodes with 4 cores and 4422 bogomips; 2
nodes with 4 cores and 3618 bogomips, and 2 nodes with 2 cores and 4341 bogomips each.
As it can be noticed there are tow levels of heterogeneity in the nodes: the number of cores
and the computing power. The system will be always loaded with 100 identical tasks, that
perform a matrix multiplication. The dimension of the matrices has been selected so that
the execution takes one minute in the most powerful node. Additionally, the 100 tasks will
be loaded one per second to the same node.

In the first experiment the tasks are evenly distributed among all the nodes in the
cluster. The results of this experiment will be the baseline to compare with the results
obtained with the load balancing algorithm. Figure 2 shows the evolution of the load
indexes at each node along the time. The larger the value of the index, the more unloaded
a node is and then it can accept more new tasks. Figure shows that there are two very
different groups of nodes: the few upper graphs are from the most powerful nodes, while
the lower ones are from the least powerful ones. The least powerful nodes have a load index
lower than 0.5, meaning that the number of tasks they have double their number of cores.
On the other hand, the most powerful nodes have less than one task per core, i.e. their load
index is higher than 1. In this case it took the system 8 minutes and 14 seconds to perform
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(a) Evolution of the nodes along the time.
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Figure 3: Results with load balancing algorithm.

all the tasks.

Now the same experiment is performed but with the load balancing algorithm. All the
tasks will be run on the same node so it will dispatch them to the remainder nodes as a
result of the load balancing algorithm execution. The communication overhead should be
overcome by the expected reduction of times due to the balance of the load indexes. Table
1 shows the values selected for the different parameters of the load balancing algorithm.

Figure 3(a) shows the load indexes of all nodes grouped, suggesting a distribution of
tasks proportional to the computational power of the nodes, with the lowest load index
value around 0.5. Regarding the load distribution time, it can be seen that now is higher
(around 150 seconds) than in the baseline case. This is an expected result since when all
the nodes are busy, the algorithm enqueues the tasks and waits for the queues to be empty
to avoid a saturation of the system. These both aspects lower down to 4 minutes and 13
seconds the total time the system needs to complete all the tasks, as can be seen in table
2. Figure 3(b) shows the number of tasks each node executes. The differences between the
baseline and the algorithm are quite remarkable. It becomes a prove of how fair it is the

Table 1: Parameters used in the experiment.
Parameter Value

Time interval to measure state 3 seconds
Location of Recipients Sorted list of 3 candidates
Workload 100 tasks, 1 minute long each

Thresholds for changing state

Neutral threshold: To Recipient at 1.00
Recipient threshold: To neutral at 0.80

Transmitter threshold: To neutral at 0.727
Neutral threshold: To transmitter at 0.67
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Figure 4: Evolution of the nodes along the time with the new thresholds.

distribution of tasks the algorithm performs. It can be said that the improvement of the
total execution time is around 95%.

It is interesting to check the effect of changing the thresholds. The graphs obtained show
several nodes with high load indexes that probably can accept more tasks, since they are the
nodes that do not change to Recipient state. Then, in order to try to group more the load
indexes of all the nodes, a new experiment has been done with the following thresholds:
Recipient to Neutral at 0.75; Neutral to Recipient at 0.8; Neutral to Emitter at 0.7 and
Emitter to Neutral at 0.75. The results obtained can be seen in Figure 4. It can be noticed
that the load indexes are more grouped than in the previous experiments. Only the load
index of the node that distributes the tasks remains in the same values. This is a problem
of the ratio between the refresh interval of the load index and the arrival rate of the tasks
to the system. Anyway, the load distribution time is lowered down from 153 to 144 seconds
and the total time to perform all the tasks is reduced to 4 minutes and 4 seconds.

Finally, the behavior of the system with concurrent users will be tested. For this
purpose the 100 tasks will be launched in a distributed way in 5 different nodes (20 tasks
each). Figure 5(a) show that the load indexes of the nodes are more grouped. This initial

Table 2: Comparison between the baseline and the load balancing algorithm.
Parameter measured Value in Baseline Value with load balancing algorithm

Load index of least loaded node 1.14 0.9
Load index of most loaded node 0’.14 0.41
Max. difference between load indexes 1 0.49
Load distribution time 105 seconds 153 seconds
Total execution time 8 mins. 14 seconds 4 mins. 13 seconds
Speedup — 1.95
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(a) Evolution of the nodes along the time.
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Figure 5: Cluster with multiple users.

distribution helps the load balancing algorithm so that the total time the system needs
to complete all the tasks decreases to 3 minutes and 57 seconds. The reason for this is
that the machine that receives the tasks for their distribution always runs more tasks than
the remaining ones. If the number of those machines is increased, the overload is more
distributed, and therefore the total execution time is reduced. It can be seen in Figure
5(b) that nodes 2, 3, 4 and 5 are more loaded that in the Figure 3(b). This is because the
algorithm does not change one node’s state to emitter until it is overloaded, forcing the
node to accept more tasks than the others.

5 Conclusions and Future Work

This paper presents a workload balancing algorithm that considers the heterogeneity of
the nodes available in the system. It is a dynamic, distributed, global, emitter-initiated
and non-preemptive algorithm. Also, it is able to turn itself down when all the nodes
are overloaded or underloaded, so there is not any improvement achievable by doing load
balancing operations. Therefore, it minimizes the overhead of the global system.

Heterogeneity comes mainly from the different computing capabilities of the available
nodes. Therefore, it is basic that the algorithm is able to evaluate dynamically those
capabilities as accuracy as possible, while the load index can be comparable among all the
nodes. This is the reason while the proposed load index considers two levels of heterogeneity:
the number of cores per node and the individual computing power of each core.

The experiments done show clearly how the influence of the load index is essential to
achieve a right distribution of tasks. This distribution should be in proportion to the com-
puting power of each node. Then it can be seen that the execution time of the experiments
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was reduced to a half. It can be also said that the change in the thresholds also affects the
execution time.

One future work will be to provide the algorithm with self-learning mechanisms, that
will consider the situation of the global load of the system. It would give the algorithm the
ability to change itself all the parameters based on the dynamism of the system, being then
quite adapted to the work environment.
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Abstract

Molecular dynamics simulations are used to study freezing in gold nanoclusters. We
find that 600 atom gold clusters freeze to four different solid structures, an icoshahedron
(Ih), a true decahedron (Dh), an off-center decahedron (Dh2) and a face-centered-cubic
cluster (Fcc), that can be distinguished on the basis of order parameters that measure
the degree of surface and core order in the cluster. The icosahedron remains the most
common structure formed, even though the Fcc is the most stable structure at this clus-
ter size, and connections between the probability of observing a given frozen structure
from an ensemble of molecular dynamics trajectories and the nucleation rate and free
energy barrier are discussed.

Key words: nanoclusters, freezing, molecular simulation

1 Introduction

It is well known that nanoscale clusters containing only hundred atoms exhibit a rich variety
of structural properties that are very different from their bulk materials [1]. Most of the
atoms in a large thermodynamically sized system are buried in the “core ” of the material
where they all share the similar local environments, while comparatively very few particles
are located on the surface. Surface effects can then be ignored and the lowest energy struc-
tures are usually crystalline solids, such as the face-centred-cubic (Fcc) or body-centred
cubic crystals (Bcc), with long range periodic ordering. However, as the system size de-
creases a greater fraction of the atoms are at the surface and the nature of the most stable
structure results from a balance between volume and surface effects which leads to the
appearance of a variety of non-crystalline structures such as icosahedra and decahedra.
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While there has been a considerable amount of work focused on understanding and iden-
tifying which cluster types have the lowest energy as a function of the number of atoms [2],
much less is known about the kinetic processes, such as nucleation, that control which struc-
tures are formed. Molecular dynamics simulations of freezing show that clusters, under the
same conditions, will freeze to different solid structures [3]. For example, Bartell et al. [4]
found that gold clusters containing many thousands of atoms still froze predominantly to Ih

clusters, even though the thermodynamic Ih → Dh transition occurs at N ≈ 500. This sug-
gests freezing in nanoclusters occurs in a competitive process where a single liquid droplet
can freeze to any one of the many accessible solid structures. As a result, in a series of
freezing trajectories or events, we would expect to see a distribution of solid cluster types
appearing with a given probability that is determined by kinetic factors, such as the nu-
cleation barrier and growth dynamics, instead of their global stabilities. The goal of this
work is to explore the nature of the competitive freezing process in gold nanoclusters and
to determine the probability of observing a given solid cluster type from an ensemble of
freezing trajectories.

2 Method

We perform molecular dynamics (MD) simulations of the freezing of gold clusters with
N = 600 atoms, modelled using the embedded atom method potential with parameters
appropriate for gold. The simulations were carried out in the canonical (N,V, T ) ensemble,
in a cubic cell with volume V = 1× 106 Å3 and periodic boundaries, with T = 700 K. The
equations of motion were integrated using the velocity Verlet algorithm, with a time step,
∆t = 2.8 fs, coupled to a Noose-Hoover thermostat. To generate independent initial starting
configurations for each trajectory, a gold cluster was melted at T = 1500 K for 2.5 × 105

time steps to ensure all memory of the starting configuration was lost. The cluster was then
equilibriated for a further 2.5 × 105 time steps at T = 1000 K before saving 500 starting
configurations, each separated by 140 ps. These 500 clusters were then instantaneously
cooled to 700 K by assigning the atoms a new random velocity chosen from a uniform
distribution appropriate for the new T . The MD simulations were followed for 4.8 × 105

time steps.

To study the structure of the clusters formed, the final configuration of the trajectory
was subjected to a conjugate gradient quench to its local energy minimum to remove ther-
mal noise from the structure. We then measured a variant of the Steinhardt bond order
parameters [5], based on Q6, that gives us information regarding the order at the surface
and the core of the nanoparticle. These are defined as,

Qb,s =

√

√

√

√

4π

13

6
∑

m=−6

|
1

Nb,s

Nb,s
∑

i=1

q6m(i)|2, (1)
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where

q6m(i) =
1

Nnb

Nnb(i)
∑

j=1

Y6m(rij). (2)

The subscripts s and b denote the surface and bulk atoms respectively, which are distin-
guished using the “cone” algorithm [6]. The summation in Eq. 2 is over the number of
neighbours, (Nnb), for atom i. Two atoms are considered neighbours if the distance be-
tween them is less than or equal to 3.5 Å, which corresponds to the distance to the first
minimum of the radial distribution function for gold. Ylm(rij) = Ylm(θij, φij) are spher-
ical harmonic functions, where θ and φ are the polar and azimuthal angles of the vector
rij, respectively. We also use common neighbour analysis [7] (CNA) to identify the local
structure of the individual atoms in the clusters.

3 Results and Discussion

Upon cooling, the energy of a typical trajectory settles down to a value consistent with the
metastable fluid state which lasts between 200-1400 ps. At some point along the trajectory,
the energy drops rapidly, taking 50-100 ps to establish a new lower level, signifying the
cluster has frozen to its solid state. Figure 1 shows representatives of the structures observed
in our simulations and highlights some of the important structural features of the different
solid types using the CNA. The Ih clusters have several five-fold symmetric caps and a
central Ih atom, formed from the packing of tetrahedral subunits of locally Fcc atoms, but
none of the structures are perfect with small regions of the cluster remaining amorphous.
The Dh structures have at least one of their five-fold symmetric caps and a single line of
five-fold symmetric atoms running through the core of the cluster. However, while the Dh2
structure also has a single line five-fold symmetric atoms running through the cluster, this
is offset from the center of the cluster and there is no cap. Since the cap structure is usually
the first element to be formed in the freezing of the decahedral structures, it appears that
the Dh and Dh2 clusters have distinctly different freezing pathways despite sharing similar
structural features. The Fcc structures have no five-fold symmetric atoms and are usually
formed from stacked layers of Fcc and, or Hcp atoms.

Figure 2 shows that Qs and Qb can be used to clearly distinguish between the different
solid cluster types. We also see that the icosahedral clusters are still the most common
structure (92%), even though the Fcc structure (4%) is more stable at this cluster size.
The Dh and Dh2 structures appear 3% and 1% of the time, respectively. Nam et al. [8]
showed that liquid gold droplets exhibit a degree of ordering at the surface consistent with
〈111〉 facet, which is the lowest energy surface construction, and this may be sufficient to
ensure the nucleation barrier to Ih remains low. The low surface tension also ensures the
fluid phase partially wets the crystal so that freezing begins near the surface [9]. While the
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Ih Dh Dh2 Fcc

Figure 1: Solid Cluster types formed in freezing trajectories. The dark atoms denote atoms
with a local five-fold symmetry identified using CNA. The grey atoms are Fcc atoms. The
remaining atoms have been reduced to points.

Dh cluster also freezes through the formation of a five-fold symmetric cap with 〈111〉 facets,
it must eventually create a number of 〈100〉 facets, which have a higher surface tension.

Sanders et al. [10] showed, in a competitive nucleation process, that the rate of forming
phase i is given by

Ji = PiJ , (3)

where J =
∑

Ji is the rate the liquid phase nucleates to any structure and Pi is the
probability of seeing the ith structure in an ensemble of nucleation events. According to
classical nucleation theory, Ji = AI exp(−∆βG∗

i ), where ∆βG∗
i is the height of the free

energy barrier for nucleating structure i and Ai is the kinetic prefactor. If we take the
ratio of rates between two competing nucleation processes and assume the prefactors for
the processes are the same, then the probabilities of observing the structures can be related
to the difference in free energy barriers as,

∆G∗
nm = β(∆G∗

n −∆G∗
m) = ln

(

Pm

Pn

)

. (4)

Using the probabilities obtained from our ensemble of runs in Eq. 4 gives the difference
in free energy barrier heights between the Fcc and Ih structures as ∆G∗

Fcc,Ih ≈ 3.1kT .
However, while Pi is fundamentally connected to Ji through Eq. 3, the connection to the
free energy in Eq. 4 assumes that Pi reflects the probability of finding the critical embryo
and that the thermodynamics and kinetic factors are totally decoupled. This may not be
the case here, where the free energy barrier is low and the presence of mesoscopic structural
motifs growing within the cluster may prevent the system from sampling phase space on the
time scale of the freezing event. It may be possible that the ensemble of trajectories provide
a mechanism that bypasses the kinetic traps since each trajectory can follow a different path
but, in general, it remains a considerable challenge to understand how growth kinetics may
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Figure 2: Qs as a function of Qb for the different solid structures.

influence the probabilities of seeing the different structures in condensed phases, particularly
in the low barrier regime.
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Abstract

We introduce some model of a flow. The flow is represented as a sequence of synchro-
nized packets of particles, which move with the velocity depended on the flow density
and interact by given laws.

Some quality properties of corresponded system of ordinary differential equations
are developed.
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1 Introduction

One of the basic models of traffic flow, follow-the-leader model, [1] - [5], [12], can be reduced
to the study of differential equations of the following type

xn+1 − xn = f(ẋn), (1)

where xn(t) is a coordinate of the n−th vehicle, f increases monotonically, f(0) > 0,

xn(t) < xn+1(t), n = 1, 2, ... . (2)

We call the flow satisfying the conditions (1)-(2) as total - connected flow.
Steady state, ẋn(t) ≡ Cn, n = 1, ..., is equivalent to ẋn+1(t) ≡ ẋn(t), i.e. xn+1 − xn ≡ C

are uniformly located elements of the flow.
Hence, the steady state of the chain x1 < x2 < ... < xn is equivalent to a uniformly

moving cluster with the velocity v = f−1(C) and the density ρ = C−1.
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2 Connected flow of stationary clusters

We assume the flow support consists of clusters. The cluster moves along a straight line at
velocity

v = f−1(ρ−1) = g(ρ). (3)

The function g(ρ) is called a state function. The simplest type of a state function
is linear function 0 ≤ ρ ≤ ρmax, g(0) = vmax, g(ρmax) = 0. For simplicity, we assume
vmax = ρmax = 1.

Strategy of a total-connected flow needs the velocity regime of the follower to be adjusted
to the velocity regime of the leader. That restricts the separation of flow to independent
parts in the sense discussed below.

Neighboring clusters, i.e. leader and follower, interact with each other by information
transfer inside the follower.

If only the leading edge of the follow cluster has the information on the approaching
contact with leader, then this part of follower begins to transform itself to adapt to speed
mode of the leader.

We refer to such a model as a cluster model of flow with local information.

3 Interation of clusters local information

We consider two available scenarios.

3.1 The slow cluster follows the fast leader

As the leading cluster has great velocity, the rising edge of the follower is transforming in
the tail of leader with preservation of total mass of particles.

We derive differential equations for interaction between these two clusters.
Suppose that at time t the base of the left (following) cluster, i.e. cluster, which is

behind, is the segment (x1, x2), and its height, i.e. flow density on the segment (x1, x2),
equals to y1, Fig.1.

The base of the cluster, which is moving ahead, is interval (x2, x3), having a height of
y2.

The left boundary cluster, which is in front, moving v1 and, thus, at the moment time
t+ ∆t s on the horizontal axis corresponds to the point x1 + v1∆t.

The right boundary of the cluster, which is front moves at a speed of v2 and at time
t+ ∆t s on the x-axis corresponds to the point x3 + v2∆t.

The heights of the clusters remain constant. The right boundary of the cluster, which
coincides with the left edge of the right cluster moves with a speed that satisfies the condition
that sum of the areas of rectangles remains constant.
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Figure 1: The slow cluster follows the fast cluster

Let x2 + ∆x2 be a coordinate of the point on the x-axis corresponding to the boundary
at time t+ ∆t.

We have for the case of movement of the slow cluster behind the fast cluster (Fig. 1):

(x2 + v2∆t− x2 −∆x2) y2 = ((x2 − x1)− (x2 + ∆x2 − x1 − v1∆t))y1,⇐⇒

⇐⇒ (v2∆t−∆x2)y2 = (−∆x2 + v1∆t)y1,⇐⇒

⇐⇒ (v2y2 − v1y1)∆t = ∆x2(y2 − y1),⇐⇒

⇐⇒ ẋ2 =
v2y2 − v1y1

y2 − y1
=
q2 − q1
y2 − y1

,

qi = ρivi, i = 1, 2.
Thus 

ẋ1 = v1 = f(y1),
ẋ2 = v2y2−v1y1

y2−y1
= q2−q1

y2−y1
,

ẋ3 = v2 = f(y2).
(4)

3.2 The fast cluster follows the slow leader

We now assume that the slow cluster is moving ahead of the fast cluster (Fig. 2). Rising
edge of the faster follower cluster is transformed into the stern of a slow cluster. Then the
boundary of the clusters contact varies taking into account the conservation law of particles.

Hence (Fig.2)

(x2 + v2∆t− x2 −∆x2)y2 = ((x2 − x1)− (x2 + ∆x2 − x1 − v1∆t))y1,⇐⇒
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Figure 2: The fast cluster follows the slow cluster

⇐⇒ (v2∆t−∆x2)y2 = (−∆x2 + v1∆t)y1,⇐⇒

⇐⇒ (v2y2 − v1y1)∆t = (y2 − y1)∆x2,⇐⇒

⇐⇒ ẋ2 =
v2y2 − v1y1

y2 − y1
=
q2 − q1
y2 − y1

.

As in the case of (4) we obtain
ẋ1 = v1,

ẋ2 = v2y2−v1y1

y2−y1
= q2−q1

y2−y1
,

ẋ3 = v2.

(5)

4 Cluster model on a ring

Assume a circle is divided into n segments

0 ≤ x0
1 < x0

2 < . . . < x0
n < 1 < x0

n+1 = x1 + 1
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At each segment [x0
i , x

0
i+1] there is defined a density yi, 1 ≤ i ≤ n. Velocity of i−th

cluster is determined by the function vi = g(yi). In accordance with Section 3, we have the
following dynamical system

ẋi =
qi+1 − qi
yi+1 − yi

=
vi+1yi+1 − viyi

yi+1 − yi
, 1 ≤ i ≤ n. (6)

Research of solutions of the system (6) allows to determine quantitative properties of the
model. For simplicity, we consider

g(y) = 1− y, 0 ≤ y ≤ 1. (7)

Then the system (6) takes the form 1 ≤ i ≤ n

ẋi =
qi+1 − qi
yi+1 − yi

=
(1− yi+1)yi+1 − (1− yi)yi

yi+1 − yi
= 1− yi+1 − yi. (8)

Lemma 1. For each i, 1 ≤ i ≤ n, and sufficiently small t

(xi+1 − xi)(t) = (xi+1(0)− xi(0))− t(yi+1 − yi−1). (9)

Proof. Indeed, from (8) we obtain

(ẋi+1 − ẋi) = (xi+1 − xi)˙ = −(yi+1 − yi−1).

Lemma 2. Suppose that maxi(yi+1 − yi) > 0, in particular, when number n is even,
yi 6= Const. Then for 1 ≤ i ≤ n,

t ≥ T ∗1 = min
i,yi+1−yi>0

xi+1(0)− xi(0)
yi+1 − yi−1

the model is described by the system (6) up to the numbering and the number of variables
k = k(n) < n.

Proof. It follows from (9).

We call a stationary k-th orbit any set {y1, ...yn}, such that the system (6) has a
stationary solution at n = k.

Lemma 3. Let ~y = (y1, ...yn) be stationary n−th orbit
⇐⇒
a) n is even, yi−1 = yi+1 = ... = y, yi = yi+2 = ... = 1− y, y 6= 0.5;
b) n is arbitrary, ~y = 0.5(1, ...1).

Proof.
If yi+1 + yi = 1, i = 1, ...n, then all yi with even indexes and all yi with odd indexes are

the same.
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We call a dynamic k−th orbit any set {y1, ...yk}, such that (xi+1 − xi)(t) ≡ Ci, i =
1, ..., k.

It is clear in this case that {
yi−1 = yi+1 = ...,
yi = yi+2 = ...

(10)

In particular, when k = 2 equalities (10) are trivial.

Theorem. If {yi} are different, then system (6) , in general position, is reduced to a
dynamic 2 - orbit at finite time.

5 Cluster model of total connected multilane movement

For simplicity we suppose the lane number is m = 2. If the fast cluster is catching up to
the slow cluster, then, under the condition of a free lane, fast cluster flows into the adjacent
lane at the contact level, keeping its velocity and density.

If the adjacent lane is busy, the change of the fast cluster into a slow performs by the
scenario described in the preceding paragraphs to the moment when the adjacent lane would
be free.

Figure 3: Two lanes cluster flow

The main problem is to describe the dynamics of two-lane cluster model and research
the existence problem for a stationary state. Obviously, the number of values of densities
{yi} can not increase. However, at the lane changing, the division of a cluster can occur, so
the total number of clusters can increase.
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6 Conclusions

The study approach combines the collective and individual characteristics of the behavior
of elementary flow components, as result of which the movement reduces to interaction of
clusters, that are conditionally - stationary in the sense of hydrodynamic models, [6]. On
the other, clusters can be considered as particals with behaviour described by probabilistic
approach, [7 - 9].

The resulting mathematical problems are independent interest, in spite of the fact that
computational algorithms are created and tested, which results also can be discussed.
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Abstract

We continue the exploration of the residuated operations in the framework of mul-
tilattices. New algebraic properties of residuated multilattices are obtained, together
with a study of the different possible approaches to the notion of filter of a residu-
ated multilattice, and propose an adequate definition which combines the requirements
associated to the underlying structures of pocrim and multilattice.

Key words: hyperstructures, pocrim, multilattices, filter, residuation.

1 Introduction and preliminary definitions

We continue our study of the algebraic structure of residuated multilattice initiated in [3].
In this paper, we will introduce new algebraic results that allow us to generalize the main
properties of residuated lattices, as those introduced in [4]. Moreover, due to the fact that
any residuated multilattice combines the structures of multilattice and pocrim, it is possible
to use the notion of filter on the multilattice, filter on the pocrim, or give a new definition
that combines both. These new properties play an important role so that we can obtain a
suitable generalization of the concept of filter.

In order to make this paper as self-contained as possible, we will recall a commonly
considered algebraic structure, that is, a partially ordered commutative residuated integral
monoid (pocrim) [2].
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Definition 1 A tuple A = (A,≤,�,→,>) is said to be a partially ordered commutative
residuated integral monoid, briefly a pocrim, if, for every a, b, c ∈ A, the following proper-
ties hold:

• (A,�,>) is a commutative monoid with neutral element >

• (A,≤) is a partially ordered set with maximum >.

• the operations � and → satisfy the adjointness condition, that is a� c ≤ b if and only
if c ≤ a→ b.

A pocrim A is said to be a residuated lattice if (A,≤) is a lattice. Moreover, a residuated
lattice in which � coincides with the meet operation is said to be a Heyting algebra.

Monotonicity of the ordering relation ≤ wrt � follows as a consequence of the definition.
Specifically, it holds that x ≤ y implies x� z ≤ y � z.

It is well-known that residuated lattices are considered to be the algebraic structures of
substructural logics [6, 8, 12], which are logics without some of the structural rules of logic:
weakening, contraction, or associativity.

We focus here on some extensions of the previously defined notions, by considering a
partially-ordered set together with two non-deterministic operations which generalize the
supremum and the infimum by weakening the restrictions imposed on a (complete) lattice,
namely, the “existence of least upper bounds and greatest lower bounds” is relaxed to the
“existence of minimal upper bounds and maximal lower bounds”. Specifically, a multisupre-
mum of a and b is defined as a minimal element of the set of upper bounds of a and b, we
write atb to refer to the set of all the multi-suprema of a and b; the notion of multiinfimum
au b is introduced similarly. Now, we can proceed with the formal definition of multilattice
and related structures.

Definition 2

• A poset (M,≤) is said to be a multilattice if for all a, b, x ∈M with a ≤ x and b ≤ x,
there exists1 z ∈ a t b, such that z ≤ x; and, similarly, for all a, b, x ∈M with a ≥ x
and b ≥ x, there exists z ∈ a u b, such that z ≥ x.

• A multilattice is said to be full if a t b 6= ∅ and a u b 6= ∅ for all a, b ∈M .

The notion of multilattice was introduced originally by Benado [1], and further studied
by Hansen [7], who proposed an algebraic equivalent definition of multilattice. More re-
cently, another algebraic formalisation of the notion of multilattice was introduced in [9,10]

1Note that the definition is consistent with the existence of two incomparable elements without any
multisupremum. In other words, a t b, and also a u b, can be empty.
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as a theoretical tool to deal with some problems in the theory of mechanised deduction in
temporal logics. Multilattices arise as well in other research areas, such as fuzzy extensions
of logic programming [11]: for instance, one of the hypotheses of the main termination result
for sorted multi-adjoint logic programs [5] can be weakened only when the underlying set
of truth-values is a multilattice (the question of providing a counter-example on a lattice
remains open).

Definition 3 A residuated multilattice is a pocrim whose underlying poset is a multi-
lattice. If, in addition, there exists a bottom element, we say that the residuated multilattice
is bounded.

Notice that every residuated multilattice is full: for all a, b ∈M we have that a, b ≤ >
and, therefore, a t b 6= ∅. Furthermore, a� b ≤ a, and a� b ≤ b, hence a u b 6= ∅.

It is convenient to remark that any finite poset is actually a multilattice, hence the only
proper examples of pocrims which are not multilattices have to be infinite.

2 Algebraic properties of residuated multilattices

Let us recall that if (A,≤) is a poset, we will denote by ↑ and ↓ the upper and lower closure
operators respectively. That is, for all B ⊆ A

B ↑=
⋃
b∈B

[b) =
⋃
b∈B
{x ∈ A | x ≥ b} B ↓=

⋃
b∈B

(b] =
⋃
b∈B
{x ∈ A | x ≤ b}

So, we can generalize in terms of residuated multilattice the properties of residuated
lattices presented in [4]:

Lemma 1 Let M be a residuated multilattice, then the following items hold:

1. (x� y) t (x� z) = minimals{x� (y t z)} for all x, y, z ∈M .

2. x� y ∈ (x u y)↓ for all x, y ∈M .

3. x� (x→ y) ∈ (x u y)↓ for all x, y ∈M .

4. x→ y ∈ [x→ (x u y)] for all x, y ∈M .

The following result relates � to the operators t and u.

Proposition 1 Let M a residuated multilattice, then the following holds for all x, y, z ∈M :

1. z � (x u y) ⊆ [(z � x) u (z � y)]↓
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2. [(x� y) t (x� z)] ⊆ x� (y t z) ⊆ [(x� y) t (x� z)]↑

The result below relates → to the operators t and u.

Proposition 2 Let M a residuated multilattice, the following holds for all x, y, z ∈M :

1. [(x→ z) u (y → z)] ⊆ (x t y)→ z ⊆ [(x→ z) u (y → z)]↓

2. [(z → x) u (z → y)] ⊆ z → (x u y) ⊆ [(z → x) u (z → y)]↓

3. [(x→ y) u (y → x)] ⊆ (x t y)→ (x u y) ⊆ [(x→ y) u (y → x)]↓

The last result in this section has no counterpart in the case of residuated lattices.

Proposition 3 Let M a residuated multilattice, then the following holds for all x, y, z ∈M :

1. (x u y)→ z ⊆ [(x→ z) t (y → z)]↑

2. z → (x t y) ⊆ [(z → x) t (z → y)]↑

3 The structure of filter in a residuated multilattice

Concerning applications in logic and artificial intelligence, the notions of filter and deductive
system [13], closely related to modus ponens, deserve to be studied in depth.

Definition 4 Given A = (A,≤,�,→,>) a pocrim, a non-empty subset F ⊆ A is said to
be a filter if the following conditions hold:

i) if a, b ∈ F , then a� b ∈ F

ii) if a ≤ b and a ∈ F , then b ∈ F .

Definition 5 Given A = (A,≤,�,→,>) a pocrim, a non-empty subset F ⊆ A is said to
be a deductive system if

i) > ∈ F and

ii) a→ b ∈ F and a ∈ F imply b ∈ F .

Proposition 4 The definitions of filter and deductive system are equivalent.

Proof:
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1. Firstly, let us assume that F is a filter. Let x ∈ F . As x ≤ >, then > ∈ F .

Moreover, if a ∈ F and a → b ∈ F , then a � (a → b) ∈ F . As a � (a → b) ≤ b, then
b ∈ F .

2. Now let us assume that F is a deductive system. a ≤ b ⇐⇒ a→ b = >. As > ∈ F ,
a→ b ∈ F and a ∈ F we have that b ∈ F .

Moreover let a, b ∈ F . As a � b ≤ a � b ⇐⇒ b ≤ a → (a � b) and b ∈ F then
a→ (a� b) ∈ F . Now, as a ∈ F we have that a� b ∈ F .

�
There exist several ways to give a definition for the notion of filter of a multilattice. In

this section, we introduce the one which is more suitable for extending the classical results
about congruences and homomorphisms.

Definition 6 Let (M,t,u) be a multilattice. A non-empty set F ⊆M is said to be a filter
if the following conditions hold:

1. a, b ∈ F implies ∅ 6= a u b ⊆ F .

2. a ∈ F implies a t b ⊆ F for all b ∈M .

3. For all a, b ∈M , if (a t b) ∩ F 6= ∅ then a t b ⊆ F .

Due to the fact that any residuated multilattice combines the structures of multilattice
and pocrim, it is possible to use the notion of filter on the multilattice, filter on the pocrim,
or give a new definition that combines both. These three notions are not equivalent. To
distinguish them, we will write p-filter to denote a filter of the pocrim and m-filter, a
filter of the multilattice. We introduce now the notion of filter in a residuated multilattice.

Definition 7 Let M be a residuated multilattice. A non-empty subset F ⊆ M is said to
be a filter if it is a deductive system and the following condition hold: a → b ∈ F implies
a t b→ b ⊆ F and a→ a u b ⊆ F .

Theorem 1 Let M be a residuated multilattice and F a deductive system. Then, F is a
filter if and only if F is an m-filter and the following conditions hold:

i) for all x, y ∈ a t b, if x→ y ∈ F then y → x ∈ F .

ii) for all x, y ∈ a u b, if x→ y ∈ F then y → x ∈ F .
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Proof: Suppose that F is a filter and let a, b ∈ F . As a ≤ b → a, then b → a ∈ F .
Therefore, b→ au b ⊆ F . So, given x ∈ au b, as b→ x ∈ F and b ∈ F , then x ∈ F . On the
other hand, suppose that there exists x ∈ (a t b) ∩ F . If a t b is a singleton, then, trivially,
at b ⊆ F . Otherwise, let y ∈ at b such that x 6= y. As a, b ≤ x, y, there exist two different
elements a′, b′ ∈ xu y such that a ≤ a′ and b ≤ b′. Observe that > = a′ → x = a′ → y ∈ F .
As x ∈ F and x ≤ y → x, then y → x ∈ F . Thus, y → x t y ⊆ F which implies that
y → a′, y → b′ ∈ F . From y ≥ a′, we obtain y → b′ ≤ a′ → b′ and so, a′ → b′ ∈ F .
Therefore, a′ t b′ → b′ ⊆ F , which leads to x → b′ ∈ F . As also > = b′ → y ∈ F , then
x→ y ∈ F . Finally, as x ∈ F , so y ∈ F .

Suppose now that F is an m-filter in which both conditions i) and ii) hold and let
a, b ∈M such that a→ b ∈ F . By 2, item [i)], it holds

[(a→ b) u (b→ b)] ⊆ (a t b)→ b

thus, there exists x1 ∈ a t b such that a → b = x1 → b. If a t b is a singleton, the proof
is over. Otherwise, given x2 ∈ a t b, since > = b → x2 ∈ F and x1 → b ∈ F , we have
that x1 → x2 ∈ F . Using hypothesis, it implies that also x2 → x1 ∈ F and again with
x1 → b ∈ F , we obtain that x2 → b ∈ F .

�

4 Conclusions and future work

We have introduced new properties that allow us to obtain a suitable generalization of
the concept of filter. As future work, on the one hand, we will focus on the study of
homomorphism and congruence in order to guarantee that the classical relationship between
these three concepts still holds in the framework of residuated multilattices. On the other
hand, the specific form of the new properties introduced in Section 2 strongly suggests a
possible interpretation in terms of rough sets, which will be studied later.
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Abstract

In this paper, we deal with vertex amalgamation on graphs and combinatorial struc-

tures in order to obtain some criteria to determine when there exists a Lie algebra

associated with a combinatorial structure arising from this operation. Moreover, we

show an algorithmic method to implement it.

Key words: Digraph, Combinatorial structure, Lie algebra, Combinatorial opera-

tions, Algorithm.
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1 Introduction

Finding relations between different fields of Mathematics is an important goal in mathe-
matical research. Both Lie Theory and Graph Theory are running in a high level due to
their several applications in Engineering, Physics and Applied Mathematics, in addition to
their theoretical study. There exists a close relation between both theories. For example,
graphs have been used to study semisimple Lie algebras, since trees perform an important
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role to determine the Dynkin diagrams associated to such algebras [8]. Graph Theory is
also applied to study the representation of finite-dimensional algebras [7].

Our main goal is to make progress in the link between Lie algebras and combinatorial
structures. Hence, we are proceeding with previous works [1, 2, 3, 4, 6] in the literature
opening this research line. This time, we study the translation of vertex amalgamation on
graphs and combinatorial structures into the language of Lie algebras.

The structure of this paper is the following: after reviewing some well-known results
on Lie and Graph Theory in Section 2, Section 3 recalls the mapping introduced in [1] to
associate combinatorial structures with Lie algebras. Next, in Section 4 we study the vertex
amalgamation studying some criteria under which structures obtained from this operation
are associated with Lie algebras. Finally, Section 5 presents an algorithmic method related
to this operation checking if the graph obtained is associated with a Lie algebra.

2 Preliminaries

For a general overview on Lie algebras and graph theory, the reader can consult [9, 5].

Definition 1 A Lie algebra g is a vector space with a second bilinear inner composition

law ([·, ·]) called the bracket product or Lie bracket, which satisfies [X,X] = 0, ∀X ∈

g and [[X,Y ], Z] + [[Y,Z],X] + [[Z,X], Y ] = 0, ∀X,Y,Z ∈ g. The last expression is called

the Jacobi identity.

Given a basis {ei}
n
i=1

of g, its structure (or Maurer-Cartan) constants are defined by

[ei, ej ] =
∑

chi,jeh, for 1 ≤ i < j ≤ n.

Definition 2 Given a Lie algebra g, its center is Z(g) = {X ∈ g | [X,Y ] = 0, ∀Y ∈ g}.

Definition 3 A graph is a ordered pair G = (V,E), where V is a non-empty set of vertices

and E is a set of unordered pairs (edges) of two vertices. If the edges are ordered pairs of

vertices, then the graph is named digraph.

Definition 4 Let G = (V,E) be a graph. For a vertex v ∈ V , the (open) neighbourhood of

v in G is the vertex subset N(v) = {w ∈ V | (v,w) ∈ E}. Two vertices u, v ∈ V are twins

if they have the same neighbourhoods; i.e. N(u) = N(v).

Definition 5 Given a digraph G = (V,E), a vertex v ∈ V is a sink (resp. a source) if all

the edges incident with v are oriented towards v (resp. oriented from v). This definition is

illustrated in Figure 1.
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Figure 1: Example of sinks and sources, respectively.

Definition 6 Given n ∈ N, Pn is a weighted digraph of n vertices alternating sources with

sinks.

3 Associating combinatorial structures with Lie algebras

Let g be an n-dimensional Lie algebra with basis B = {ei}
n
i=1

. The structure constants are
given by [ei, ej ] =

∑n
k=1

cki,jek and, hence, the pair (g,B) is associated with a combinatorial
structure built according to the following steps in the method introduced in [1]

a) Draw vertex i for each ei ∈ B.

b) Given three vertices i < j < k, draw the full triangle ijk if and only if (cki,j, c
i
j,k, c

j
i,k
) 6=

(0, 0, 0). Then, the edges ij, jk and ik have weights cki,j , c
i
j,k and cji,k, respectively.

b1) Use a discontinuous line (named ghost edge) for edges with weight zero.

b2) If two triangles ijk and ijl with 1 ≤ i < j < k < l ≤ n satisfy cki,j = cli,j, draw
only one edge between vertices i and j shared by both triangles (see Figure 2).

c) Given two vertices i and j with 1 ≤ i < j ≤ n and such that cii,j 6= 0 (resp. cji,j 6= 0),
draw a directed edge from j to i (resp. from i to j), as can be seen in Figure 3.

Figure 2: Full triangle and two triangles

sharing an edge.

Figure 3: Directed edges.
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4 Vertex amalgamation

The amalgamation of two combinatorial structures consists in pasting both structures by
identifying a vertex in both configurations. We determine under which conditions the
structure obtained from this operation preserves the association with a Lie algebra.

4.1 Digraphs associated with Lie algebras and amalgamation

Proposition 1 Let G be a digraph not associated with Lie algebras. Then, every digraph

obtained from G by using vertex amalgamation is neither associated with Lie algebras.

Proposition 2 Let G and G′ be two digraphs associated with the Lie algebras L and L′

respectively. We consider the amalgamation of G and G′ by an isolated vertex of G′. Then,

there exists a unique Lie algebra associated with the amalgamation given by L⊕ L̄, L̄ is the

Lie algebra associated with the subgraph G′ − {v} of G′.

Proposition 3 Let G and G′ be two digraphs associated with Lie algebras. We consider

the amalgamation by a non-isolated vertex. Then, the following statements hold

1) If G is an oriented 2-cycle, then no Lie algebra is associated with the amalgamation.

2) If G contains 3-cycles (structures from Theorem [1, Theorem 3.6]), then the amalga-

mation is associated with a Lie algebra if and only if the amalgamation vertex is a

sink in G and G′. Moreover, either G and G′ are digraphs of the same type or G′ is

a digraph Pn.

3) If G and G′ do not contain 3- or 2-cycles, the amalgamation is associated with a Lie

algebra if and only if the amalgamation vertex is of the same type in G and G′.

4.2 Full triangles associated with Lie algebras and amalgamation

Lemma 1 Let G and T be respectively a digraph and a triangular structure, both associated

with Lie algebras. Then, the amalgamation of G and T by an isolated vertex v of G is

associated with the Lie algebra L ⊕ L̄, where L and L̄ are the Lie algebras associated with

T and G− {v}, respectively.

Proposition 4 The amalgamation of a full triangle and a digraph by a non-isolated vertex

k is associated with a Lie algebra if and only if k is a source and the opposite edge to k in

the full triangle is ghost.
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Figure 4: Amalgamation by a sink. Figure 5: Amalgamation by a source.

Proposition 5 The amalgamation of two full triangles by a vertex is associated with a Lie

algebra if and only if either the amalgamation vertex is only incident with ghost edges and

its opposite edges are full, or the edges not being incident with the amalgamation vertex are

ghost.

5 Algorithm for the amalgamation of two digraphs

In this section, we show an algorithmic procedure to compute the amalgamation of two
digraphs associated with Lie algebras. We also study if the digraph obtained is associated
with a Lie algebra. We consider the following two steps:

a) Compute the amalgamation of two digraphs associated with Lie algebras.

b) Check if the digraph obtained in the previous step is associated with a Lie algebra.

We have implemented this procedure in the symbolic computation package MAPLE 12,
loading the libraries DifferentialGeometry, LieAlgebras and GraphTheory.

The first step is executed by the routine amalgamation, which receives two digraphs G
and H. Both of them are defined with the order Digraph(V,E), where V is a list with the
vertices of G and E is a set whose elements are the edge (i.e. ordered pairs of vertices) with
their weight. To implement this routine, several local variables are defined and a loop is
programmed to compute the amalgamation.

> amalgamation:=proc(G,H)

> local U,V,A,B,W,C;U:=Vertices(G);V:=Vertices(H);A:=Edges(G,weights);B:=Edges(H,weights);

> W:=U; C:=A union B; for i from 1 to nops(V) do if member(V[i],W)=true then W:=W;

> else W:=[op(W),V[i]]; end if; end do; Ga:=Digraph(W,C); return Ga; end proc:

Now, the representation of this digraph can be obtained with the following sentence

> DrawGraph(amalgamation(G,H));
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Next, after computing the amalgamation, the routine program checks if the digraph
obtained with this graph operation is associated with a Lie algebra. This routine builds a
vector space associated with the digraph, which is the candidate to be its associated Lie
algebra adding the bracket product. This routine receives the list V with the vertices of the
digraph and the set E with its directed, weighted edges. As outputs, we obtain the vector
space with basis {ei}

n
i=1

, where ei corresponds to vertex i in the list V, and the brackets
associated with the edges in the set E.

> program:=proc(V,E)

> local B, L; B:=[]; L:=[]; for x from 1 to nops(V) do B:=[op(B),e[x]];

> end do; for i from 1 to nops(E) do if E[i][1][1] < E[i][1][2] then

> L:=[op(L),[[E[i][1][1],E[i][1][2],E[i][1][2]],E[i][2]]];

> else L:=[op(L),[[E[i][1][2],E[i][1][1],E[i][1][2]],E[i][2]]];

> end if; end do; return _DG([["LieAlgebra",Alg1,[nops(V)]],L]);

> end proc:

Once we have implemented the routine program, we define the law by the sentence

> DGsetup(program(V,E));

After defining this vector space, saved as Alg1, we test if the Jacobi identities hold.

Alg1 > Query(Alg1,"Jacobi");

The vector space Alg1, defined by the output of program, is a Lie algebra if and only
if the answer true is obtained for this question.
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[1] A. Carriazo, L.M. Fernández, J. Núñez, Combinatorial structures associated with Lie
algebras of finite dimension, Linear Algebra Appl. 389 (2004), 43–61.
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Abstract

In this paper we consider a population model of predator-prey type in which prey
gather together for defense purposes. A transmissible and unrecoverable disease is
assumed to affect the prey. We characterize the system behavior, establishing that
ultimately either only the susceptible prey survive, or the disease becomes endemic, but
the predators are wiped out. Another alternative is that the disease is eradicated, with
sound prey and predators thriving at an equilibrium or through persistent population
oscillations. Finally, the two populations can thrive together, with the persisting disease
still affecting the prey. The only alternative that in these circumstances is impossible,
is the fact that predators can thrive just with infected prey. But this is a consequence
of the model assumptions, in that infected prey are assumed to be too weak to sustain
themselves. A peculiarity of the model is the singularity-free reformulation, which leads
to three entirely new dependent variables to describe the system.

Key words: group defense, epidemics, predator-prey, disease transmission

MSC 2000: AMS codes 92D30, 92D25, 92D40

1 Introduction

The model we consider here is a prey-predator system in which the disease develops in prey.
The latter gather together and live in a herd. Following recently introduced ideas, [2, 1],
the large predators will hunt alone the herd and in it, it will be the individuals on the edge

1This paper was completed and written during a visit of the second author at the Max Planck Institut
für Physik Komplexer Systeme in Dresden, Germany. The author expresses his thanks for the facilities
provided.
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of the bunch that will mostly bear the burden of the attack. In mathematical terms, the
“size” of the prey population occupying the edge of the herd is proportional to the square
root of the total population. Thus, instead of the standard mass action or Holling type II
terms usually employed to model the predation mechanism, the predator-prey interactions
are mathematically described via a term containing the square root of the prey population,
coupled as usual with the predators’ population. This is a different idea from the approach
as the one used in [6], in which the defense mechanism is modelled via a suitable response
function. In [12], these ideas are extended to another situation, in which a disease affects
the prey. For further developments, see [4]. Thus, in this way the first ecoepidemic model
of this sort is proposed. An idea of this kind had been presented for predators hunting in
packs in [5].

Ecoepidemic models in fact contain a basic interacting population system on top of
which a contagious disease is present. Models of this type are known since about a quarter
of a century, [7, 3, 9] and are currently of wide interest among scientists, see [11] or [8] for
an account of some of the developments of this branch of mathematical biology merging the
two fields of population theory and epidemiology.

Coupling ecoepidemic systems with group defense is a step taken by one of the authors
very recently, [12]. In the formulation of the model however, there is a kind of asymmetry
in the way in which healthy and infected prey are dealt with by predators. Although both
are hunted, the predation assumes in [12] two different mathematical forms, one containing
the square root as discussed above, the other one the standard Holling type I interaction
term. In fact, the additional basic assumption with respect to the standard predator-prey
model of [1], which we will remove here, that has been formulated in [12] consists in the
fact that the diseased prey are assumed to be left behind by the healthy herd. Therefore
they are subject to hunting by predators on a one-to-one basis, a fact which is modeled as
in the classical Lotka-Volterra system with the standard mass action term.

In this paper, we extend the model to encompass instead the situation in which the
infected prey still remain in the herd, and mix with the healthy ones. Therefore they
can occupy any position in the bunch, including the ones near the boundary. They are
therefore subject to hunt as all the other susceptible prey. Mathematically speaking, the
change amounts to the following: the square root term that formerly contained only healthy
individuals, is now replaced by a square root term containing the whole prey population.

The paper is organized as follows. In the next Section we present the model. In Section
3 we redefine the basic variables to obtain a singularity-free system and adimensionalize it.
The system’s equilibria are assessed in Section 4. Section 5 contains their stability analysis.
Hopf bifurcations are investigated in Section 6. The brief Section 7 summarizes the results
interpretation in terms of the original model variables. Simulations are presented in Section
8 and a final discussion concludes the paper.
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2 The model

Let S denote the healthy prey population, I be the infected prey and P the predators. We
assume that the infection process running among the prey does not hinder them, so that
infected individuals can still remain in the herd. The predators attack the prey, and the
individuals at the edge of the bunch are the most likely to be captured by the predators.
Since the infected do not remain behind the herd, they populate both the “inside” of the
bunch as well as its boundary. Therefore they can be captured as well as the healthy prey.

Following the arguments expounded in [2, 1, 12], if we assume that the total prey
population density S + I is uniformly distributed on the land occupied by the herd, the
number of the individuals staying on the border is proportional to the square root of this
density. With these assumptions the system can be written as

dS

dt
= rS

(

1−
S + I

K

)

− σ
SI

S + I
− qPS

√
S + I

S + I
(1)

dI

dt
= σ

SI

S + I
− wPI

√
S + I

S + I
− µI

dP

dt
= −mP + gP

S
√
S + I

+ fP
I

√
S + I

where all the parameters are assumed to be nonnegative. Here, r denotes the birth rate
of healthy prey, σ is the disease incidence, q the predation rate on healthy prey, w the
predation rate on infected prey, µ the natural plus disease-related mortality rate of infected
prey, m the death rate of predators, e is the uptake due to predation for the predators, K
the environment’s carrying capacity.

The first equation shows that healthy prey follow a logistic growth, with intraspecific
competition due also to the infected. Then there is the disease contagion mechanism, which
is here assumed to be modelled by the standard incidence. Finally, healthy prey on the edge
of the herd are captured by the predators, at rate q. Note that the last term expresses how
many sound prey stay on the border. In fact, the population on the boundary is

√
S + I as

argued earlier. Of this, only the fraction S(S + I)−1 is represented by healthy individuals.
Note that the corresponding dual fraction I(S + I)−1 gives the infected individuals on the
boundary and is found in the second equation, in the predation term. Further, predation
on infected prey occurs at rate w. The disease is assumed to be unrecoverable, for which
the individuals that get it enter into the class I and can leave it only by being captured by
predators, or via natural plus disease-related mortality. In the last equation the predators’
dynamics transpires, which are dependent on the prey for their survival, otherwise they will
die at rate m. Predators hunt the healthy and the infected prey alike, but at different rates.

In view of the assumptions stated above, some intrinsic relationships among the pa-
rameters hold. First of all q 6 w and g 6 f since predators hunt infected prey more easily
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than sound ones; further, g < q and f < w, saying that not the whole captured prey are
turned into new predators.

In view of singularities present in (1), we need to reformulate the system.

3 Preliminary steps - Reformulation

We proceed to the singularity elimination, via several steps. At first, we set T =
√
S + I in

order to remove the square root term. We thus obtain

dS

dt
= σ

S2

T 2
− q

PS

T
+ (r − σ)S −

r

K
ST 2 (2)

dT

dt
= −

µ

2
T −

r

2K
ST +

(r

2
+

µ

2

) S

T
+
(w

2
−

q

2

) PS

T 2
−

w

2
P

dP

dt
= −mP + fPT + (g − f)

PS

T
.

Then, let V = ST−1 in place of S. The system (2) becomes

dV

dt
=

r

2K
V 2T +

(

σ −
r

2
−

µ

2

) V 2

T
+
(q

2
−

w

2

) PV 2

T 2
(3)

+
(

r − σ +
µ

2

)

V −
r

K
V T 2 +

(w

2
− q
) PV

T
dT

dt
= −

µ

2
T −

r

2K
V T 2 +

(r

2
+

µ

2

)

V +
(w

2
−

q

2

) PV

T
−

w

2
P

dP

dt
= −mP + fPT + (g − f)PV.

The third step introduces another new variable, A = V T−1 replacing V , to reformulate
(3) as

dA

dt
= (σ − r − µ)A2 +

r

K
A2T 2 + (q − w)

PA2

T
+ (r + µ− σ)A−

r

K
AT 2 + (w − q)

PA

T
dT

dt
= −

r

2K
AT 3 −

µ

2
T +

(r

2
+

µ

2

)

AT +
(w

2
−

q

2

)

PA−
w

2
P

dP

dt
= −mP + fPT + (g − f)PAT. (4)

This is still unsatisfactory, in view of the presence of the variable T in the denominator.
The next step introduces the variable U = PT−1 in place of P , to get the new system with
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no singularities:

dA

dt
= (σ − r − µ)A2 +

r

K
A2T 2 + (q − w)A2U (5)

+ (r + µ− σ)A−
r

K
AT 2 + (w − q)AU,

dT

dt
= −

r

2K
AT 3 −

µ

2
T +

(r

2
+

µ

2

)

AT −
w

2
UT +

(w

2
−

q

2

)

AUT,

dU

dt
=

w

2
U2 +

(

q − w

2

)

AU2 +
(µ

2
−m

)

U + (g − f)AUT

−

(

r + µ

2

)

AU + fUT +
r

2K
AUT 2.

Combining all the substitutions made, we find the new variables definitions in terms of
the original model variables, as follows

A =
V

T
=

S

T 2
=

S

S + I
, U =

P

T
=

P
√
S + I

, T =
√
S + I,

which allow an interpretation of their meanings. It follows indeed that A represents the
fraction of healthy prey with respect to the total amount of prey, T is the total prey
population on the edge of the herd and U denotes the ratio of predators over the total prey
population occupying the edge of the area.

4 Equilibria

Note first of all that in eliminating singularities we had to divide by T , therefore this variable
must be different from zero, in fact strictly positive, so that we exclude possible equilibria
with T = 0. Mathematically, there is a second reason of geometric nature, as T represents
the population of the herd on its boundary, and the latter is certainly never empty for a
nonvanishing herd. There are thus only four possible equilibria.

Equilibrium (A,T,U) = (0,+, 0) is infeasible since the second equation of (5) cannot
be satisfied, as it does for (A,T,U) = (0,+,+), so that we cannot accept this equilibrium
either.

For (A,T,U) = (+,+, 0), the first equation of (5) gives

r

K
T 2 (A− 1) = (r + µ− σ) (A− 1) (6)

so that two cases arise.

If A = 1, from the second equation of (5) we have T =
√
K, giving the equilibrium

E1 = (A1, T1, U1) =
(

1,
√
K, 0

)

with unconditional feasibility.
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Alternatively, if A < 1, we find

T =

√

K

r
(r + µ− σ), A =

µ

σ
.

We have thus found the equilibrium

E2 = (A2, T2, U2) =

(

µ

σ
,

√

K

r
(r + µ− σ), 0

)

under the conditions
r + µ− σ > 0, µ < σ, (7)

with the second one arising from the very definition of A.
Remark. If in E2 we let µ = σ, we reobtain E1.
To find the equilibria with all nonvanishing components (A,T,U) = (+,+,+) that we

can call coexistence equilibria, we sum the second and the third equations of (5) to get

T =
m

(g − f)A+ f
, A 6=

f

f − g
. (8)

From the first equation of (5) we have

(A− 1)
[

(σ − r − µ) +
r

K
T 2 + (q − w)

]

= 0,

giving again two possibilities.
For A = 1 we get T = mg−1 and the last equation of (5) then yields

U =
r

g2qK

(

g2K −m2
)

,

which is positive if

K >

(

m

g

)2

. (9)

Thus we found the equilibrium

E3 = (A3, T3, U3) =

(

1,
m

g
,

r

g2qK

(

g2K −m2
)

)

with feasibility condition (9).
If instead A 6= 1 we solve the system

(σ − r − µ) +
r

K
T 2 + (q −w)U = 0, (10)

−
r

2K
AT 2 −

µ

2
+

(

r + µ

2

)

A−
w

2
U +

(

w − q

2

)

AU = 0,
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with T given by the first equation in (8). Now in the first equation (10) write U as a
function of A:

(q − w)U = (r + µ− σ)−
r

K

m2

[(g − f)A+ f ]2
. (11)

Now if q − w = 0 the first equation of (10) simplifies to give

T =

√

K

r
(r + µ− σ), (12)

provided r+ µ− σ > 0, an assumption that we are making from now on. Substituting into
the second equation (10) we find

U =
σA− µ

w
,

which is nonnegative if A ≥ µσ−1. From the first equation in (8) we then obtain

A =
1

(g − f)

[

m

√

r

K (r + µ− σ)
− f

]

.

Recalling the assumption g < f , A will be nonnegative if and only if

K >

(

m

f

)2 r

r + µ− σ
.

We finally have the explicit expression of U as follows,

U =
σ

w

1

g − f

[

m

√

r

K (r + µ− σ)
− f

]

−
µ

w
,

which is nonnegative when A > µσ−1, i.e. for

m

√

r

K (r + µ− σ)
<

µ

σ
(g − f) + f. (13)

The right hand side is positive if (σ − µ) f +µg > 0 and from this the above restriction can
be rewritten as

K >

[

mσ

(σ − µ) f + µg

]2 r

r + µ− σ
.

In summary we found the equilibrium E4 = (A4, T4, U4) where, explicitly,

A4 =
1

(g − f)

[

m

√

r

K (r + µ− σ)
− f

]

, T4 =

√

K

r
(r + µ− σ),

U4 =
σ

w (g − f)

[

m

√

r

K (r + µ− σ)
− f

]

−
µ

w
,
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with feasibility conditions r + µ− σ > 0, q = w and

K >

[

mσ

(σ − µ) f + µg

]2 r

r + µ− σ
, (σ − µ) f + µg > 0, K >

(

m

f

)2 r

r + µ− σ
.

These conditions can be simplified, observing that from g − f < 0 it follows

mσ

fσ
<

mσ

(g − f)µ+ fσ

so that if (σ − µ) f + µg > 0,

K >

(

m

f

)2 r

r + µ− σ

is implied by the condition

K >

(

mσ

[(σ − µ) f + µg]

)2 r

r + µ− σ
.

Thus feasibility conditions for E4 become just the following ones

K >

(

mσ

[(σ − µ) f + µg]

)2 r

r + µ− σ
, (σ − µ) f + µg > 0, r + µ− σ > 0, q = w. (14)

We now address the case q − w < 0. In this situation from (11) we find

U =
1

(q − w)

[

(r + µ− σ)−
r

K

m2

[(g − f)A+ f ]2

]

(15)

and substituting the values of T and U into the second equation of (10), we obtain

−µ−
w (r + µ− σ)

(q − w)
+

rw

(q −w)K

m2

[(g − f)A+ f ]2
+ σA = 0. (16)

From this, with some algebra, we are led to the following cubic equation for A:

P (A) ≡

3
∑

k=0

bkA
k = 0, (17)

where b3 = 1,

b2 = σ (q − w)K (g − f)2 ,

b1 = 2f (g − f)σ (q − w)K (wσ − rw − qµ)K (g − f)2 ,

b1 = f2σ (q − w)K + 2f (g − f) (wσ − rw − qµ)K,

b0 = f2 (wσ − rw − qµ)K +m2rw.
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It has always a real root, and we seek now sufficient conditions for a nonnegative real
root. Since q 6 w, it follows that

lim
A→∞

P (A) = −∞,

so that if the constant term is positive, at least one positive real root must exist. This
occurs if

f2 (wσ − rw − qµ)K > −m2rw, (18)

which is trivial in case
wσ − rw − qµ > 0, (19)

otherwise it leads to

wσ − rw − qµ < 0, K <

(

m

f

)2 rw

rw + qµ− wσ
. (20)

In summary the equilibrium E5 = (A5, T5, U5) arises with first component given by the
positive root of (17) and the remaining ones by (12) and (15), which need to be nonnegative,
and further feasibility conditions given by (19) or (20).

5 Stability

The elements of the Jacobian matrix J = (Jik), i, k = 1, 2, 3 are

J11 = 2 (σ − r − µ)A+ 2
r

K
AT 2 + 2 (q − w)AU + (r + µ− σ)−−

r

K
T 2 + (w − q)U

J12 = 2
r

K
AT (A− 1) J13 = (q −w)A (A− 1) J21 = −

r

2K
T 3 +

r + µ

2
T +

w − q

2
UT

J22 = −
3r

2K
AT 2 −

µ

2
+

r + µ

2
A−

w

2
U +

w − q

2
AU J23 = −

w

2
T +

w − q

2
AT

J31 =
q − w

2
U2 + (g − f)UT −

r + µ

2
U +

r

2K
UT 2 J32 = (g − f)AU + fU +

r

K
AUT

J33 = wU + (q − w)AU +
µ

2
−m+ (g − f)AT −

r + µ

2
A+ fT +

r

2K
AT 2

Observe that since A = S(S+ I)−1
6 1 and q < w two of the above terms have a fixed sign:

J12 6 0, J13 > 0.

The Jacobian’s eigenvalues at E1 are λ1 = σ − µ, λ2 = −r, λ3 = −m + g
√
K, from

which the stability conditions follow

µ

σ
> 1, K <

(

m

g

)2

. (21)
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The Jacobian at E2 gives one eigenvalue as

λ1 =

√

K

r
(r + µ− σ)

[

f + (g − f)
µ

σ

]

−m.

from which the stability condition follows

K <

[

mσ

(σ − µ) f + gµ

]2 r

r + µ− σ
(22)

having used the fact that (σ − µ) f + gµ > 0 and the first condition (7). The other two
eigenvalues are the roots of

λ2 +
µ

σ
(r + µ− σ)λ+ µ

(

1−
µ

σ

)

(r + µ− σ) = 0. (23)

In view of the feasibility conditions (7), the Routh-Hurwitz stability conditions for (23)
hold. Stability of E2 is therefore regulated only by (22).

At E3 again one eigenvalue is immediate,

λ1 = (σ − µ) +
rw

g2qK

(

m2 − g2K
)

.

It is negative if and only if g2K [q (σ − µ)− rw] < −m2rw. But this cannot happen if
q (σ − µ)− rw > 0. Conversely, we are lead to the stability conditions

K >

(

m

g

)2 rw

rw + qµ− qσ
, rw + qσ > qµ. (24)

The other eigenvalues come from the quadratic

λ2 +
r

2g2K

(

3m2 − g2K
)

λ+
mr

2g4K

(

g2K −m2
) (

2mr + g2K
)

= 0. (25)

From the (strict) feasibility conditions (9) for E3, the constant term is always positive.
Imposing that also the coefficient of the linear term is positive, we obtain the second stability
condition,

K < 3

(

m

g

)2

. (26)

In summary, E3 is feasible and stable for

0 < max

{

1,
rw

rw + qµ− qσ

}

< K
( g

m

)2

< 3. (27)
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For the equilibrium E4 some of the Jacobian entries, in view of the feasibility conditions
(14) have fixed signs, as follows

J412 =
2r

K

√

K

r
(r + µ− σ)

1

(g − f)

[

m

√

r

K (r + µ− σ)
− f

]

·

[

1

(g − f)

(

m

√

r

K (r + µ− σ)
− f

)

− 1

]

< 0,

J421 =
σ

2

√

K

r
(r + µ− σ) > 0, J422 = −

(r + µ− σ)

(g − f)

[

m

√

r

K (r + µ− σ)
− f

]

< 0,

J423 = −
w

2

√

K

r
(r + µ− σ) < 0,

J432 =

{

σ

w (g − f)

[

m

√

r

K (r + µ− σ)
− f

]

−
µ

w

}

·

[(

m

√

r

K (r + µ− σ)
− f

)

+ f

+
1

(g − f)

(

m

√

r

K (r + µ− σ)
− f

)
√

r

K
(r + µ− σ)

]

> 0,

while the remaining two must agree, since the same factor appears in the two elements,
although the sign is not decided:

J431 =
1

w

[

σ

(

m

√

r

K (r + µ− σ)
− f

)

− µ (g − f)

]

·

[
√

K

r
(r + µ− σ)−

σ

2 (g − f)

]

,

J433 =
1

2 (g − f)

[

σ

(

m

√

r

K (r + µ− σ)
− f

)

− µ (g − f)

]

.

We now study the signs of J431 and J433 . Considering J431 and using the feasibility condition
(14) we find that for its positivity we must have

r

K (r + µ− σ)
>

[

µ (g − f) + fσ

mσ

]2

.

But this contradicts the feasibility condition (14), so that it must be negative. In summary
we then have

J431 < 0, J433 < 0.

Thus the resulting structure of the Jacobian matrix is

J4 =













0 − 0

+ − −

− + −













≡













0 Z 0

B C D

E F G













.
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The characteristic equation is now a cubic,

3
∑

k=0

akλ
k ≡ λ3 − (C +G)λ2 − (ZB + FD −CG)λ− Z (ED −BG) = 0. (28)

Using the signs of Z, B, C, D, E, F and G all the coefficients ak, k = 0, . . . , 3 are posi-
tive. We can thus use the Liénard-Chipart criterion, a particular case of the Routh-Hurwitz
criterion, thereby determining the sign of the eigenvalues imposing that the following de-
terminant be positive:

D2 =

∣

∣

∣

∣

∣

∣

a2 a0

a3 a1

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

− (C +G) −Z (ED −BG)

1 − (ZB + FD − CG)

∣

∣

∣

∣

∣

∣

=

= (C +G) (ZB + FD − CG) + Z (ED −BG) > 0. (29)

We can conclude for this case that E4 is stable if (29) holds.
Stability of E5 is investigated numerically.

6 Bifurcations

Note that transcritical bifurcations further arise between E1, E2 and E3.
We then try to establish if there are special parameter combinations for which Hopf

bifurcations arise. For this purpose, we need purely imaginary eigenvalues. This is easy to
assess for a quadratic characteristic equation, λ2 + bλ+ c = 0 since we need the linear term
to vanish, b = 0, and the constant term to be negative, c < 0. For a generic cubic of the
form

a3λ
3 + a2λ

2 + a1λ+ a0 = 0 (30)

instead, we need the following condition

a1a2 − a0 = 0.

Clearly at E1 no bifurcation arises, since the eigenvalues are all real. At E2 we need

b =
µ

σ
(r + µ− σ) = 0, c = µ

(

1−
µ

σ

)

(r + µ− σ) > 0 (31)

but these conditions contradict each other. We conclude that at E2 no Hopf bifurcations
can carise.

At E3 the characteristic equation factors, and the quadratic (25) from feasibility (9)
has a positive constant term. Imposing that the linear term vanishes, we find the value

K† ≡ 3

(

m

g

)2

(32)

for which a limit cycle appears. We will show this situation and investigate the remaining
ones for E4 and E5 with simulations.
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7 Equilibria interpretation

At equilibrium E1, we have U1 = 0 so that P1 = 0 and the predators vanish. Further,
A1 = 1 implying that I1 = 0. Thus only healthy prey survive, at the environment’s carrying
capacity, due to the model assumption of logistic growth, T1 =

√
K indeed implies in this

case S1 = K.

At E2 the request that A < 1 tells us that neither healthy nor infected prey disappear
from the system, while, as in the previous case, all the predators die since U2 = 0. There-
fore the disease remains endemic among the prey, while predators do not survive. Note
once again that the the point E2 becomes equilibrium E1 if we assume that the disease
transmission rate equals the disease mortality rate. In such case thus the disease can be
eradicated.

At E3 we have again that A3 = 1, so that I = 0 and in this case the disease gets
eradicated from the ecosystem, while the predators and healthy prey survive together. This
is the only equilibrium for which we have proved analytically the existence of bifurcations,
for the particular value of the prey carrying capacity K† = 3m2g−2.

At E4 and E5 we have coexistence, with the point E3 being a particular case of the
latter equilibria, when A = 1. Further E4 and E5 differ because in the first case q = w,
i.e. the infected and healthy prey are hunted at the same rate by predators, and therefore
it can be regarded as a special case of E5. As for the latter, note that for the particular
situation in which f2K (rw + qµ− wσ) = m2rw we find A5, as the cubic (17) goes through
the origin. This implies that the healthy prey are wiped out. Therefore in this situation
the ecosystem thrives, with predators and only infected prey.

8 Simulations

The equilibrium E1 represents the situation where the only population which survives in
the habitat is represented by the healthy prey. The fact that infected individuals are
extinguished is consistent with the stability conditions of E1. In fact, the latter require
that the disease incidence be lower than the disease-related mortality rate. Thus infected
individuals die faster than they are recruited and ultimately there are not enough infectious
individuals to propagate the disease. Its stable behavior is shown in Figure 1 for the
parameter values σ = 0.2, r = 0.5, K = 5, µ = 0.4, q = 0.2, w = 0.5, m = 0.8, g = 0.1,
f = 0.3.

At the equilibrium E2 predators get extinguished, but the disease remains endemic.
In this situation the opposite condition of equilibrium E1 must be verified, namely the
disease-related mortality rate is lower than the disease incidence. This suggests that it is
reasonable to expect that the population of infected prey survives. Figure 2 contains a
simulation leading to this equilibrium for the parameter values σ = 0.5, r = 0.5, K = 5,
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Figure 1: The stable equilibrium E1 is achieved for the parameter values σ = 0.2, r = 0.5,
K = 5, µ = 0.4, q = 0.2, w = 0.5, m = 0.8, g = 0.1, f = 0.3.

µ = 0.4, q = 0.2, w = 0.5, m = 0.8, g = 0.1, f = 0.3..

The third equilibrium E3 shows coexistence of predators and healthy prey, with the
disease eradicated. Figure 3 shows it for the parameter values σ = 0.5, r = 0.5, K = 5,
µ = .4, q = 0.2, w = 0.5, m = 0.2, g = 0.1, f = 0.3..

The equilibrium E4 represents the possibility that all the populations in the system
survive, i.e. E4 represents the coexistence equilibrium. The simulation of Figure 4 shows it
for the following parameter values: σ = 0.4, r = 0.5, µ = 0.2, q = 0.5, w = 0.5, m = 0.3,
f = 0.2, g = 0.1, K = 10..

In the study of the stability, focusing on the bifurcations, we discovered that, around
E3, limit cycles should arise when K crosses the threshold value K† = 3m2g−2. In Figure 5
we present a simulation of the two-dimensional limit cycle for the parameter values σ = 0.5,
r = 0.5, µ = 0.4, q = 0.2, w = 0.5, m = 0.2, g = 0.1, f = 0.3. Oscillations appear
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Figure 2: Equilibrium E2 is obtained for the parameters: σ = 0.5, r = 0.5, K = 5, µ = 0.4,
q = 0.2, w = 0.5, m = 0.8, g = 0.1, f = 0.3..

only for the second and the third variables, while for first one remains at the fixed level
A = 1, to mean that the system is disease-free. Predators survive together with the healthy
individuals but with persistent oscillations of the two populations. In Figure 6 a three-
dimensional phase-space portrait of the limit cycle is given.

For the equilibrium E5 our extensive simulations seem to indicate its instability.

9 Conclusions

In this paper we studied an ecoepidemic model in which two popolations interact: the prey
and the predators. We assumed that among the prey a disease develops, which spreads
by contact. Further, the disease is unrecoverable, i.e. infected prey cannot heal from it.
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Figure 3: The equilibrium E3 is here shown for the parameter values σ = 0.5, r = 0.5,
K = 5, µ = .4, q = 0.2, w = 0.5, m = 0.2, g = 0.1, f = 0.3..

Predation affects for healthy and infected prey. The prey group together in a herd and
exert some defensive strategy, for which mainly the individuals on the boundary of the herd
suffer from the attacks of the hunting population.

The original system formulation leads to possible singularities in the Jacobian, when
the prey population vanishes. Therefore we have performed several changes of dependent
variables to obtain a singularity-free reformulation. The newly obtained variables represent
respectively the ratio of healthy prey over the total amount of prey, the number of predators
per prey staying at the edge of the herd area and finally the number of prey occupying the
edge of the herd.

We have discovered that there are four possibly stable equilibria, at which only the
healthy prey thrive, or the disease remains endemic with only the prey population surviving,
or healthy prey coexist, possibly with persistent oscillations, with the predators. The final
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Figure 4: Equilibrium E4 is obtained here for the parameters σ = 0.4, r = 0.5, µ = 0.2,
q = 0.5, w = 0.5, m = 0.3, f = 0.2, g = 0.1, K = 10..

coexistence equilibrium is also possible, with both populations and endemic disease.

The only alternative that in these circumstances is impossible, is the fact that predators
can thrive just with infected prey. But this is a consequence of the model assumptions, in
that infected prey are assumed to be too weak to sustain themselves.
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Abstract

Quantum nuclear effects are important for weakly bound or light atoms and at low
temperatures. They are manifested by residual energy stored as zero-point vibrations,
tunneling, and possible exchange effects in bosonic systems. Unfortunately, the vibra-
tional Schrodinger equation is difficult to solve except for very small systems. Quantum
thermal baths (QTBs) have been proposed in the recent years as an alternative to the
convenient, but still computationally expensive schemes based on path integrals. The
QTB method relies on propagating a stochastic Langevin equation with a correlated
(colored) noise designed to produced a power spectrum which satisfies the quantum
fluctuation-dissipation theorem. As such, its numerical cost is close to that of a stan-
dard classical Langevin equation, making it a very promising technique for large-scale
atomic and molecular systems.

In the present contribution, we discuss the application of the QTB approach for
gas-phase systems and their equilibrium properties and vibrational spectroscopy. The
implementation of the method is described, with an emphasis on specific computational
aspects involved in the generation of the colored noise. The performance of the method
is assessed by comparison with dedicated path-integral molecular dynamics simulations
for simple ionic clusters, as well as polycyclic aromatic hydrocarbons.

Key words: Molecular dynamics, quantum nuclear effects, Langevin equation
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Abstract

The introduction of auto-tuning techniques in linear algebra shared-memory routines
is analysed. Our goal is to study how auto-tuning techniques can be included in routines
which call lower level routines, so using information from the installation of the low-level
routine to take at run time some decisions to reduce the total execution time. The study
is carried out with Cholesky factorization routines: the potrf LAPACK routine with
internal calls to multithreaded MKL routines and a modified LAPACK version with a
two-level implementation of its internal level-3 BLAS subroutines. For this modified
LAPACK version, the experiments show that the number of threads to use at each
parallelism level and the block size used internally by the potrf routine can be selected
to automatically obtain satisfactory execution times.

Key words: autotuning, multithreading, linear algebra, OpenMP, MKL

1 Introduction

The appearance of multicore and cc-NUMA systems has led to the development of optimized
software for these systems. Software optimization techniques are used in parallel routines to
decide how to execute them to obtain the lowest execution time. Decisions are taken at run
time as a result of the work performed at installation time, modelling the execution time of
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the routines or by applying some empirical study of the behaviour of the routines. More-
over, these decisions may vary depending on the type of computational system used. Some
of these decisions could be: select the appropriate number of threads to use at each level of
parallelism, how to assign processes to processors or select the correct block size in the case
of algorithms by blocks. In this work, the previous ideas of installing multithreaded basic
linear algebra routines in large cc-NUMA systems [1] are combined and extended. In [1],
auto-tuning is carried out by applying installation techniques to the BLAS-3 matrix multi-
plication routine (dgemm), which constitutes the basic subroutine for many computational
routines. In this paper the same ideas are applied to the higher-level routine potrf of the
LAPACK library: the Cholesky factorization of a symmetric positive definite matrix. The
same methodology has been applied to other high-level routines (dgesv, zsysv, dgetrf, etc)
with similar results. For that purpose, the matrix multiplication routine used in potrf is
replaced by a parallel version (called dgemm2L) specially adapted for large multicore systems.

The rest of the paper is organized in the following way. Section 2 summarizes the auto-
tuning methodology for linear algebra routines in large NUMA systems. Section 3 analyzes
the behaviour of the Cholesky factorization when the auto-tuning methodology is applied
to the dgemm routine, and the results are compared with those of the reference version of the
LAPACK potrf routine when the number of threads and the block size are automatically
selected. Finally, the conclusions and future research lines are shown in Section 4.

2 The auto-tuning methodology

The implementations of shared-memory linear algebra routines are normally not very sca-
lable. This produces a degradation of the performance in large cc-NUMA systems. To
improve the scalability of the routines, the auto-tuning methodology explained in [1] for the
dgemm routine can be extended to higher-level routines. The goal of this methodology is to
select the most appropriate number of threads to use at each level of parallelism.

This paper shows how this methodology can be applied to high-level linear algebra
routines, using the Cholesky factorization as proof of concept. The Cholesky factorization
is normally used to solve a linear system of the type AX = B, with A a symmetric positive
definite matrix. To compute it, we can use the multithreaded MKL version of the potrf

routine or the reference version included in the LAPACK library. Algorithm 1 shows the
scheme used in the LAPACK potrf routine to compute the Cholesky factorization.

The installation of the routine in the system is made by executing the routine for each
matrix size specified in the installation set 1 by varying the number of OpenMP and MKL
threads at each level of parallelism, from one to the number of available cores in the system,
and using a combination of threads not exceeding the maximum number of cores. Once the
routine has been installed, the number of threads with which the lowest time is obtained

1An installation set consists of some problem sizes used to install the routine in the system.
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∗ Compute the Cholesky factorization A = L∗L∗∗T .
∗

DO 20 J = 1 , N , NB

∗
∗ Update and factorize the current diagonal block and test

∗ for non−positive−definiteness .
∗

JB = MIN ( NB , N−J+1)
CALL dsyrk ( . . . )
CALL dpotf2 ( . . . )
IF ( J+JB . LE . N ) THEN

∗
∗ Compute the current block column .
∗

CALL dgemm ( . . . )
CALL dtrsm ( . . . )

END IF

20 CONTINUE

}

Algorithm 1: Scheme of the LAPACK Cholesky (potrf) routine.

for each problem size is stored, and, at execution time, for a particular problem size, the
number of threads to be used to solve the problem is selected by using the information
stored during the installation phase.

In the Cholesky factorization, the auto-tuning methodology can be applied to its in-
ternal dgemm routine, which is used to perform all the matrix multiplications involved in
the computation of the elements of the blocks (whose size is automatically determined by
the LAPACK ILAENV function) of the lower triangular part of matrix A. Therefore, it is
necessary to work directly with the reference potrf routine. The dgemm routine is then
replaced by a parallel implementation that uses two levels of parallelism (dgemm2L) and the
auto-tuning process is performed in order to select the most appropriate number of threads
at each level of parallelism. The other routines internally used in the Cholesky factorization
are called using their corresponding multithreaded MKL implementation.

Experiments have been carried out in a platform called Saturno, a shared-memory
system with four hexa-cores (24 cores) and the installation set used is: {256, 768, 1280, 1792,
2304, 2816, 3328, 3840, 4352}. Different problem sizes are used for validation (validation
set). At running time, the decisions for the problem sizes in the validation set are taken by
applying an interpolation process to the information stored during the installation phase.
Table 1 shows the execution times (in seconds) obtained with the auto-tuning methodology
and the lowest execution times obtained experimentally by a perfect oracle. The number
of OpenMP and MKL threads used at each level of parallelism is also shown. The number
of threads most frequently used is 24 (the total number of cores of the system), but with
different combinations (3-8, 4-6, 6-4). The times obtained with the auto-tuning methodology
are normally close to the optimum, and the total number of threads used is also similar.
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In larger systems (as those considered in [1]), differences in execution times would be higher.

Optimum Auto-Tuning
N OMP MKL Time OMP MKL Time

(threads) (threads) (sec) (threads) (threads) (sec)

512 1 16 0.001219 1 14 0.001447
1024 4 6 0.003989 3 8 0.004230
1536 4 6 0.007623 6 4 0.008004
2048 2 12 0.013438 4 6 0.014118
2560 7 3 0.032550 6 4 0.084170
3072 7 3 0.050523 6 4 0.083533
3584 3 8 0.078012 4 6 0.078633
4096 3 8 0.124691 4 6 0.127465

Table 1: Execution times (in seconds) obtained with the application of the auto-tuning
methodology (Auto-Tuning) to the dgemm routine of potrf and lowest experimental execu-
tion time (Optimum), and number of OpenMP and MKL threads used in these executions.

3 Application to Cholesky factorization routines

In order to analyse the improvement achieved with this methodology when applied to linear
algebra routines which call lower level routines, a comparative study of the execution time
obtained by different implementations of the Cholesky potrf routine has been carried out.
Table 2 shows the results obtained for the reference LAPACK routine, a potrf LAPACK
routine which internally calls multithreaded MKL routines (dsyrk, dpotf2 and dtrsm) and
the modified LAPACK routine where dgemm is replaced by the auto-tuned dgemm2L rou-
tine. The last column shows the speed-up achieved by the modified LAPACK routine with
auto-tuning respect to the lowest execution time obtained with the LAPACK routine with
multithreaded MKL. The results of applying the auto-tuning methodology are satisfactory,
but for some problem sizes a loss of performance occurs due to the interpolation applied to
select the number of threads.

3.1 Selecting the block size

The Cholesky factorization of LAPACK (Algorithm 1) is computed by blocks. The size
and form of these blocks vary depending on the value internally selected by the LAPACK
ILAENV function. In this function, that value is selected using information of the problem
size but not based in the number of threads used. Therefore, we can reduce the execution
time even more by selecting the optimum block size for each value of the installation set. To
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N LAPACK LAPACK+MKL LAPACK+AutoTuning Speed-Up

512 0.043130 0.003948 (9) 0.003793 (1,14) 1.04
1024 0.332920 0.012877 (12) 0.011624 (3,8) 1.10
1536 1.104757 0.024598 (24) 0.024420 (6,4) 1.00
2048 2.614030 0.075525 (24) 0.076562 (4,6) 0.99
2560 5.075289 0.109087 (24) 0.165639 (6,4) 0.66
3072 8.787374 0.202955 (21) 0.237618 (6,4) 0.85
3584 13.934977 0.279215 (21) 0.323004 (4,6) 0.86
4096 20.894776 0.390708 (21) 0.383885 (4,6) 1.02

Table 2: Execution times (in seconds) obtained with different versions of the potrf routine:
the reference LAPACK routine (LAPACK), the LAPACK routine with multithreaded MKL
kernels (LAPACK+MKL) and the LAPACK routine with the auto-tuning methodology
(LAPACK+Auto-Tuning). The number of threads with which the lowest times are obtained
is shown. The last column shows the speed-up achieved by the auto-tuning version with
respect to the LAPACK+MKL. In brackets, the number of threads with which the execution
times are obtained.

apply this idea to multithreaded routines, two parameters must be selected: the number of
threads and the block size. The number of threads has been selected for the dgemm routine
by applying the auto-tuning methodology. Now, for the selection of the block size it is
necessary to work directly with the LAPACK potrf routine, so that the block size selected
by the ILAENV function can be modified in order to select the best block size.

Table 3 compares, for different matrix sizes, the execution time obtained for the potrf

routine when the block size is internally selected by ILAENV and the execution time when the
block size is selected with the auto-tuning technique. All the experiments have been done
in Saturno using the same installation set : {256, 768, 1280, 1792, 2304, 2816, 3328, 3840,
4352}, with block sizes power of 2 from 32 to 512 and a number of cores from 1 to 24. When
the routine potrf uses the ILAENV function to select the block size, the same value is used
for several matrix sizes regardless of the number of threads. When the number of threads
and the block size are selected with the auto-tuning methodology, lower execution times are
obtained and the speed-up achieved is higher than that obtained in table 2 by selecting only
the number of OpenMP and MKL threads. For small matrix sizes the use of larger blocks
is preferable, but for larger sizes a lower value than that selected by the ILAENV function
(which does not consider the number of threads, only the matrix size) is more appropriate.
The improvement achieved by selecting the appropriate block size is between 6% and 30%
for most matrix sizes. Therefore, if we consider the block size parameter in the auto-tuning
methodology, better results are obtained for the potrf routine. Similar results are obtained
for other routines, and the advantage of the auto-tuning is more apparent in larger systems.
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LAPACK-MKL with ILAENV Auto-Tuning
N Block-Size Time Block-Size Time Speed-Up

512 32 0.003948 (9) 128 0,003440 (1,14) 1.15
1024 96 0.012877 (12) 128 0.011482 (3,8) 1.12
1536 192 0.024598 (24) 64 0.026508 (6,4) 0.93
2048 384 0.075525 (24) 128 0.062069 (4,6) 1.22
2560 384 0.109087 (24) 64 0.087751 (6,4) 1.24
3072 512 0.202955 (21) 64 0.145695 (6,4) 1.39
3584 512 0.279215 (21) 256 0.252449 (4,6) 1.11
4096 512 0.390708 (21) 256 0.364508 (4,6) 1.07

Table 3: Execution times (in seconds) obtained for the potrf LAPACK routine with a block
size selected by the ILAENV function (LAPACK-MKL with ILAENV) and the LAPACK
routine with auto-selection of the block size (Auto-Tuning). The last column shows the
speed-up achieved with the auto-tuning methodology with respect to the use of the ILAENV

function. In brackets, the number of OpenMP and MKL threads with which the lowest
times are obtained.

4 Conclusions and future work

The experimental study carried out in this work has shown that the use of multithreaded
routines in high-level routines together with an auto-tuning methodology capable of selecting
the optimum block size and the appropriate number of OpenMP and MKL threads for each
level of parallelism is a good technique to reduce the execution time. Therefore, if we apply
this methodology to larger multicore systems, better results would be obtained. The main
conclusions are:

• An appropriate selection of the number of threads to use at each level of parallelism
substantially reduces the execution time, mainly when large matrices are used and the
number of threads increases. For the system considered in this work, the best results
are obtained when the maximum number of cores are used, but in larger systems this
number may vary, as is shown in [1].

• The block size is an important parameter to take into account in routines by blocks
in order to reduce the execution time. Therefore, an appropriate selection of its value
together with an appropriate number of threads will allow us to reduce the total
execution time even more. It is shown in the experiments, where a reduction of the
execution time of up to 30% is achieved.

In this paper, the auto-tuning methodology has been applied to the Cholesky facto-
rization, but it is been applied to other high-level routines (dsysv, dgesv and dgetrf) with

c©CMMSE ISBN:978-84-615-5392-1Page  273 of  1573
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similar results. Preliminary results shows that the application of the auto-tuning metho-
dology in larger systems produces more important reductions in the execution time, due
to the higher scalability of two level routines and to the combined selection of the block
size and the number of threads. We are investigating the application of the methodology
to routines of the Parallel Linear Algebra for Scalable Multi-core Architectures (PLASMA,
[3]), where the set of parameters to be tuned is different to those in LAPACK routines.
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Abstract

In Chemistry, the dynamics of the composition of chemical species in reacting sys-
tems can be characterized by a set of autonomous differential equations derived from
mass conservation principles and some elementary hypothesis related to chemical reac-
tivity. These sets of ordinary differential equations (ODEs) are basically non-linear, its
complexity grows as much increases the number of substances present in the reacting
media and can be characterized by a set of phenomenological constants (kinetic rate
constants) which contains all the relevant information about the physical system. The
determination of these kinetic constants is critical for the design or control of chemi-
cal systems from a technological point of view but the non-linear nature of the ODEs
implies that there are hidden correlations between the parameters which maybe can be
revealed with a structural identifiability analysis. The chemical irreversible reactions
can be expressed as a particular class of the more general chemical reversible reactions.
Although the former are more common in chemical systems, the reversible ones have
the advantage that can be approached, under some experimental circumstances, to lin-
ear systems. Then in this work we propose to analyze a reversible chemical reacting
network, assuming that initially it remains stationary in an equilibrium state. Then,
we will imagine an experiment where this system is perturbed and that it will return
to its same initial state. Let us consider the chemical reversible reacting system given
in figure 1.

In this figure the direct and the reverse kinetic rate constants, ki and pi respectively,
are indicated on each reaction. This example of reacting system has been set because
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Figure 1: Chemical reversible reacting system.

includes several situations that can be encountered in typical chemical reaction mecha-
nisms such as consecutive, competitive, first and second order chemical reactions. We
expect that the identifiability analysis of such system will give some relevant informa-
tion in more complex chemical systems about how the kinetic rate constants are related
or the mathematical procedures that we will expect to need.

The problem of the structural identifiability of the model consists of the determina-
tion of all parameter sets which give the same input-output structure. A characterization
of structural identifiability is given in [1].

The dynamic model describing the internal structure of the reactions given in fig-
ure 1 is formulated theoretically using nonlinear state-space mathematical equations,
depending on unknown parameters. That is,

żA = −k1zA + p1zK − k2zAzK + p2zL

żK = k1zA − p1zK − k2zAzK + p2zL

żL = k2zAzK − (p2 + k3 + k4)zL + p3zP + p4zQ

żP = k3zL − p3zP

żQ = k4zL − p4zQ

where zA, zK , zL, zP and zQ are the concentrations of the reactive A, K, L, P and
Q at time t, respectively.

This system can be linearized around the equilibrium point of the system ~ze =
(Ae Ke Le Pe Qe)

T , obtaining the following continuous linear system ~̇x = A~x where
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B. Cantó, S.C. Cardona, C.Coll, J. Navarro-Laboulais

the matrix A is

A =













−(k1 + k2Ke) p1 − k2Ae p2 0 0
k1 − k2Ke −(p1 + k2Ae) p2 0 0

k2Ke k2Ae −(p2 + k3 + k4) p3 p4
0 0 k3 −p3 0
0 0 k4 0 p4













.

In particular, the above equations can model a reversible chemical reacting network
in a batch reactor, see [2]. The equilibrium point can be perturbed by the injection, in
impulse, of a given concentration of either component A, K, L, P and Q. This injection
is commonly employed as additional input variables. In this case, when we consider the
impulse on one reactive the system is described by

~̇x = A~x+Bu

where B = ei being ei the canonical vector and it is important to know the identifiability
of this system. Several authors have studied this topic using different techniques. For
instance, if we consider the Markov parameters of this system Vj = AjB, j ≥ 0, we
can prove that the system is identifiable, that is all the parameters of the model can be
known using experimental data (see [3]).

Therefore, usually the parameters of the model are unknown and cannot be pre-
specified, and need to be estimated from data collected experimentally by measuring
the observable variables. In this step, first we must know the number of variables that
we can hope to measure. The number of directly observable variables may influence in
the identifiability of the system and even sometimes can miss the identifiability. Then
it is important to obtain the minimum number of variables that must be measured to
identify the chemical process. Now, this process can be described by this continuous
linear control system

~̇x = A~x+Bu

y = C~x.

In the above system the information on the observable or measured variables are ob-
tained from the algebraic equations, that is, it is given by the structure of the matrix
C.

In this work we study the identification problem associated to variables that can be
measured. The main aim is to obtain the minimum number of rows of the matrix C to
assure the identifiability of all parameters of the system.

Key words: identifiability, observability, chemical reaction
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[2] B. Cantó, S.C. Cardona, C. Coll, J. Navarro-Laboulais and E. Sánchez,
Dynamic optimization of a gas-liquid reactor, J. Math. Chem. 50 (2012) 381–393.
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Abstract

In this paper we present a new high-order well-balanced central scheme to solve
the shallow water equations in two spatial dimensions. A Runge-Kutta scheme with a
natural continuous extension has been applied for time discretization, using a Gaussian
quadrature rule to evaluate time integrals. The reconstruction operator is of high order
and non-oscillatory type. The central finite volume formulation requires to evaluate the
flux integrals in one spatial dimension and to approach the 2D source term integrals.
A new procedure for these integrals has been defined in order to verify the exact C-
property, using the water surface elevation instead of the water depth as a variable.
Numerical experiments have confirmed the high-resolution properties of our numerical
scheme in 2D test problems.

Key words: Central scheme, well-balanced, non-oscillatory, shallow water equations.
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1 Introduction

The shallow water equations have initially been approached in the framework of upwind
schemes. In this context, Bermúdez and Vázquez [3] proposed the idea of the exact C-
property which means that the scheme is exact when applied to the stationary case. More
recently, high-order central schemes have appeared which do not require to use the projection
of the equations along characteristic directions (see [5]). In this paper we present a new
central finite volume scheme which maintains the exact C-property and it is high-order
accurate for the solutions of the shallow-water equations. For space discretization we will use
the one-dimensional reconstruction procedure defined by Balaguer and Conde in [1] which
uses centered three-degree polynomials with a modification on the slope at the midpoint of
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the stencil, which has been designed so that the resulting polynomial has the same type of
monotony that the data that are interpolated.

Central schemes described in [1] may be used to solve multidimensional hyperbolic
systems of conservation laws in the framework of the two-dimensional central schemes de-
scribed in Levy et al. [8]. In [6], we have applied the reconstruction polynomials of [1] to
solve the shallow water equations in one spatial dimension, using the temporal integration
scheme described by Caleffi et al. in [5]. In this paper we define a extension of the central
schemes described in [6] and [8] for the two-dimensional shallow water equations. The new
scheme has been designed in order to verify the exact C-property.

2 Two dimensional shallow water systems

The shallow water system in two space dimensions takes the form:






























ht + (q1)x + (q2)y = 0 ,

(q1)t +

(

q21
h

+
1

2
gh2
)

x

+
(q1 q2

h

)

y
= −gh(Zb)x ,

(q2)t +
(q1 q2

h

)

x
+

(

q22
h

+
1

2
gh2
)

y

= −gh(Zb)y ,

(1)

which are the equations governing the flow of a shallow layer of homogeneous fluid in a
two dimensional domain D ⊂ R

2. In the equations, h(x, y, t) is the water depth; qj(x, y, t)
is the component of the discharge in the direction j, related to the velocity of the fluid
(v1(x, y, t), v2(x, y, t)) by the expression qj(x, y, t) = h(x, y, t) · vj(x, y, t); Zb(x, y) is the
function that specifies the bottom topography and g is the gravitational constant.

We manipulate the system in Equation (1) in order to use the water surface elevation
η(x, y, t) = h(x, y, t) + Zb(x, y) instead of the water depth; then the shallow water system
may be given by:





η
q1
q2





t

+







q1
q2
1

η−Zb
+ 1

2g(η − Zb)
2

q1q2
η−Zb







x

+







q2
q1q2
η−Zb

q2
2

η−Zb
+ 1

2g(η − Zb)
2







y

=





0
−g(η − Zb)(Zb)x
−g(η − Zb)(Zb)y



 .

(2)
System (2) can be expressed as:

ut + f(u)x + g(u)y = s(x, y, u) , (3)

where u = (h, q1, q2)
T is the vector of conservative variables, f(u) and g(u) are the flux

vector valued functions and s(x, y, u) is the source term relative to the bottom slope. In [6]
we presented a high-order well-balanced numerical scheme for solving the one dimensional
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shallow water system and we added some comments about the two dimensional extension of
the numerical scheme. In this paper, the numerical scheme of [6] is extended to two spatial
dimensions using a uniform rectangular grid and following the methodology developed in [2]
and [8]. In the next sections we develop the numerical model adapting it to the resolution
of the two dimensional shallow water system (2). This involves designing a new source term
treatment to verify the exact C-property.

3 Numerical scheme

We consider that the time interval is discretized into NT values, being ∆t the time step,
where tn = n ·∆t for n = 0, 1, 2, ..., NT. The spatial discretization of the domain is based on
the mesh sizes ∆x and ∆y in x and y directions respectively, so we use in the calculations
the grid defined by the points xi = xi−1 +∆x and yj = yj−1 +∆y, and the staggered grid
defined by xi+ 1

2

= xi +
∆x
2 and yj+ 1

2

= yj +
∆y
2 , for i = 1, 2, ..., NX and j = 1, 2, ... NY.

The central finite volume method integrates the system (2) with respect to the space
and time variables over the control volume Ii+ 1

2
,j+ 1

2

×[tn, tn+1], being Ii+ 1

2
,j+ 1

2

= [xi, xi+1]×

[yj, yj+1], resulting with

u
n+1
i+ 1

2
,j+ 1

2

= u
n
i+ 1

2
,j+ 1

2

−
1

∆x∆y

∫ tn+1

tn

{

∫ yj+1

yj

[fi+1(y, τ)− fi(y, τ)] dy

}

dτ

−
1

∆x∆y

∫ tn+1

tn

{∫ xi+1

xi

[gj+1(x, τ) − gj(x, τ)] dx

}

dτ +

∫ tn+1

tn
si+ 1

2
,j+ 1

2

(τ) dτ , (4)

where for simplicity of notation we have denoted fi(y, t) = f(u(xi, y, t)) and gj(x, t) =
g(u(x, yj , t)). The first integral on the right-hand side (rhs) of (4) is the cell average of the
function u(x, y, tn) on the staggered cell Ii+ 1

2
,j+ 1

2

, given by

u
n
i+ 1

2
,j+ 1

2

=
1

∆x∆y

∫ xi+1

xi

∫ yj+1

yj

u(x, y, tn) dy dx , (5)

and the cell average in the last time integral on the rhs of (4) is

si+ 1

2
,j+ 1

2

(τ) =
1

∆x∆y

∫ xi+1

xi

∫ yj+1

yj

s(u(x, y, τ)) dy dx . (6)

In order to obtain the fourth order accuracy in time, a Gaussian quadrature with two
integration nodes is selected to evaluate the time flux integrals in Equation (4), for example:

∫ tn+1

tn
f(u(xi, yj, z))dz =

∆t

2

(

f(ûn+β0

i,j ) + f(ûn+β1

i,j )
)

, (7)
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where ûn+βk

i,j = u(xi, yj, t
n + βk∆t), k = 0, 1, being

β0 =

(

1− 1/
√
3

2

)

, β1 =

(

1 + 1/
√
3

2

)

.

According to [8], the following centered quadrature rule in space is used for the integrals in
space:

∫ yj+1

yj

fi(y, t)dy =
∆y

24
[−fi(yj+2, t) + 13fi(yj+1, t) + 13fi(yj, t)− fi(yj−1, t)] . (8)

In this way, the quadrature rule for approximating the integrals of the fluxes involves nodes
on the segments (xi, yj)× [tn, tn+1] where the solution remains smooth.

In the next sections we present a summary of the procedure involved in a computational
time step to obtain the cell-averages u

n+1
i+ 1

2
,j+ 1

2

at the next time step tn+1, starting from

Equation (4).

3.1 Reconstruction at time t
n of point values and averaged values

At time tn we start the reconstruction with a given fourth order approximation of the
following cell averages:

u
n
i,j =

1

∆x∆y

∫ x
i+1

2

x
i− 1

2

∫ y
j+1

2

y
j− 1

2

u(x, y, tn) dy dx . (9)

We will denote by Ii,j the cell centered around the grid point (xj , yj): Ii,j = [xi− 1

2

, xi+ 1

2

]×

[yi− 1

2

, yi+ 1

2

]. A two-dimensional piecewise-polynomial reconstruction is computed from the

data {u
n
i,j} resulting with

Ri,j(x, y;u
n
) ≡ Ri,j(x, y, t

n) = u(x, y, tn) +O(h4) , ∀x, y ∈ Ii,j , (10)

where h = ∆x = ∆y and Ri,j(x, y, t
n) is a vector valued bicubic polynomial, obtained

simply through the tensor product of two one-dimensional interpolating polynomials, which
were defined and analyzed in [1]. Also, we used these 1D reconstruction polynomials in
the numerical model and applications presented in a previous work [6]. The cell averages,
u
n
i+ 1

2
,j+ 1

2

in Equation (5) can be approximated using the polynomials Ri+1,j+1(x, y, t
n),

Ri,j+1(x, y, t
n), Ri+1,j(x, y, t

n) and Ri,j(x, y, t
n) on the corresponding quarter cells, using a

gaussian quadrature rule. Let Imi,j, m = 1, ..., 4 denote the four quarters of the cell Ii,j, with

I1i,j being the upper-right quarter, while the other three quarters are numbered clockwise.
A fourth-order computation of the cell averages in (5) is obtained through the averages of
Ri,j(x, y, t

n) over the four quarter cells:

R
(m)

i,j ≃
4

∆x∆y

∫

Imi,j

Ri,j(x, y, t
n)dx dy , m = 1, ..., 4 . (11)
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Then the cell average of the solution in (5) is the sum of the four quarter-cell averages
defined in (11):

u
n
i+ 1

2
,j+ 1

2

= R
(1)

i,j +R
(2)

i,j+1 +R
(3)

i+1,j+1 +R
(4)

i+1,j .

Using the reconstruction polynomials Ri,j(x, y, t
n), we also approximate the point-values

ûni,j at time tn on the non-staggered grid.

3.2 Source term integration

The second component of the cell average of the source term in (6) is given by

s
[2]

i+ 1

2
,j+ 1

2

=
1

∆y

∫ yj+1

yj

(

−1

∆x

∫ xi+1

xi

g(η − Zb)
∂Zb

∂x
dx

)

dy . (12)

Following the procedure described in [6], an integration by parts with respect to the variable
x is performed, in order to involve the spatial derivative of the free surface elevation instead
of the bed elevation. This was suggested by Caleffi et al. in [5] for the one dimensional
case. Thus, initially we compute:

s
[2]

i+ 1

2

(y) =
−1

∆x

∫ xi+1

xi

g(η(x, y) − Zb(x, y))
∂Zb(x, y)

∂x
dx

=
g

2∆x

[

Ẑ2
b,i+1(y)− Ẑ2

b,i(y)− 2η̂i+1(y)Ẑb,i+1(y) + 2η̂i(y)Ẑb,i(y)
]

(13)

+
1

∆x

∫ xi+1

xi

ψ(x, y) dx ,

where ψ(x, y) = g · Zb(x, y) ·
∂η(x,y)

∂x
. This formulation depends on the spatial derivative of

the free surface elevation which is preferable to obtain accurate point-values of the variables
at cell-centers and to prevent numerical errors in the solutions. The spatial integral in
Equation (12) in the y variable is evaluated using a centered quadrature rule:

s
[2]

i+ 1

2
,j+ 1

2

=
1

24

[

−s
[2]

i+ 1

2

(yj+2) + 13 s
[2]

i+ 1

2

(yj+1) + 13 s
[2]

i+ 1

2

(yj)− s
[2]

i+ 1

2

(yj−1)

]

. (14)

In a similar way we evaluate the third component of the averaged source term in (6),
obtaining:

s
[3]

j+ 1

2

(x) =
−1

∆y

∫ yj+1

yj

g(η(x, y) − Zb(x, y))
∂Zb(x, y)

∂y
dy

=
g

2∆y

[

Ẑ2
b,j+1(x)− Ẑ2

b,j(x)− 2η̂j+1(x)Ẑb,j+1(x) + 2η̂j(x)Ẑb,j(x)
]

(15)

+
1

∆y

∫ yj+1

yj

φ(x, y) dy ,
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where φ(x, y) = g · Zb(x, y) ·
∂η(x,y)

∂y
and

∫ yj+1

yj

φ(x, y) dy =

∫ yj+
△y

2

yj

Pj,x(y; φ̂) dy +

∫ yj+1

yj+
△y

2

Pj+1,x(y; φ̂) dy,

where the interpolating three-degree polynomial Pj,x(y; φ̂) approximates point values start-
ing from point values (see [6]).

Again, we apply a centered quadrature rule for the integral with respect to the x
variable:

s
[3]

i+ 1

2
,j+ 1

2

=
1

24

[

−s
[3]

j+ 1

2

(xi+2) + 13 s
[3]

j+ 1

2

(xi+1) + 13 s
[3]

j+ 1

2

(xi)− s
[3]

j+ 1

2

(xi−1)

]

. (16)

The source term time integrals in (4) are also evaluated using a Gaussian quadrature rule
with two nodes:

∫ tn+1

tn
si+ 1

2
,j+ 1

2

(τ) dτ =
∆t

2

(

s
n+β0

i+ 1

2
,j+ 1

2

+ s
n+β1

i+ 1

2
,j+ 1

2

)

, (17)

where

s
n+βk

i+ 1

2
,j+ 1

2

=
1

∆x∆y

∫ xi+1

xi

∫ yj+1

yj

s(u(x, y, tn + βk∆t)) dy dx , k = 0, 1 . (18)

3.3 Reconstruction of Runge-Kutta fluxes

In order to evaluate the time integrals of the source term (17) and the time flux integrals in
(7) we have to predict the point-values of the solution at two intermediate states: ûn+βk

i,j ≡

u(xi, yj , t
n+βk ∆t), k = 0, 1. The prediction of these intermediate values at times tn+β0 and

tn+β1 is obtained by means of a Runge-Kutta scheme coupled with the natural continuous
extension (NCE) [4]:

ûn+βk

i,j ≡ u(xi, yj , t
n + βk ∆t) = ûni,j +∆t

4
∑

l=1

bl(βk) k
(l)
i,j , (19)

where the constants bl(βk) are given in [6] and k
(l)
i,j , 1 ≤ l ≤ 4, are the Runge-Kutta fluxes,

which coincide with a numerical evaluation of (−fx − gy + s) in the shallow water system

(3). We use the point values of the solution {û
(l)
i,j} to calculate the functions F j

i and Gi
j ,

defined by

F j
i (xk; û) = − [f(ûk,j)− f(ûi,j)] +







0
1
2g
[

(η̂i,j − Ẑb,k(yj))
2 − (η̂i,j − Ẑb,i(yj))

2
]

0






,
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Gi
j(yk; û) = − [g(ûi,k)− g(ûi,j)] +







0
0

1
2g
[

(η̂i,j − Ẑb,k(xi))
2 − (η̂i,j − Ẑb,j(xi))

2
]






, (20)

where for simplicity we have omitted the index (l) from û
(l)
i,j . Equation (20) is a two-

dimensional extension of the definition presented in [5, 6]. This definition, (20), guarantees
that the numerical scheme maintains the exact C-property. The evaluation of the Runge-
Kutta fluxes is approximated using the interpolating polynomials that approximate the
functions F j

i and Gi
j , by means of:

k
(l)
i,j ≡ ki,j =

dPi(x;F
j
i )

dx
+
dPj(y;G

i
j)

dy
, (21)

where:

Pj(x; y
(l)) = ŷ

(l)
i + θ

(l)
i

[

dP
(l)
i ·

(

x− xi
∆x

)

+

(

ŷ
(l)
i−1 − 2ŷ

(l)
i + ŷ

(l)
i+1

2

)

·

(

x− xi
∆x

)2

+

(

−ŷ
(l)
i−1 + ŷ

(l)
i+1 − 2dP

(l)
i

2

)

·

(

x− xi
∆x

)3
]

. (22)

For more details about these polynomials we refer the reader to [1].

4 C -property verification

In this Section we will prove that our numerical scheme satisfies the exact C-property. It can
be verified through straightforward calculations that in case of quiescent flow, starting from
η
n
i,j = η∗ = constant and qk

n
;i,j = 0, where qk = vkh, for k = 1, 2, gives η

n+1
i,j = η̂ n+1

i,j = η∗ and

qk
n+1
;i,j = q̂k

n+1
;i,j = 0, ∀n. This means that, starting from the mentioned initial conditions,

the scheme maintains the steadiness of the point values and the cell averages of the solution.

4.1 C -property for cell averages

The steadiness of the cell averages of the solution, i.e., u
n+1
i,j = u

n
i,j, in the case of quiescent

flow, must be verified. To achieve this result, it is sufficient to show that in the following
equation:

u
n+1
i+ 1

2
,j+ 1

2

= u
n
i+ 1

2
,j+ 1

2

−
1

∆x∆y

∫ tn+1

tn

[

∫ yj+1

yj

(fi+1(y, τ)− fi(y, τ)) dy

+

∫ xi+1

xi

(gj+1(x, τ)− gj(x, τ)) dx−∆x∆y si+ 1

2
,j+ 1

2

(τ)

]

dτ , (23)
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the vector valued term in square brackets is zero, for water at rest.

It can be seen from Equation (2), that the first component of the term in square brackets
in (23) is identically zero. We have to prove that the second and third components of this
term are zero. Remembering Equation (13) and assuming η̂i(y) = η̂i+1(y) = η∗ = constant,
the second component of the term in square brackets in (23) may be written as:

∫ yj+1

yj

[

f
[2]
i+1(y, τ)− f

[2]
i (y, τ)

]

dy −∆x

∫ yj+1

yj

s
[2]

i+ 1

2

(y, τ) dy (24)

=

∫ yj+1

yj

1

2
g
[

(η∗ − Ẑb,i+1(y))
2 − (η∗ − Ẑb,i(y))

2
]

dy

−

∫ yj+1

yj

[

1

2
g(Ẑ2

b,i+1(y)− Ẑ2
b,i(y))− gη∗(Ẑb,i+1(y)− Ẑb,i(y)) + ∆xψi+ 1

2

(y)

]

dy

= −∆x

∫ yj+1

yj

ψi+ 1

2

(y) dy,

where ψi+ 1

2

(y) is the cell average of the function ψ(x, y) = g Zb(x, y)
∂η
∂x

on the cell [xi, xi+1].

In a similar way, it can be proved that the third component of the term in square brack-
ets in (23) is equal to −∆y

∫ xi+1

xi
φj+ 1

2

(x) dx, where φ(x, y) = g Zb(x, y)
∂η
∂y
, so if ψi+ 1

2

(y) and

φj+ 1

2

(x) are zero then the terms in square brackets are also zero. In the case of quiescent

flow, if η̂i,j are constants ∀ i, j, then the free surface derivatives η̂′i,j = 0. Consequently,

the point-values ψ̂i,j and φ̂i,j are zero. Finally, the cell averages of the functions ψ and φ
are approximated using the point-values ψ̂i,j and φ̂i,j, and therefore if ψ̂i,j = φ̂i,j = 0 also
the averaged values ψi+ 1

2

(y) and φj+ 1

2

(x) are zero, and the C-property verification for cell

averages is proved. In an analogous form we can prove the C-property for point-values.

5 Applications

In this Section we examine the behavior and accuracy of the numerical scheme, in sev-
eral numerical tests. We show a numerical verification of the exact C-property and we
present results for several standard tests proposed in the literature. In all cases, we con-
sider ∆x = ∆y for the spatial steps. In the case of the shallow water system with fixed
bottom topography, the numerical stability of the scheme is assured by selecting a time step
satisfying the CFL condition which is related to the numerical stability of the Runge-Kutta
scheme used in the time integration (see [8]). We focus our attention on the behavior of
the reconstruction method described in the previous Section. To assure that our numerical
scheme obtains accurate results with different CFL numbers, we have taken a fixed time
step in all simulations: ∆t = 0.0025∆x = 0.0025∆y.
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5.1 Test for the exact C -property

This test, presented in [10], is used to verify numerically that our scheme maintains the exact
C-property over a non flat bottom. The bottom topography is given by a two-dimensional
hump:

Zb(x, y) = 0.8 e−50((x−0.5)2+(y−0.5)2) , x, y ∈ [0, 1] .

As initial condition for the water depth we set h(x, y, 0) = 1−Zb(x, y) and the initial velocity
is set to be zero: q1(x, y, 0) = q2(x, y, 0) = 0. This surface should remain flat. We consider
a rectangular mesh with ∆x = ∆y = 0.01 which corresponds to a NX=NY=100 uniform
mesh. Table 1 contains the L1 and L∞ errors for the water height h and the discharges q1
and q2, at time t = 0.05 s.

Unknowns h q1 q2
Precision L1 L∞ L1 L∞ L1 L∞

0 0 0 0 0 0

Table 1: L1 and L∞ errors for the C-property analysis

From these results, we can conclude that the exact C-property is verified.

5.2 Circular dam-break problem

We consider a test problem described in [7] and [9]. The domain is the square [0, 2]× [0, 2]
and the bottom topography is given by the function:

Zb(x, y) =

{

1
8(cos(2π(x− 0.5)) + 1)(cos(2πy) + 1) , if (x− 1.5)2 + (y − 1)2 ≤ (0.5)2 ,

0 , otherwise .

The water depth is initially given by:

h(x, y, 0) =

{

1.1 − Zb(x, y) , if (x− 1.25)2 + (y − 1)2 ≤ (0.1)2 ,

0.6 − Zb(x, y) , otherwise ,

and q1(x, y, 0) = q2(x, y, 0) = 0. We compute the numerical results using (200 × 200) grid
points (∆x = ∆y = 0.01). Figure 1 (left) shows the numerical solution for the free surface
level at time t = 0.15 s. The analytical solution is not known for this problem, and therefore
we have used our numerical scheme to obtain a reference solution in a mesh composed by
(800× 800) cells. In Figure 1 (right) we compare the numerical and the reference solutions
for the free surface level at time t = 0.15 s, along the line y = 1.

These results can be compared with those in [7] and [9].
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Figure 1: The circular dam-break problem: solution at t = 0.15 s. Left: free surface and
topography. Right: a longitudinal section at y = 1.

5.3 Perturbation of a lake at rest in 2D

We show numerical results for a classical example of a small perturbation of a two-dimensional
steady-state flow [10, 11, 9]. The perturbation occupies a small portion of the computa-
tional domain. The domain is the rectangle [0, 2]× [0, 1] and the topography is an isolated
elliptical shaped hump:

Zb(x, y) = 0.8 e−5((x−0.9)2−50(y−0.5)2) .

The initial conditions are q1(x, y, 0) = q2(x, y, 0) = 0 and

h(x, y, 0) =

{

1.01 − Zb(x, y) , if 0.05 ≤ x ≤ 0.15 ,
1− Zb(x, y) , otherwise .

So the surface is almost flat except for 0.05 ≤ x ≤ 0.15, where h is perturbed upward by
0.01. Figure 2 displays the results obtained with our numerical scheme on a uniform mesh
with (200 × 100) nodes. The Figure shows the contours of the surface level h + Zb and
a longitudinal section at y = 0.5, at two different ending times: t = 0.24 s and t = 0.36
s. These results can be directly compared with those in [10, 11, 9]. We observe that our
scheme can resolve consistently this problem and no oscillations are observed.

6 Conclusions

In this paper we have extended the well-balanced central scheme described in [6] to solve
the shallow water system in two space dimensions. The resulting scheme satisfies the exact
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Surface level at time t=0.24 s
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Surface level at time t=0.36 s
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Figure 2: Perturbation of a lake at rest: Left: contours of the surface level h+ Zb with 30
uniformly spaced contour lines. Right: solution along the line y = 0.5 (Zb = Zb/80 + 0.98).

C-property and it has been designed to have high-resolution and a non-oscillatory behavior.
A circular dam-break problem and a test with small perturbation of a lake at rest are
solved to demonstrate these theoretical properties. The capability of the numerical scheme
in reproducing the space-time evolution of the variables has been proved, and the agreement
between our results and what are reported in literature has been confirmed.
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Abstract

Motion platforms have been used for several decades in real-time simulations for
motion cueing generation. Although many motion cueing algorithms (MCA) have been
proposed to generate appropriate signals for motion platforms, this software always
needs to be set-up for the specific application and motion platform used. This process
is both expensive and time consuming, as the tests are performed on expensive motion
platforms and the parameters are often adjusted by successive approximations, which
may take plenty of time. Moreover, these tests can perform harmful sequences than can
damage the hardware and even hurt human testers in case of failure. In order to solve
these problems, we present a generic real-time virtual simulator of motion platforms.
A motion platform simulator emulates the behavior of a real counterpart without the
need to actually build it, and unlike a real one, it can run faster than real time, allowing
fast tests and parameterizations of MCA. This simulator is assessed with a comparative
study with a 3-DoF (Degrees of Freedom) and a 6-DoF real motion platforms.

Key words: Motion platform, virtual prototyping, real-time simulation, MCA.

1 Introduction

A motion platform [11] is a powered, mechanical and self-contained motion generator sys-
tem. Motion platforms have been used for motion cueing in different kind of applications,
like real-time flight [21] and driving simulators [18], industrial equipment training [8] or
medical rehabilitation [4]. Despite their widespread use, it is not easy to generate the ap-
propriate signals for these manipulators in order to obtain the desired behavior [17]. A
large set of tests for each motion-platform and for each specific use is necessary, requiring a
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successive approximation adjustment of the parameters [14]. This process is both expensive
and time consuming, because the motion platform has to be built and then, tested for a
long time. Moreover, some tests perform severe and potentially harmful movements that
can damage the motion platform, and more importantly, hurt human testers in case of
software or hardware failure.

In order to solve these problems, a motion platform simulator can be used. This sim-
ulator performs a computer-based emulation of a real motion platform, receiving the same
inputs than the real motion platform does, and generating the same (simulated) outputs.
This way, multiple tests do not wear or hurt the platform hardware, ensuring the safety of
human testers. In addition, depending on the hardware used to run the simulator, tasks
performed by the virtual platform can be executed faster than the real ones in the real
motion platform, saving time. For all these reasons, we think that the use of a motion
platform simulator is justified.

Hence, in this paper, we present a faster than real-time generic physically-based motion
platform simulator, which allows us to simulate different kinds of motion platforms. The rest
of the paper is organized as follows: section 2 reviews previous works on motion platform
simulation. In section 3 the simulator itself is discussed. Section 4 shows the simulation
validation tests. Finally, section 5 shows the conclusions and outlines the future work.

2 Related Work

Motion platforms are widely used in order to add inertial cues to virtual reality applications,
but the simulation of motion platforms is less frequent. Nevertheless, we can find some works
that compare a virtual motion platform behavior to analytical results, like in Selvakumar et
al. work [19] where a 3-DoF parallel manipulator simulated using ADAMS [13] is compared
using MATLAB [10]. In Hajimirzaalian et al. work [6], a Stewart platform [20] is simulated
using also ADAMS, and a comparison between the direct dynamics, provided by ADAMS,
and the inverse solution, based on a Lagrangian formulation, is presented. In Gosselin et
al. work [5], a simulator that allows interactive kinematic analysis of spherical parallel
mechanisms is presented. In Lee et al. work [9], ADAMS is used to perform a kinematic
and a dynamic simulation of a 3-DoF manipulator, in order to compare it to an inverse
dynamic formulation based on a Newton-Euler approach.

However, all these works use analytical solutions in order to study the behavior of a
specific motion platform. Our goal is to test MCA, and thus, we want to build a virtual mo-
tion platform that is able to simulate a generic motion platform physically and numerically,
not kinematically nor analytically. A solution similar to our needs is presented in Hulme
and Pancotti work[7], where a 6-DoF Moog 2000E platform [12] simulator is presented.
However, the simulation is restricted to this model, not allowing a generic specification.
This simulator uses a detailed CAD model to provide visual information, and allows “in the
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loop” intervention. However, unlike ours, the simulation is kinematic. Kinematic solutions
do not simulate the process of moving the motion platform form one pose to another, they
just calculate final poses. Unluckily, this is not sufficient to test MCA.

3 Simulator Description

In this paper, we present a generic motion platform simulator. For simplicity, we will
assume that the simulated motion platform uses rotational motors that move connecting
rods, pistons and joints in order to fulfill a desired set of DoF. The extension to translational
motors should be straightforward.

The main idea behind the simulator is to fully substitute the real counterpart. This
means that the virtual motion platform should receive exactly the same inputs and provide,
at least, the same outputs as the real motion platform would do. It also means that an
external software (an MCA plus an inverse kinematics module) should be responsible for the
generation of these inputs, as we are focusing exclusively on simulating the motion platform.
Thus, the inputs of the virtual motion platform motors will be the desired target angles (as
we focus on rotational motors) for the motors. Regarding the outputs, the virtual motion
platform should provide, at least, the current angles (this information will be received by
the MCA) and optionally the current state (DoF) of the motion platform. Moreover, a real
time visualization of the virtual motion platform movements is also encouraged to make the
simulator user friendly. Thus, the simulation works in a loop: the virtual motion platform
receives the desired target angles, this makes the virtual manipulator move (DoF change as
motors move), and this current state of the motion platform is the output of the system.

The most difficult part to define here is the required parameter list, because each real
motion platform has their own. We will categorize them in: motor parameters (control
parameters, maximum force, etc), geometrical design of the motion platform (piston lengths,
rod dimensions, etc), physics magnitudes (masses, inertias, etc), physics constraints (joints
types and limits), and visual representation. In order to provide values for these parameters
to the simulator, a CAD model of the motion platform and a XML file are used.

For the CAD model, we chose Autodesk 3D Studio Max [3], because it is one of the
most popular CAD packages, and because by using this software, we can control both the
visual representation of the motion platform and its physics structure, allowing to integrate
them directly in our simulator using Open Scene Graph (OSG)[16] visual representation
(.ive format) and Nvidia PhysX[15] physics representation (.nxb format). This fact allows
us to be able to design virtual motion platforms easier and faster.

3.1 Simulator Operation

The virtual motion platform simulator is a physically-based graphic simulation. The physics
simulation is implemented with C++ using PhysX and the visual representation, with OSG.
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The simulator is structured in a three thread system:

• Communication thread: it receives the motor target angles (from outside) and passes
them to the physics thread. It also receives the necessary outputs from the physics
thread, and sends them out of the simulator.

• Visual thread: it is an OSG visual representation of the CAD model in motion.

• Physics thread: it reads the inputs collected by the communication thread (target
angles) and feeds the virtual motors (controlled by virtual controllers) that move the
virtual motion platform. It is responsible for calculating the outputs of the simulator.

The use of a threaded structure allows running each thread at a different frequency.
This is important because the physics thread should simulate the motion platform faster
than it is drawn, and faster than the inputs are fed into the simulator.

In order to speed-up the input gathering, we decided to implement the communication
thread with shared memory. This means that the software responsible for generating these
inputs (usually the MCA) should write this information into this shared memory. The
communication thread reads the inputs at a fixed rate set at the XML parameter file.

The visual system is quite simple. It loads the CAD visual description (.ive file), and
draws their different parts in the positions decided by the physics thread. The visual system
frequency is set to 25 Hz. Figure 1 shows a real and a virtual motion platforms.

The physics thread is the main thread of the simulator. To perform the physics simu-
lation, the physics thread loads the CAD physics description (.nxb file) and identifies in it
the objects that it needs to simulate. It identifies 6 categories at loading time: motors (ob-
jects named MotorXX), joints (named JointXX), connecting rods (named RodXX), moving
pistons (named PistonXX), the moving platform base that we are actually moving (named
Base) and the load that lies on the platform base (named Load).

As we intend to make it platform-independent, there are some rules that the CAD file
should follow in order to be readable for our simulator. First, the names of the objects
should follow the aforementioned convention. Second, connecting rods, pistons, the moving
platform base, and the load should be dynamic rigid bodies (NxActor). Any rigid body can
be linked to any rigid body by a link (represented by a NxJoint). Which bodies are linked,
and how, is something that depends on the particular motion platform, and it is defined in
the CAD model by the PhysX joint specification [15]. Third, motors are kinematic bodies
that do not move (NxActor with the flag NX BF KINEMATIC), linked by a revolute joint
to a connecting rod (MotorX should always connect to RodX). These joints will be controlled
by a virtual motor controller, which is in turn commanded by the simulators inputs, and
are used to calculate the motor current angles. Finally, there can be only one load and
one moving platform base. The moving platform base will be the rigid body we will use to
calculate the motion platform DoF.
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The geometrical design of the motion platform, the joints specific constraints and all the
masses and inertias from all the objects, are read directly from the .nxb file. The only things
not present in the CAD model are the motor controllers’ features, which are parameterized
in the XML parameter file. In addition, the masses and inertias of all the objects can also
be changed in the XML file.

Figure 1: Real 6-DoF (left) vs virtual 6-DoF (right) motion platform

The motor controller needs some further explanation. In order to differentiate ourselves
from kinematic approaches, we decided to simulate the motion of the motors. To control the
motors, we decided to build a virtual PID control system. This type of controller provides
good results when a good model of the controlled system is not available [1], which is the
case. The tuning of the controller requires some motor operation knowledge but it can
also be automated [2]. The motor parameters are: Kp (proportional constant), Ki (integral
constant) and Kd (derivative constant) [1]. The input of the controller is the target angle
and the output is the resulting torque on the rod joint. Once the motor controllers have
calculated the resulting torque, this torque is applied to the motor-rod joint, and PhysX
performs all the necessary calculations over the entire physics scene in order to simulate
the positions of all the remaining objects. Once the platform base is repositioned, we
can ask PhysX its position and orientation in the form of a 6-component pose. No direct
kinematics is needed to achieve this information, as PhysX has performed all the dynamics
(not kinematics) calculations for us.

The physics thread performs all these calculations at a parameterizable frequency (via
XML). The higher the frequency, the more accurate the simulation, but the more time
it consumes. If the frequency is too high, the simulation process could take longer than
the time it is trying to simulate, resulting in a non real-time simulation. However, if the
frequency is too low, simulation precision decreases due to an unstable physics integration.

c©CMMSE ISBN:978-84-615-5392-1Page  295 of  1573



A faster than real-time simulator of motion platforms

4 Evaluation

In order to use the present simulator as a substitute for a real motion platform, it is necessary
to assess its applicability. The best way to do so is to compare the response of the simulated
motion platform with respect to a real one. As we had at our disposal both a 3-DoF and
a 6-DoF real motion platforms, we decided to perform the assessment of the simulator by
testing its performance against these two examples.

4.1 Simulator set-up

In order to perform this assessment, we need first to set-up the simulator for these two
cases of study (3-DoF and 6-DoF). In order to do that, the particular designs of the motion
platforms must be studied first. For the sake of brevity, we cannot make a full description of
these two motion platforms, nor is it the purpose of this paper. Thus, we will just show their
main features. The first motion platform is a heave-pitch-roll 3-DoF T1R2 (1 translational,
2 rotational) parallel manipulator. The second one is a 6-DoF T3R3 Stewart-like parallel
manipulator. The T1R2 manipulator uses 3 motors, 3 connecting rods attached to the
motors axes (this represents a revolute joint with respect to the motor body), 3 pistons
connected to the rods by means of 3 ball-and-socket joints, and 1 moving base connected to
the pistons by means of 3 more ball-and-socket joints. The moving base is also connected
to a splined shaft through a prismatic-universal joint. The T3R3 design is different, but
its constraint structure is very similar. This manipulator uses 6 motors, 6 connecting rods
attached to the motors axes, 6 pistons connected to the rods through 6 ball-and-socket
joints, and 1 moving base connected to the pistons through 6 more ball-and-socket joints.
The motion ranges and CAD models of these two parallel manipulators are shown in table
1 and figure 2.

Figure 2: CAD design

As aforementioned, the first step for the simulator to work is to build a CAD model for

c©CMMSE ISBN:978-84-615-5392-1Page  296 of  1573



S. Casas, R. Olanda, M. Fernández, José V. Riera

Table 1: DoF ranges of both real motion platforms
3-DoF 3-DoF 6-DoF 6-DoF

Min. Value Max. Value Min. Value Max. Value

Surge range - - -10.58 cm +10.58 cm

Sway range - - -9.77 cm +13.78 cm

Heave range -10.0 cm +10.0 cm -7.84 cm +9.06 cm

Yaw range - - -20.73 deg +20.73 deg

Pitch range -30.52 deg +30.52 deg -17.45 deg +16.33 deg

Roll range -26.21 deg +26.21 deg -17.58 deg +17.58 deg

both of the manipulators. The restrictions of the CAD model for the simulator to work were
explained on section 3.1. In this case, both of the designs are complaint with the required
structure. The construction of the CAD model cannot be automated and few guidelines can
be explained. The most important rule is to place every motor, every rigid object and every
joint as in the real design. This is done using 3dsMax with the PhysX plugin [3]. Then,
the last step is to choose the appropriate type of joint for each linkage. A full description
of the joint types supported by NVidia PhysX is shown at [15]. Once the CAD model is
correctly built, the next step is to set-up the parameters of the simulator. We can split this
process in two parts. The first one is related with the physics magnitudes of the elements
of the manipulator (dimensions, masses, etc). The second one is the tuning of the motors.

The physics magnitudes include positions, dimensions, masses and inertias of the motion
platform elements. Positions and dimensions are defined within the CAD model. Masses
can be set directly from the simulator via XML files. Inertias are computed internally by
measuring the objects volumes (assuming a constant density situation). All these magni-
tudes were set to their corresponding real values, which can be seen in table 2. As positions
and dimensions are implicitly defined within the CAD model, we only show the masses.
The load is a variable parameter that can be set to arbitrarily. In these tests, we assume a
load of 100.0 Kg with a boxed shape of 1m3.

The second part of the set-up includes the tuning of the virtual motors. This involves
4 parameters: motor maximum torque and the PID parameters: Kp, Ki, and Kd. The
maximum torque is a feature of the motor, whose value is taken from the real one. This
value includes the motor-reduction unit, and establishes a limit for the torque the motors can
supply to the connecting rods. The tuning of the PID controller implies finding appropriate
values for Kp, Ki and Kd. There are many methods to do this, but we opted for an empirical
tuning [1] . For the sake of shortness we show only the final values (see Table 2).
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Table 2: Physics and motor parameters for both virtual motion platforms
Parameter 3-DoF 6-DoF

Motor mass 100.0 Kg 100.0 Kg

Connecting rod mass 5.0 Kg 5.0 Kg

Piston mass 1.0 Kg 1.5 Kg

Moving base mass 20.0 Kg 30.0 Kg

Splined outer shaft mass 20.0 Kg -

Splined inner shaft mass 10.0 Kg -

Load mass 100.0 Kg 100.0 Kg

Kp 11.2 10.1

Ki 1.35 1.53

Kd 0.19 0.27

Maximum torque 150.0 Nm 200.0 Nm

4.2 Simulator assessment

Once the simulator is set-up, we can start the assessment process. This process is a com-
parison between the motion platform simulator and its real counterpart. The most common
way to do so is to compare them DoF by DoF separately with some test input signals [18].
Many different test signals can be used, but the most common ones are the sine and the step
signals. A sine signal provides information on smooth motion, while the step signal pro-
vides information on sudden motion. The problem with these signals is that they provide a
test in time domain, while no information of the frequency domain can be analyzed (unless
we perform many different tests with different frequencies). To solve this, we decided to
use the sine-chirp signal (a sine with increasing frequency) and the square-chirp (a square
wave with increasing frequency). This way, we can compare the motion platforms both in
time and frequency domain, at the same time. The last decision is the amplitude of the
signals. Although the response of the motion platform is different from large displacements
to small ones (because large displacements require greater speeds) it is interesting to test
the performance of the compared motion platforms with respect to different amplitudes.
However, by using chirp functions we are already demanding different speeds to the motion
platforms and we can see the effect of a speed change on the platform behavior. Thus, we
will use chirp functions of approximately maximum amplitudes for each DoF.

The chirp functions are defined as follows:

sine-chirp(t) = A · sin(2 · π · f0(rt − 1)/ log(r)) (1)
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square-chirp(t) = A · sign(sin(2 · π · f0(rt − 1)/ log(r))) (2)

Where t is time, A is the amplitude of the signal, f0 is its initial frequency, and r is the
rate of change of the signal frequency.

For these tests, the rate of change was set to 1.2 and the initial frequency to 0.01 Hz.
All the tests were performed using an external test software that feeds the inputs to the
motion platform and then, reads its outputs. This test software needs to calculate the
inverse kinematics of the motion platform, because the inputs of the tests are DoF signals,
and the inputs of the motion platform are motor angles. However, for the sake of brevity,
we cannot describe the inverse kinematics of the manipulator.

Figure 3 shows the results of plotting the response of both real motion platforms versus
the simulated ones, given the same inputs. For the sake of shortness we only show heave
(Z translation) for the T1R2, and pitch angle for the T3R3.

Figure 3: T1R2 heave (above) and T3R3 pitch (below) response (blue: input, green: real,
red: simulated)
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As we can see, in both cases the simulated and real outputs are quite similar. Moreover,
their frequency response is similar. Both tend to have a progressive gain attenuation as the
frequency is raised. This shows the typical low-pass frequency behavior present on many
mechanical systems. The effect is somehow different for each DoF, but in all cases a sharp
attenuation is found above 2 Hz. In both cases of study, and in all DoF, the simulated
output is not more than 3% greater or lower, on average, than the real output, which means
that both virtual motion platforms are very similar to the real ones.

As the motion platform simulator is intended to run in real-time, it is also necessary to
demonstrate that this can be accomplished. However, this assertion depends highly on the
computer in which the simulator runs. For this reason, the only thing than we can show is
that real-time constraints are met with a particular hardware. Thus, we tested the motion
platform simulator (with the parameter set-up explained before) with the T1R2 motion
platform simulator on an Intel Core 2 Quad at 2.66 Ghz with 4 Gb of RAM, and with
a Windows 7 operating system. The frequency of the draw thread was set to 25 Hz, the
frequency of the communication thread to 50 Hz, and the frequency of the physics thread
to 500 Hz, which is a common frequency for physics-based simulations. The simulator was
run for 600 seconds and average times were measured. The time measurements showed that
1/500 seconds (2 ms) could be simulated in about 0.1 ms, which implies that the real-time
constraints are easily met, and, if we want this simulation to run faster than real-time, the
acceleration factor could reach up to approximately 20x. This result means that, with this
hardware, we can test the motion platform 20 times faster than with a real motion platform.
The same test was performed for the T3R3, and the acceleration factor was around 14x,
mainly because the more joints, the more time it takes to simulate them.

5 Conclusions and future work

In this paper, we present a generic motion platform simulator. This simulator allows us to
perform multiple tests without the need to use a real motion platform, avoiding damages
on real motion platforms and humans. In order to assess our simulator, we have tested
it with two different manipulators. A numerical evaluation was performed by comparing
the outputs of our virtual motion platforms with respect to the real ones. In both cases,
the results show that our simulator is able to substitute their real counterparts as the
difference between real and virtual outputs (given the same inputs) is small. To prove the
real-time features, computation times were measured, and although they depend highly on
the hardware used to perform the tests, acceleration factors around 20x were reached using
a fairly standard PC.

Although we consider that the simulator fulfills the goals by which it was designed,
there are several research lines that can be followed in order to extend its functionality.
The first one is the automation of the design process of the virtual motion platform. At the
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present moment, this is a manual task guided by experts. If this mapping could be done
automatically, a lot of time could be saved. Another research line is to visually improve the
simulator. At the present moment, the simulator visual outputs are sufficient to evaluate
the motion platform behavior. However, a more realistic visualization could enhance the
understanding of the motion platform. Moreover, additional information can be added to
the visual representation. For instance, we could add text to show the motor angles, the
DoF, the acceleration factor, etc. Another possible improvement is to implement different
virtual controllers, and not only a PID. Finally, we could perform processing optimizations
by, for instance, executing simulator tasks on Graphics Processing Units (GPU), in order
to increment the simulator performance and achieve greater acceleration factors.
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Abstract

In this contribution, we study some analytic properties of families of polynomials orthogo-
nal with respect to the Sobolev inner product

〈 f , g〉S :=
∫
T

f (z)g(z)dµ(z) + λ f ( j)(α)g( j)(α),

where µ is a nontrivial probability measure supported on the unit circle, α ∈ C, λ ∈ R+\{0},
and j ∈ N. We focus our attention on the relative asymptotic behavior of such polynomials
with respect to the polynomials orthogonal associated with the measure µ, as well as on the
distribution of their zeros in terms of the parameters n, λ and α. In this second problem our
approach is based on the characterization of the zeros as eigenvalues of rank-one perturbations
of the Hessenberg matrix (GGT matrix) associated with the measure µ. Finally, some numerical
computations for specific examples are shown.

Key words: Sobolev orthogonal polynomials, Hessenberg matrices, zeros
MSC 2000: 42C05

1 Introduction

Let µ be a nontrivial probability measure supported on T = {z ∈ C : |z| = 1} and {φn}n>0 the
sequence of polynomials with deg φn = n such that∫

T

φm(z)φn(z)dµ(z) = δm,n,
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i.e., {φn}n>0 is the sequence of orthonormal polynomials with respect to the measure µ (see [3],
among others). The corresponding sequence of monic orthogonal polynomials will be denoted by
{Φn}n>0. The polynomial

Kn(z, y) =

n∑
k=0

Φk(z)Φk(y)
‖Φk‖

2

is called the reproducing kernel associated to {φn}n>0. We will denote by K(k, j)
n (z, y) the k − th and

j − th partial derivatives of Kn(z, y) with respect to the variables z and y, respectively.
In this short paper we will consider the following discrete Sobolev inner product associated

with a nontrivial probability measure µ supported on the unit circle

〈 f , g〉S :=
∫
T

f (z)g(z)dµ(z) + λ f ( j)(α)g( j)(α), α ∈ C, λ ∈ R+\{0}, j ∈ N, (1)

where f , g belong to the Sobolev space

W j,2 [
T; µ

]
=

{
f ∈ C j(T) ∩ L2 [

T; µ
]

: f ( j) ∈ L2 [
T; µ

]}
.

Here C j(T) denotes the function space containing all functions f : T → C such that f ∈ C j−2

and f ( j−1) is absolutely continuous on T. Notice that, since λ is a positive real number, there exists
a family of polynomials orthonormal with respect to (1), which will be denoted by {ψn}n>0. The
monic version will be denoted by {Ψn}n>0.

The structure of the manuscript is as follows. In Section 2, we show the connection between
the Hessenberg matrices associated with the multiplication operator in terms of the bases {Ψn}n>0
and {Φn}n>0, respectively. In Section 3, we study the location of the zeros of Ψn.

2 Hessenberg matrix

The matrix representation of the multiplication by the z operator with respect to the basis {Φn}n>0
is given by zΦ = HΦΦ, where Φ = {Φ0,Φ1, . . .}

t and HΦ is a semi-infinite Hessenberg matrix
with ones on the upper diagonal and whose remaining entries are given in terms of the Verblunsky
coeficients {Φn(0)}n>1 (see [3]). The study of the Hessenberg matrices is important because of
their applications. As an example, it is well known (see [3]) that the zeros of the n-th orthogonal
polynomial Φn(z) are the eigenvalues of the leading principal submatrix n × n of the Hessenberg
matrix HΦ, which we will denote by (HΦ)n.

The relation between {φn}n>0 and {ψn}n>0 is (see [1])

Lemma 1 [1] Let φn(z) = αnzn + . . . and ψn(z) = βnzn + . . . with αn, βn > 0. Then, {ψn}n>0 is the
sequence of polynomials orthonormal with respect to (1) if and only if

ψn(z) =
βn

αn
φn(z) − λψ( j)

n (α)K(0, j)
n−1 (z, α), j = 0, 1, . . . , (2)
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with
βn

αn
=

√√
1 + λK( j, j)

n−1 (α, α)

1 + λK( j, j)
n (α, α)

, (3)

and

ψ
( j)
n (α) =

φ
( j)
n (α)√(

1 + λK( j, j)
n−1 (α, α)

) (
1 + λK( j, j)

n (α, α)
) . (4)

When λ tends to infinity, we get [2] the limit polynomial

S n(z) = Φn(z) −
Φ

( j)
n (α)

K( j, j)
n−1 (α, α)

K(0, j)
n−1 (z, α). (5)

It is easily seen that S ( j)
n (α) = 0, as well as S n is orthogonal to the linear space span{1, z−α, . . . , (z−

α) j−1, (z − α) j+1, . . . , (z − α)n−1} in Pn. We have proved the following extremal characterization for
the limit polynomial.

Theorem 2 [2] Let

Gn = min
{∫

T

|Qn(z)|2dµ(z) : Qn = zn + lower terms, Q( j)
n (α) = 0

}
.

Then, Gn = ‖S n‖
2, where S n is the limit polynomial defined by (5).

In following theorem we show the relation between HΨ, the Hessenberg matrix associated with
the monic orthogonal polynomials {Ψn}n>0, and HΦ.

Theorem 3 [2] Let (HΦ)n and (HΨ)n be the n × n truncated Hessenberg matrices associated with
{Φn}n>0 and {Ψn}n>0, respectively. Then,

(HΨ)n = Ln[(HΦ)n − An]L−1
n .

As a consequence, the zeros of Ψn are the eigenvalues of the matrix (HΦ)n − An, a rank one pertur-
bation of the matrix (HΦ)n, where

An =


0 . . . . . . 0
...

...

0 . . . . . . 0
ln,0 . . . . . . ln,n−1


and

lm,k = −
λΦ

( j)
m (α)Φ( j)

k (α)

(1 + λK( j, j)
m−1(α, α))‖Φk‖

2
, 1 6 m 6 n, 0 6 k 6 m − 1.
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3 Zeros

In this section, we analyze the behavior of the zeros of the polynomials orthogonal with respect to
(1). Denote by {φn(z; dµ j+1)}n>0 the corresponding sequence of monic orthogonal polynomial with
respect to

dµ j = |z − α|2( j+1)dµ, j ∈ N.

We have the following results.

Theorem 4 [2] There is a positive integer n0 such that, for n > n0, the n-th Sobolev monic orthog-
onal polynomial ψn(z) defined by (2), with |α| > 1, has exactly 1 zero in |z| > 1 accumulating in α,
while the remaining zeros belong to |z| < 1.

Theorem 5 [2] Let {ψn}n>0 be the sequence of orthonormal polynomials with respect to (1), with
j ∈ N. Then ψn(z) can be expressed as a linear combination of φn(z), (z − α)φn−1(z, dµ1), . . .,
(z − α) j+1φn− j−1(z, dµ j+1). As a consequence, the zeros of ψn(z) tend to the zeros of such a linear
combination when λ→ ∞.
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1 Computer Engineering Department, University of Murcia, Spain

2 Department of Computer Science and Genome Center, University of California, Davis,
California 95616, USA

emails: ecepasqui@ditec.um.es, koehl@cs.ucdavis.edu, horacio@ditec.um.es,
jmgarcia@ditec.um.es

Abstract

It is very important in drug discovery to determine the safety and effectiveness of
current drugs and to accelerate findings in basic research (discovery of new leads and
active compounds) into meaningful health outcomes. Both objectives imply the capacity
to process the vast amount of protein structural data that are available in biological
databases such as the PDB [1] or derived from genomic data using techniques such as
homology modeling [9]. Screenings in lab and compound optimization are expensive and
slow methods, but bioinformatics can significantly help clinical research by providing
prediction of the toxicity of drugs and activity in non-tested targets, and by evolving
discovered active compounds into drugs for the clinical trials. This can be achieved
thanks to the availability of bioinformatics tools and Virtual Screening (VS) methods
that allow to test all required hypotheses before clinical trials. Often however, VS
methods fail to make good toxicity and activity predictions since they are constrained
by the access to computational resources; even the nowadays fastest VS methods cannot
process large biological databases in a reasonable time-frame. Thus, this imposes a
serious limitation in many areas of translational research.

The Graphics Processing Unit (GPU) is a topic of significant interest in high perfor-
mance computing. For applications that can benefit from parallelization, GPUs deliver
higher peak computational throughput than latency-oriented CPUs, thus offering a
tremendous potential performance uplift on massively parallel problems [4]. Of par-
ticular relevance to us are attempts to parallelize different kernels within VS methods
on GPUs to allow for the introduction of improvements in the biophysical models that
were not amenable in the past [5, 8].
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Among the most relevant computationally intensive kernels present in current VS
methods, we highlight the calculation of solvent accessible surface area (SASA) of a
biomolecule. We can efficiently model molecular solvation in an implicit way by the
calculation of SASA and posterior consideration of the hydrophobic and hydrophilic
character of individual atoms [3]; this approach is widely applied nowadays in many
areas like protein structure prediction and protein-ligand binding.

In order to improve the predictive capability of VS methods, it is necessary to use
an exact method for the SASA calculation. Analytical methods describe the molecule
as a union of pieces of balls, each defined by their center, radius, and arcs forming their
boundary, and subsequently apply analytical geometry to compute the surface area and
volume. The alpha shape theory solves this problem using Delaunay triangulations
and their filtrations, as described by Edelsbrunner [2], and has been implemented for
such purpose in the program UNIONBALL [6]. In order to speedup the necessary
calculations and to reduce total running time, we present here our parallelization efforts
of UNIONBALL, taking advantage of the last generation of massively parallel Graphics
Processing Units (GPUs) and using the CUDA programming language [7].

Key words: Parallel Computing, GPUs, CUDA, Computational Geometry, Molecu-
lar Modeling
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virtual screening in drug discovery on massively parallel architectures. In Parallel,
Distributed and Network-Based Processing (PDP), 2012 20th Euromicro International
Conference on, pages 588 –595, 2012.

[6] Paul Mach and Patrice Koehl. Geometric measures of large biomolecules: surface,
volume, and pockets. Journal of Computational Chemistry, 32(14):3023–3038, November
2011.

[7] NVIDIA. NVIDIA CUDA C Programming Guide 4.1.1. 2011.

[8] Horacio Perez Sanchez and Wolfgang Wenzel. Optimization methods for virtual screen-
ing on novel computational architectures. Current Computer-Aided Drug Design,
7(1):44–52, 2011.

[9] Roberto Sanchez and Andrej Sali. Large-Scale Protein Structure Modeling of the Sac-
charomyces cerevisiae Genome. Proceedings Of The National Academy Of Sciences Of
The United States Of America, 95(23):13597–13602, November 1998.

c©CMMSE ISBN:978-84-615-5392-1Page  309 of  1573



Proceedings of the 12th International Conference
on Computational and Mathematical Methods
in Science and Engineering, CMMSE 2012
July, 2-5, 2012.

A family of optimal fourth-order iterative methods and its
dynamics

Francisco Chicharro1, Alicia Cordero1 and Juan R. Torregrosa1
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Abstract

In this paper a family of new fourth-order optimal iterative methods for solving
nonlinear equations is proposed. The classical King’s family of fourth-order schemes is
obtained as an special case. We also present results for describing the conjugacy classes
and dynamics of some of the presented methods for complex polynomials of different
degrees.

Key words: Iterative methods, order of convergence, rational map, basin of attrac-
tion, conjugacy classes.

1 Introduction

In this paper, we consider iterative methods and their dynamics for finding a simple root α
of a nonlinear equation f(x) = 0. Newton’s method [1] is the best known scheme for solving
nonlinear equations, which is given by

xn+1 = xn − f(xn)

f ′(xn)
.

This method converges quadratically under some conditions.
To improve the local order of convergence, many modified methods have been proposed

in the literature. For example, it is well-known (see [1]) that the following method, obtained
from the doubled Newton scheme with “frozen” derivative

xn+1 = yn − f(yn)

f ′(xn)
, (1)
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where yn is the Newton’s iteration, has order of convergence three. This method requires
three functional evaluations per step, so it is not an optimal method. By optimal method
we mean a multipoint one without memory which requires n+1 functional evaluations per
iteration, but achieves the order of convergence 2n (see [2]).

In this manuscript we show a family of optimal fourth-order iterative methods derived
by using in (1) the technique of weight functions. Some applications of this technique can
be found for example in [3] and [4], where some kind of weight functions were used.

The dynamical study of the rational function associated to an iterative method gives
important information about the convergence and stability of the scheme. The best known
iterative method, under the dynamical point of view, is again Newton’s scheme (see, for
example, [5]). The dynamics of the König iteration methods [6], the Cauchy and Halley’s
methods [7] and an important number of root-finding methods including Jarratt and King
families [8] were also studied in detail.

We present results which describe the conjugacy classes and dynamics of some new
optimal fourth order methods for complex polynomials of degree two, three and four. The
fact that one of our methods is not generally convergent for polynomials is investigated by
constructing a particular polynomial such that the rational map arising from our method
applied to this polynomial has an attracting periodic orbit of period 2. The basins of
attraction of some elements of our family are presented. In order to do this, we recall some
concepts.

Given a rational map R : Ĉ → Ĉ, where Ĉ is the Riemann sphere, the orbit of a point
z0 ∈ Ĉ is defined as:

{z0, R (z0) , R
2 (z0) , ..., R

n (z0) , ...}.

We are interested in the study of the asymptotic behavior of the orbits depending on the
initial condition z0, that is, we are going to analyze the phase plane of the map R defined
by the different iterative methods.

To obtain these phase spaces, the first of all is to classify the starting points from the
asymptotic behavior of their orbits. A z0 ∈ Ĉ is called a fixed point if it satisfies: R (z0) = z0.
A periodic point z0 of period p > 1 is a point such that Rp (z0) = z0 and Rk (z0) ̸= z0, k < p.
A pre-periodic point is a point z0 that is not periodic but there exists a k > 0 such that
Rk (z0) is periodic. A critical point z0 is a point where the derivative of rational function
vanishes, R′ (z0) = 0.

On the other hand, a fixed point z0 is called attractor if |R′(z0)| < 1, superattractor
if |R′(z0)| = 0, repulsor if |R′(z0)| > 1 and parabolic if |R′(z0)| = 1. The stability of a
periodic orbit is defined by the magnitude (lower than 1 or not) of |R′(z1) . . . R

′(zp)|, where
{z1, . . . , zp} are the points of the orbit of period p.

The basin of attraction of an attractor z̄ is defined as the set of pre-images of any order:

A (z̄) = {z0 ∈ Ĉ : Rn (z0)→z̄, n→∞}.
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The set of points z ∈ Ĉ such that their families {Rn (z)}n∈N are normal in some neigh-
borhood U (z) , is the Fatou set, F (R) , that is, the Fatou set is composed by the set of
points whose orbits tend to an attractor (fixed point, periodic orbit or infinity). Its comple-
ment in Ĉ is the Julia set, J (R) ; therefore, the Julia set includes all repelling fixed points,
periodic orbits and their pre-images. That means that the basin of attraction of any fixed
point belongs to the Fatou set. On the contrary, the boundaries of the basins of attraction
belong to the Julia set.

2 The methods and analysis of convergence

Based on (1), we consider the following two-step iteration scheme by using the weight
functions technique:

yn = xn − β f(xn)
f ′(xn)

,

xn+1 = yn −H(µ(xn))
f(yn)
f ′(xn)

,

(2)

where β is a real parameter,H(t) represent a real-valued function and µ(x) =
f(y)

b1f(x) + b2f(y)
,

being b1 and b2 real parameters.

We show that without adding new functional evaluations, we increase the order of
convergence to four. In the following theorem we prove that the method defined by (2) is
of order 4 under some conditions on H.

Theorem 1 Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆
R → R in an open interval I. Let H be any function with H(0) = 1, H ′(0) = 2b1 and
|H ′′(0)| < ∞ and β = 1. Then the methods defined by (2), with b1 ̸= 0 and b2 arbitrary real
parameters, have fourth-order convergence, and its error equation is

en+1 =

((
10b21 + 4b1b2 −H ′′(0)

)
c32 − 2b21c2c3

2b21

)
e4n +O(e5n).

where ck = (1/k!)f
(k)(α)
f ′(α)) , k = 1, 2, . . ..

Some well-known methods are included in the family (2). For example, taking H(t) =
1 + 2t, and b2 = −2 we obtain the Ostrowski’s method, whose iterative expression is

yn = xn − f(xn)
f ′(xn)

,

xn+1 = yn − f(xn)
f(xn)−2f(yn)

f(yn)
f ′(xn)

.
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On the other hand, if we take H(t) = 1 + 2t and parameter b2 remains arbitrary, we have
the King’s family (see [9])

yn = xn − f(xn)
f ′(xn)

,

xn+1 = yn − f(xn)+(2+b2)f(yn)
f(xn)+b2f(yn)

f(yn)
f ′(xn)

.

In what follows, we give some concrete forms of iterative schemes (2).

Example 1 Taking function H(t) = 1 + t, b1 = 1/2 and b2 = 0 we obtain the iterative
root-finding scheme

yn = xn − f(xn)
f ′(xn)

,

xn+1 = xn − f(xn)2+f(xn)f(yn)+2f(yn)2

f(xn)f ′(xn)
.

(3)

Example 2 The function H(t) = 4
4−2t−t2

, b1 = 1/4 and b2 = 1/4 satisfy the conditions of
Theorem 1. A new fourth-order method is then obtained

yn = xn − f(xn)
f ′(xn)

,

xn+1 = yn − (f(xn)+f(yn))2

f(xn)2−5f(yn)2
f(yn)
f ′(xn)

.
(4)

Example 3 In the case that H(t) = 1+ t/2+ t2/2, b1 = 1/4 and b2 = 0 we obtain another
optimal fourth-order method

yn = xn − f(xn)
f ′(xn)

,

xn+1 = yn −
(
1 + 2f(yn)

f(xn)
+ 8f(yn)2

f(x)2

)
f(yn)
f ′(xn)

.
(5)

3 Dynamical behavior

It has been proven in the last section that different choices of parameters b1 and b2 define
distinct iterative methods. In this section we will present the effect that this selection has
in the dynamical behavior of the resulting schemes, at least on polynomials of low degree.
In all presented cases, an Scaling Theorem can be proved.

Theorem 2 Let f be an analytic function on the Riemann sphere, and A(z) = az+ b, with
a ̸= 0, an affine map. If g(z) = λ(f ◦A)(z), where λ ∈ C−{0}, then the fixed point operator
Mf is analytically conjugated to Mg by A, that is, (A ◦Mg ◦A−1)(z) = Mf (z).

By means of the scaling theorem the analysis of the dynamics of a rational function
becomes simpler, as it can be reduced to the study on simpler polynomials, as p(z) = z2− c
and q(z) = z3 + (c− 1)z − c, in case of quadratic and cubic polynomials, respectively.
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Proposition 1 (a) Let p(z) = az2 + bz + c be a complex polynomial, with a ̸= 0, and
q(z) = z2 − d. Then there is an analytic conjugacy between Rp and Rq.

(b) Let p(z) = (z − z1)(z − z2)(z − z3) be an arbitrary complex polynomial of degree three
and let q(z) = z3 + (λ− 1)z − λ, λ ∈ C. Then there is an analytic conjugacy between
Rp and Rq.

Now, we study the dynamics of the rational map Rf arising from the scheme (3)

Rf (z) = z − f(z)2 + f(z)f(y) + 2f(y)2

f(z)f ′(z)
, (6)

where y = z − f(z)/f ′(z), applied to a generic polynomial with simple roots.

As for most iterative root-finding methods, the roots of f are superattracting fixed
points of Rf . The critical points that do not correspond to roots of f are called free critical
points. The reason why free critical points are important is due to the following classical
result.

Theorem 3 (Fatou-Julia) Let R be a rational function. Then the immediate basin of at-
traction of each attracting periodic point contains at least one critical point.

As a consequence of this theorem, it is important to detect the existence of attracting
periodic cycles because, in such a case there exists at least one critical point near the cycle,
end the iterates of Rp starting with the critical point converge to that cycle and not to a
root. To detect the existence of attracting periodic cycles, the orbits of the free critical
points of Rp should be observed and the set of limit points determined.

The only attracting fixed points of Rp(z) are the roots of the polynomial and these are

also the critical points, so that R′
p (z) =

5
(
−c+ x2

)3
16x6

. As in Newton’s method, these roots

are also critical points (in fact, they are the only critical points), so they are superattractive

fixed points. There are also four strange fixed points, ±
√

7c
27 − 4

27 i
√
2c and ±

√
7c
27 + 4

27 i
√
2c,

which are repulsive, so they lie in Julia set.

Therefore, similarly to the Newton’s method, the Fatou set consists of the basins of
attraction of the two roots of the polynomial. That means that these methods never fail
on quadratic polynomials when they are applied on an open set of the complex plane. The
dynamical plane of this operator is similar as the one of Newton’s method, but a bit more
complex, as can be seen in Figure 1a for c = 1. In Figures 1b and 1c it can be observed
that many preimages of the infinity appear with flower appearance. If more iterations are
used (the images have been made by using 80 iterations as a limit), the black region in the
center of each flower shrinks and petals are narrower in the center.
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(a) p(z) = z2 − 1
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(b) p(z) = z3 − 1
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(c) p(z) = z4 − 1

Figure 1: Dynamical plane for (3) on some polynomials

Respect to the behavior of (3) on cubic or higher polynomials, the fixed points are the
roots of a polynomial of degree at least 15 depending on the parameter c. Although no gen-
eral result is concluded because of this high degree, some partial conclusions can be made, as
the existence of specific polynomials whose dynamics includes periodic orbits. For the case
presented in Figure 1b, that is, p(z) = z3 − 1, there exist 12 strange fixed points that are

repulsive and critical points are

{
3

√
−185−3

√
337

1114 ,
3

√
−185−3

√
337

1114 ,− 3

√
− 1

1114(−185− 3
√
337),

3

√
− 185

1114 + 3
√
337

1114 ,− 3

√
−1(− 185

1114 + 3
√
337

1114 ),
3

√
− 185

1114 + 3
√
337

1114

}
, which lie in the basin of at-

traction of the roots of the unity.
If a periodic behavior is pursued, a technique presented by Chun et al. in [10] allows us

to establish the following result. For method (3) by constructing a specific polynomial p(z)
such that the rational map Rp applied to the polynomial has an attracting periodic orbit
of period 2 at z = 1.

Proposition 2 The scheme (3) is not globally convergent for cubic polynomials, as it
presents a periodic orbit of period 2 for p(z) = z3 − 3.13638x2 + 1.73725x+ 1.49038.

To find these values of the coefficients of p(z) a system of equations formed by the
conditions Rp(1) = 2, Rp(2) = 1 and R′

p(1) = 0, has been solved. This is the only real
polynomial that can be obtained as a solution of the system, but there exist a lot of complex
polynomials verifying it. In Figure 2 this periodic orbit (with yellow lines in figure) is
visualized, with black ”holes” in the basin of attraction of the orbit.

When a similar study is made on (4), whose associated rational function is

Sf (z) = y − (f(z) + f(y))2

f(z)2 − 5f(y)2
f(y)

f ′(z)
,
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z=2+i−2.7046e−105
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(a) p(z) = z3 − 3.13638x2 + 1.73725x+ 1.49038

Figure 2: Dynamical plane for (3) with a periodic orbit

it is observed that, for quadratic polynomials, six fixed points different from the roots can be

found, ± i
√
c√
3
, ±

√
3c−4

√
2c√

23
and ±

√
3c
23 + 4

√
2c

23 whose character is repulsive. The free critical

points are ±
√

3
11

√
c, ±

√
15c−8

√
5c√

19
and ±

√
15c
19 + 8

√
5c

19 . Moreover, the behavior of the critical

points is stable, in the sense of their orbits remain in their original basin of attraction (or
in Julia). Dynamical planes for low-degree polynomials can be seen in Figure 3 for roots
of the unit. In Figures 3b and 3c we can see the dynamical behavior of method (4) for
polynomials of degree three and four. Let us note that it seems more stable than (3) as the
preimages of the infinity (black regions in the center of the flowers) are narrower. So, the
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(a) p(z) = z2 − 1
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(b) p(z) = z3 − 1
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(c) p(z) = z4 − 1

Figure 3: Dynamical plane for (4) on some polynomials
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dynamical analysis of the methods becomes an interesting tool in order to determine which
members of a family behave better.
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Abstract

In this work we consider the numerical approximation of 1D parabolic singularly
perturbed problems of reaction-diffusion type. The full discrete scheme combines the
Crank-Nicolson method, defined on a uniform mesh, to discretize in time, and the
standard central finite difference scheme, defined on special meshes condensing in the
boundary layer regions, to discretize in space. The analysis proves that the numerical
scheme is a second order in time and almost second order in space uniformly convergent
method. The proof of the convergence is based on splitting the contribution to the error
of the time and the spatial discretizations. Using an appropriate inductive argument,
we also obtain the asymptotic behavior of the semidiscrete problems resulting after
the time discretization, which is an interesting result by itself. We show the results
obtained for a test problem, corroborating in practice the order of uniform convergence
theoretically proved.

Key words: parabolic reaction-diffusion problems, uniform convergence, Crank-Nicolson
method, special meshes

MSC 2000: 65N12, 65N30, 65N06

1 Introduction

We consider the 1D parabolic reaction-diffusion singularly perturbed problem
ut + Lx,εu = f(x, t), (x, t) ∈ Q = Ω× (0, T ] ≡ (0, 1)× (0, T ],
u(x, 0) = 0, x ∈ Ω,
u(0, t) = u(1, t) = 0, t ∈ (0, T ],

(1)
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where the spatial differential operator is given by Lx,εu ≡ −εuxx + βu. The diffusion
parameter 0 < ε ≤ 1 can be arbitrary small, β is a positive constant and we assume that
sufficient regularity and compatibility conditions hold; then, the exact solution u ∈ C(6,3)(Q)
(see [7]). It is well–known (see [6, 8]) that the solution of (1) has a boundary layer at both
x = 0, 1 of width O(

√
ε| ln ε|), and it satisfies

|u(k,m)(x, t)| ≤ C
(
1 + ε−k/2Bε(x)

)
, 0 ≤ k + 2m ≤ 6, (2)

where
Bε(x) = e−

√
β/ε x + e−

√
β/ε (1−x).

These bounds show the asymptotic behavior, with respect to the diffusion parameter ε, of
the exact solution. Moreover, u can be decomposed in the form u = v+w, where the regular
component v is the solution of the problem

vt + Lx,εv = f, in Q, v(x, 0) = 0, in Ω, (3)

and the boundary conditions at x = 0 and x = 1 are given by solving the IVP

zt + βz = f(x, t), z(0) = 0, t ∈ (0, T ]. (4)

On the other hand, the singular component w is the solution of the problem
wt + Lx,εw = 0, in Q,

w(x, 0) = 0, in Ω,
w(0, t) = u(0, t)− v(0, t), w(1, t) = u(1, t)− v(1, t), t ∈ (0, T ].

(5)

In practice, it is interesting to dispose of high order convergent methods because accurate
approximations can be obtained with a low computational cost. In previous papers (see
[1, 2]), a two stage process was introduced to analyze the uniform convergence for parabolic
problem (1). In the first step, the problem is discretized only in time and defining appro-
priate auxiliary problems (see (7) below), adequate estimates for its local error are proved.
In the second step, the stationary problems resulting from the time discretization are dis-
cretized in space. Then, the convergence of the numerical scheme is deduced by using the
well-known results on fitted mesh methods for singularly perturbed steady problems.

To simplify the analysis given in [1, 2], the discretization of the singularly perturbed
problems resulting from the time discretization, without any use of auxiliary problems, was
considered in [3]. The new proof of the uniform convergence of the numerical scheme, which
is based on an inductive argument, requires to know the asymptotic behavior of the exact
solution of the semidiscrete problems. The implicit Euler method and the central finite
difference scheme was used in [3], proving the uniform convergence of first order in time and
almost second order in space. In this paper we analyze the uniform convergence of a higher
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order uniformly convergent method, which uses the Crank-Nicolson method to discretize in
time and the central difference approximation in space.

Henceforth, C denotes a generic positive constant independent of the diffusion param-
eter ε and also of the discretization parameters N and M .

2 Time semidiscretization: uniform convergence and asymp-
totic behavior

The Crank-Nicolson method defined on the uniform mesh

ωM ≡ {tk = kτ, 0 ≤ k ≤ M, τ = T/M} ,

to discretize in time is given by
u0(x) = 0, x ∈ Ω̄,{

(I + (τ/2)Lx,ε)un(x) = (τ/2)(f(x, tn) + f(x, tn−1)) + (I − (τ/2)Lx,ε)un−1(x),
un(0) = un(1) = 0, 1 ≤ n ≤ M.

(6)
In [4], the auxiliary problems{

(I + (τ/2)Lx,ε)ûn(x) = (τ/2)(f(x, tn) + f(x, tn−1)) + (I − (τ/2)Lx,ε)u(x, tn−1),
ûn(0) = ûn(1) = 0, 1 ≤ n ≤ M,

(7)

were introduced to prove that ‖u(x, tn) − ûn(x)‖∞,Ω ≤ Cτ3, 1 ≤ n ≤ M , where ‖ · ‖∞,Ω

denotes the L∞ norm on Ω. Using this result and the uniform stability satisfied by the
Crank-Nicolson method, we can deduce its second order uniform convergence.

Theorem 1 The global error associated to the method (6) satisfies

‖u(x, tn)− un(x)‖∞,Ω ≤ Cτ2, 1 ≤ n ≤ M. (8)

For the analysis of the error associated to the spatial discretization, we need to know
appropriate bounds on the derivatives of the exact solution of the semidiscrete problems
(6). Similarly to the continuous case, we consider the decomposition un = vn + wn, for
1 ≤ n ≤ M , where the regular component vn is the solution of the problem{

v0(x) = 0, x ∈ Ω̄,{
(I + (τ/2)Lx,ε)vn(x) = (τ/2)(f(x, tn) + f(x, tn−1)) + (I − (τ/2)Lx,ε)vn−1(x),

(9)

and the values at the boundaries x = 0 and x = 1 are given by{
(I + (τ/2)β)zn(x) = (τ/2)(f(x, tn) + f(x, tn−1)) + (I − (τ/2)β)zn−1(x), 1 ≤ n ≤ M,
z0 = 0,
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and the singular component wn is the solution of the problem
w0(x) = 0, x ∈ Ω,{

(I + (τ/2)Lx,ε)wn(x) = (I − (τ/2)Lx,ε)wn−1(x), 1 ≤ n ≤ M,
wn(0) = un(0)− vn(0), wn(1) = un(1)− vn(1).

(10)

Using similar ideas to these ones given in [3, 4], the following result can be proved.

Lemma 1 The regular and the singular components satisfy∣∣∣∣dkvn

dxk
(x)

∣∣∣∣ ≤ C(1 + ε1−k/2),
∣∣∣∣dkwn

dxk
(x)

∣∣∣∣ ≤ Cε−k/2Bε(x), 0 ≤ k ≤ 4. (11)

3 Uniform convergence of the fully discrete scheme

Let ΩN = {0 = x0 < . . . < xN = 1} a nonuniform mesh condensing the grid points in the
boundary layers. On this mesh we discretize (6) by using the standard central difference
scheme. Then, the fully discrete method is given by

U0
i = 0, 0 ≤ i ≤ N,
(I + (τ/2)LN

x,ε)U
n
i = (τ/2)(f(xi, tn) + f(xi, tn−1)) + (I − (τ/2)LN

x,ε)U
n−1
i ,

1 ≤ i ≤ N − 1, 1 ≤ n ≤ M,
Un

0 = Un
N = 0,

(12)

where LN
x,εZi ≡ −εδ2Zi + βZi, and

δ2Zi =
2

hi + hi+1

(
Zi+1 − Zi

hi+1
− Zi − Zi−1

hi

)
, hi = xi − xi−1, i = 1, · · · , N − 1

is the standard approximation of second derivative on a nonuniform mesh. The convergence
of this scheme is analyzed at each time level by using an inductive argument. In the proof
some properties related with the discrete transition operator RN,τ ≡ (I + (τ/2)LN

x,ε)
−1(I −

(τ/2)LN
x,ε) are used.

Lemma 2 Let Λh = [−ai ci − bi] the tridiagonal matrix associated to the the operator LN
x,ε.

Then, ai, ci, bi > 0 and it holds∥∥∥∥(I + (τ/2)Λh)−1

∥∥∥∥
∞
≤ 1

1 + βτ/2
,

where ‖ · ‖∞ is the matrix maximum norm. Moreover, the eigenvalues λi of matrix RN,τ

are real and also they satisfy

−1 < λi ≤
1− βτ/2
1 + βτ/2

< 1.

Therefore, the spectral radius satisfies ρ (RN,τ ) < 1.
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Remark 1 Note that the bound on the spectral radius does not guarantee that it holds
‖ (RN,τ )

k ‖∞ < C, ∀ k, which is the result that we need in the analysis of the uniform
convergence of the method.

Now let us define the special nonuniform meshes on which we construct the finite differ-
ence scheme. We consider two different meshes, both adapted to the asymptotic behavior
of the solution of (1). These meshes are uniform when the diffusion parameter ε is large
and they condense in the boundary layers otherwise.
The Shishkin mesh [8]. It is a piecewise uniform mesh with two transition points defined
by means of the transition parameter

σ = min
{
1/4, σ0

√
ε lnN

}
, (13)

where σ0 is constant. A uniform mesh is placed in [0, σ], [σ, 1− σ], and [1− σ, 1], such that
x0 = 0, xN/4 = σ, x3N/4 = 1− σ, and xN = 1 and therefore the mesh points are given by

xi =


4iσ/N, i = 0, 1, . . . , N/4,
σ + 2(i−N/4)(1− 2σ)/N, i = N/4 + 1, . . . , 3N/4,
1− σ + 4(i− 3N/4)σ/N, i = 3N/4 + 1, . . . , N.

(14)

The Vulanović mesh [9, 10]. This mesh is a generalized Shishkin mesh constructed by using
a suitable generating function ℵ, which also depends on two transition points. To simplify,
we use the same parameter σ given in (13). The grid points are defined by xi = ℵ(i/N), i =
0, 1, . . . , N/2, with ℵ ∈ C2[0, 1/2] and

ℵ(z) =
{

4σz, z ∈ [0, 1/4],
p(z − 1/4)3 + 4σ(z − 1/4) + σ, z ∈ [1/4, 1/2].

(15)

The coefficient p is such that ℵ(1/2) = 1/2 and the mesh is symmetric with respect to the
point x = 1/2. Note that in [0, σ] and [1 − σ, 1] the mesh points are the same than in the
Shishkin mesh. However, in [σ, 1− σ] it is nonuniform but the step sizes satisfy

|hi+1 − hi| ≤ CN−2, i = N/4, . . . , 3N/4. (16)

To obtain appropriate estimates of the error of the spatial discretization, the solution U of
the discrete problem (12) is decomposed into a regular and singular part, U = V + W , in a
similar way than the solution of the continuous and semidiscrete problems. These two grid
functions are the solution of the discrete problems

V 0
i = 0, 0 ≤ i ≤ N,

(I + (τ/2)LN
x,ε)V

n
i = (τ/2)(f(xi, tn) + f(xi, tn−1)) + (I − (τ/2)LN

x,ε)V
n−1
i ,

1 ≤ i ≤ N − 1, 1 ≤ n ≤ M,
V n

0 = vn(0), V n
N = vn(1),

(17)
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and
W 0

i = 0, 0 ≤ i ≤ N,{
(I + (τ/2)LN

x,ε)W
n
i = (I − (τ/2)LN

x,ε)W
n−1
i , 1 ≤ i ≤ N − 1, 1 ≤ n ≤ M,

Wn
0 = wn(0), Wn

N = wn(1),
(18)

respectively.

Theorem 2 Let Un be the numerical solution of (12) and un be the solution of (6), both
at time level tn. Let assume that σ0 ≥ 2/

√
β. Then, the error associated to the spatial

discretization, on the Shishkin mesh satisfies

‖Un
i − un(xi)‖∞,Ω

N ≤ C(N−1ε + (N−1 lnN)2), (19)

and on the Vulanović mesh it satisfies

‖Un
i − un(xi)‖∞,Ω

N ≤ C(N−1 lnN)2, (20)

where ‖ · ‖∞,Ω
N denotes the discrete maximum norm on ΩN .

Proof. For the regular component vn, the local error satisfies

(I + (τ/2)LN
x,ε)(V

n
i − vn(xi)) = (τ/2)

[(
Lx,ε − LN

x,ε

) (
vn(xi) + vn−1(xi)

)]
+(I − (τ/2)LN

x,ε)(V
n−1
i − vn−1(xi)),

and then, taking Taylor expansions and using estimates (11) it follows

(τ/2)
∣∣(Lx,ε − LN

x,ε

) (
vn(xi) + vn−1(xi)

)∣∣ ≤ CτN−1(N−1 + ε),

on the Shishkin mesh, and

(τ/2)
∣∣(Lx,ε − LN

x,ε

) (
vn(xi) + vn−1(xi)

)∣∣ ≤ CτN−2,

on the Vulanovic mesh.
Now, using a recursive argument, taking into account that ‖(I + (τ/2)LN

x,ε)
−1‖∞ ≤ C

and assuming that the maximum norm of all the powers of the transition parameter RN,τ

is uniformly bounded, we can deduce that

‖V n
i − vn(xi)‖∞,Ω

N ≤ CN−1(N−1 + ε), ‖V n
i − vn(xi)‖∞,Ω

N ≤ CN−2, (21)

on the Shishkin and Vulanovic meshes respectively.
For the singular component wn the local error satisfies

(I + (τ/2)LN
x,ε)(W

n
i − wn(xi)) = (τ/2)

[(
Lx,ε − LN

x,ε

) (
wn(xi) + wn−1(xi)

)]
+(I − (τ/2)LN

x,ε)(W
n−1
i − wn−1(xi)),
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and from Taylor expansions and bounds (11) it follows∣∣(Lx,ε − LN
x,ε

) (
wn(xi) + wn−1(xi)

)∣∣ ≤ Cτ

{
CN−2, xi ∈ [σ, 1− σ],
C(N−1 lnN)2, xi ∈ (0, σ) ∪ (1− σ, 1),

and therefore
‖Wn

i − wn(xi)‖∞,Ω
N ≤ C(N−1 lnN)2, (22)

for both the Shishkin and the Vulanovic meshes.
Finally, from the triangular inequality and (21), (22) the result trivially follows. �

From Theorems 1 and 2, and using that ‖Un
i − u(xi, tn)‖∞,Ω

N ≤ ‖Un
i − un(xi)‖∞,Ω

N +
‖un(xi) − u(xi, tn)‖∞,Ω

N , we can easily obtain the main result of this work, giving the
uniform convergence of the fully discrete scheme.

Theorem 3 Let U be the numerical solution of (12) and u be the solution of (1). Let
assume that σ0 ≥ 2/

√
β. Then, the error associated to the full discrete method, on the

Shishkin mesh satisfies

‖Un
i − u(xi, tn)‖∞,Ω

N ≤ C(N−1ε + (N−1 lnN)2 + τ2), (23)

and on the Vulanović mesh it satisfies

‖Un
i − u(xi, tn)‖∞,Ω

N ≤ C((N−1 lnN)2 + τ2). (24)

4 Numerical experiments

We consider the test problem

ut − εuxx + (2 + x− cos(x))u = 4(e−t − 1) + 6txex, (x, t) ∈ (0, 1)× (0, 1], (25)

with homogeneous initial and boundary conditions, for which the exact solution is unknown.
Figure 1 shows the numerical solution for ε = 10−4; from it we see the boundary layers at
both sides x = 0, 1.

Note that in this problem the reaction term is non constant, but the numerical results
show the same order of uniform convergence proved for the constant case.

To approximate the numerical errors we use a variant of the double mesh principle
(see [5]) and therefore at each time tn = nτ, n = 0, 1, . . . ,M and for each mesh point
xj , j = 0, 1, . . . , N , the error is estimated by

Dε,N,M
j,n =

∣∣U ε,N,M
j,n − U ε,2N,2M

j,n

∣∣,
where U ε,N,M

j,n is the numerical solution given by the fully discrete method with a constant
time step τ = 1/M and (N + 1) points in the spatial mesh, and U ε,2N,2M

j,n is the numerical
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Figure 1: Solution for ε = 10−4 with N = M = 32

solution computed by using the time step τ/2 and (2N + 1) points in the spatial mesh, but
with the same transition parameter than in the original mesh.

For each fixed value of ε, the maximum global errors are estimated by

Dε,N,M = max
j,n

Dε,N,M
j,n

and therefore, in standard way, the numerical orders of convergence are given by

q = log (Dε,N,M/Dε,2N,2M )/log 2.

From these values we obtain the ε-uniform errors and the ε-uniform orders of convergence
by

DN,M = max
ε

Dε,N,M , quni = log (DN,M/D2N,2M )/log 2.

Table 1 displays the maximum and uniform errors and the numerical orders of con-
vergence of scheme (12) defined on the Shishkin mesh (14), for the set of the values
ε ∈ {2−4, . . . , 2−30}. From these results we clearly deduce almost second order conver-
gence in agreement with Theorem 3. For this and other test problems, similar results,
about the maximum errors and the orders of convergence, have been obtained when the
Vulanović mesh is used instead of the Shishkin mesh.

Table 2 displays the maximum matrix norm of the transition operator RN,τ for ε =
10−4, 10−6, 10−8 and some values of N and M . From it we can conclude that its maximum
norm is less than 1. Nevertheless, taking a different range of values for the discretization
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Table 1: Maximum errors and uniform orders of convergence

ε N=32 N=64 N=128 N=256 N=512 N=1024
M = 5 M = 10 M = 20 M = 40 M = 80 M = 160

2−4 0.979E-02 0.255E-02 0.639E-03 0.159E-03 0.394E-04 0.978E-05
1.941 1.995 2.011 2.011 2.009

2−6 0.121E-01 0.322E-02 0.753E-03 0.189E-03 0.476E-04 0.118E-04
1.914 2.094 1.997 1.987 2.006

2−8 0.389E-01 0.114E-01 0.265E-02 0.669E-03 0.169E-03 0.421E-04
1.768 2.105 1.988 1.981 2.008

2−10 0.862E-01 0.411E-01 0.100E-01 0.255E-02 0.648E-03 0.161E-03
1.067 2.041 1.973 1.974 2.005

2−12 0.860E-01 0.441E-01 0.143E-01 0.483E-02 0.155E-02 0.478E-03
0.965 1.621 1.571 1.636 1.698

2−14 0.860E-01 0.440E-01 0.143E-01 0.482E-02 0.155E-02 0.477E-03
0.966 1.621 1.571 1.637 1.698

... ... ... ... ... ... ...
2−30 0.859E-01 0.439E-01 0.143E-01 0.481E-02 0.155E-02 0.476E-03

0.968 1.621 1.571 1.637 1.698

DN,M 0.862E-01 0.441E-01 0.143E-01 0.483E-02 0.155E-02 0.478E-03
quni 0.967 1.621 1.571 1.636 1.698

parameters (see Table 3), we observe that sometimes the maximum norm is greater than
1. Nevertheless, to obtain the bounds (23) and (24) for the error we only need that the
norm of Rp

N,τ be bounded. Table 4 displays the value obtained for some values of ε in the
most unfavorable case when N is large and M is small; from it we see that in all cases
the maximum norm of the discrete transition operator is bounded and it decreases as p
increases. So, we can conclude that from numerical point of view the condition of Remark
1 for the powers of RN,τ holds.

Table 2: Maximum norm of the transition operator RN,τ

N=16 N=32 N=64 N=128 N=256
M = 5 M = 10 M = 20 M = 40 M = 80

ε = 10−4 0.8110442 0.9020340 0.9501518 0.9749084 0.9874263
ε = 10−6 0.8173460 0.9044277 0.9510904 0.9752613 0.9875600
ε = 10−8 0.8180901 0.9047215 0.9512043 0.9753031 0.9875756
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Table 3: Maximum norm of the transition operator RN,τ for ε = 10−6

M = 1000 M = 200 M = 100 M = 20 M = 10 M = 5
N = 32 0.99900 0.99500 0.99002 0.95105 0.90443 0.81745
N = 64 0.99900 0.99500 0.99003 0.95109 0.904447 0.81755
N = 128 0.99900 0.99501 0.99003 0.95111 0.90449 1.39948
N = 256 0.99900 0.99501 0.99004 1.26496 1.76229 2.08648
N = 512 0.99900 0.99501 0.99004 2.07472 2.34420 2.45748

Table 4: Maximum norm for Rp
N,τ , with N = 512,M = 5

ε = 10−2 ε = 10−4 ε = 10−6 ε = 10−8

‖RN,τ‖ 2.6651201 2.2341760 2.4574815 2.5331270
‖R3

N,τ‖ 2.2756270 1.6986553 1.8661541 1.9127569

‖R5
N,τ‖ 2.0543530 1.3372694 1.1191191 1.4958078

‖R7
N,τ‖ 1.9503709 1.094808 1.1568691 1.1941271

‖R9
N,τ‖ 1.8795689 0.9277669 0.9454566 0.9768708

‖R11
N,τ‖ 1.8276318 0.7909523 0.8054321 0.8261720

‖R13
N,τ‖ 1.7876380 0.6741852 0.6854494 0.6989921
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Abstract

We introduce a key agreement protocol for secure communications. The protocol
shows to be efficient for large audiences, making it applicable for the nowadays widely
extended secure multicast communications and allows users to join or leave the com-
munication group preserving forward and backward secrecy in an efficient way.

Key words: Secure Communications, Key exchange
MSC 2000: 68P25 94A60

1 Introduction

Key exchange protocols are a typical problem in Cryptography. Since Diffie and Hellman in
[5] introduced their elegant solution based on the Discrete Logarithm Problem (DLP), many
authors have dealt with this main issue in Cryptography (cf. [6, 8] and their references).
Nowadays the increasing interest in group-oriented applications and protocols have lead
the researchers to find efficient protocols for group communications and specially secure
protocols that provide privacy and integrity.

Multicast is an efficient way to send contents from a source to multiple receivers [4]. The
efficiency of IP-multicast is due mainly to the fact that the information is transmitted only
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once and this reaches all those receivers that have shown their interest in receiving the infor-
mation from a determined IP-address, going through each connection between two of these
nodes corresponding to the receivers [3]. Although this scheme for distributing information
is able to extend its operations capability as the group of users grows without decreasing
its quality and/or efficiency, does not provide security for accessing the distributed infor-
mation only to the group of authorized users. Multicast schemes that take into account
this property are known as secure multicast schemes [12]. Concerning the authority that is
in charge of rekeying, multicast protocols are divided into three categories [7]: centralized,
those with a central authority that changes and multicast the session key; decentralized,
where there exists a group of “detached users” that act as local authorities for key distri-
bution and distributed key management protocols, where the member themselves carry out
the key generation and our aim in this paper is to focus in the latter case.

Dynamic Peer Group are common in many applications such as data bases, video con-
ferencing, etc and distributed protocols for multicasting are quite appropriate in this setting
where group could be continuously changing. Steiner et al. [10] introduce a protocol for
group key agreement based on the two-party Diffie-Hellman key exchange. This shows to
behave much more efficiently than other protocols previously introduced and it is used later
in a key agreement protocol, CLIQUES, in Dynamic Peer Groups [11].

However increasing of computing capabilities of actual computers and works as [1]
and [9] have provoked that protocols and cryptosystems based on the Discrete Logarithm
Problem (DLP) are no longer recommended.

Our aim in this paper is to introduce a solution for distributed key agreement over a
non-commutative ring inspired by the two-party key exchange protocol given in [2], based
on one of the currently considered problems for cryptography on non-commutative groups,
more precisely, on the so-called Decomposition Problem (DP), i.e., given a pair of elements
x and y in a noncommutative group G and S ⊆ G, the problem is to find z1 and z2 in S
such that y = z1xz2.

2 A Distributed Secure Multicast Scheme

The target scenario is the following: private communications must be established within a
restricted group. There is not a central server that manages the key management issues.
Components of this restricted group will manage all rekeying operations by themselves.
From now on, we will refer to the clients as members or users. We are assuming a typical
pattern of many-to-many communications as noted above although we can also consider a
setting where one-to-many communications take place. However, as usually in this type of
protocols, the number of users cannot be as larger as in a typical one-to-many communica-
tion as an IP-TV service due to the nature of distributed secure multicast protocols.

c©CMMSE ISBN:978-84-615-5392-1Page  330 of  1573
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So let us assume that the set of users is given by {U1, U2, . . . , Uh}. Users agree to
use a noncommutative ring R and two elements r ∈ R and s ∈ R \ Z(R), where Z(R)
denotes the center of the ring R. Therefore r and s are public. Furthermore, if we consider
f(x), g(x) ∈ Z(R)[x] and u and v are positve integers, although R is not commutative, we
have that

f(r)ug(r)v = g(r)vf(r)u. (1)

This property allows us to establish the following protocol.

Protocol 1: Every user Ui, for i = 1, 2, . . . , h chooses a polynomial fi(x) ∈ Z(R)[x] and a
pair of positive integers mi and ni. Then the private key for the user Ui is (fi(x), mi, ni).
Assume also that K0 = s.

(a) User U1 computes the element K1 of R given by

K1 = f1(r)m1K0f1(r)n1 . (2)

User U1 sends the element K1 to user U2.

(b) User U2 computes the element K2 of R given by

K2 = f2(r)m2K1f2(r)n2 . (3)

User U2 sends to user U3 the vector of elements in R given by (K1, K2).

(c) In general, for i = 3, 4, . . . , h− 2, h− 1, user Ui computes the element

Ki = fi(r)miKi−1fi(r)ni . (4)

Then, user Ui sends to user Ui+1 the vector (K1, K2, . . . ,Ki−1, Ki) of elements in R.

(d) When user Uh receives the vector (K1, K2, . . . ,Kh−2, Kh−1), he/she computes the
elements of R given by

L
(h)
l = fh(r)mhKlfh(r)nh , for l = 0, 1, 2, . . . , h− 2, h− 1. (5)

Then user Uh sends back to user Uh−1 the vector
(
L

(h)
0 , L

(h)
1 , . . . , L

(h)
h−3, L

(h)
h−2

)
of ele-

ments in R.

(e) When user Uh−1 receives from user Uh the vector
(
L

(h)
0 , L

(h)
1 , . . . , L

(h)
h−3, L

(h)
h−2

)
, he/she

computes the elements of R given by

L
(h−1)
l = fh−1(r)mh−1L

(h)
l fh−1(r)nh−1 , for l = 0, 1, 2, . . . , h− 3, h− 2. (6)

Then user Uh−1 sends to user Uh−2 the vector
(
L

(h−1)
0 , L

(h−1)
1 , . . . , L

(h−1)
h−4 , L

(h−1)
h−3

)
.
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(f) In general, for i = 2, 3, . . . , h− 2, h− 1, when user Uh−i receives from user Uh−i+1 the
vector (

L
(h−i+1)
0 , L

(h−i+1)
1 , . . . , L

(h−i+1)
h−i−2 , L

(h−i+1)
h−i−1

)
,

he/she computes the elements of R given by

L
(h−i)
l = fh−i(r)mh−iL

(h−i+1)
l fh−i(r)nh−i , for l = 0, 1, 2, . . . , h−i−2, h−i−1. (7)

Then user Uh−i sends to user Uh−i−1 the vector
(
L

(h−i)
0 , L

(h−i)
1 , . . . , L

(h−i)
h−i−3, L

(h−i)
h−i−2

)
.

(g) Each user Uh−i, for i = 0, 1, 2, . . . , h−2, h−1, has computed the element L
(h−i)
h−i−1. Such

element is the only one that has not been sent to user Uh−i−1. This is the element
which is shared by all the users as we can see in the following theorem. �

Theorem 1: For i = 0, 1, 2, . . . , h− 2, h− 1 it follows that

L
(h−i)
h−i−1 =

(
h∏

k=1

fk(r)mk

)
K0

(
h∏

k=1

fk(r)nk

)
.

Proof: Assume that i = 0, 1, 2, . . . , h− 2, h− 1. From expressions (7), (6), (5), and (1) we
have that

L
(h−i−1)
h−i−1 = fh−i(r)mh−iL

(h−i+1)
h−i−1 fh−i(r)nh−i

= fh−i(r)mh−i

(
fh−i+1(r)mh−i+1L

(h−i+2)
h−i−1 fh−i+1(r)nh−i+1

)
fh−i(r)nh−i

= · · ·

=

(
h∏

k=h−i

fk(r)mk

)
Kh−i−1

(
h∏

k=h−i

fk(r)nk

)
(8)

Now, from expressions (2), (3), (4), and (1) we have that

Kh−i−1 = fh−i−1(r)mh−i−1Kh−i−2fh−i−1(r)nh−i−1

= fh−i−1(r)mh−i−1 (fh−i−2(r)mh−i−2Kh−i−3fh−i−2(r)nh−i−2) fh−i−1(r)nh−i−1

= · · ·

=

(
h−i−1∏
k=1

fk(r)mk

)
K0

(
h−i−1∏
k=1

fk(r)nk

)
(9)
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Finally, from expressions (8), (9), and (1) we have that

L
(h−i−1)
h−i−1 =

(
h∏

k=h−i

fk(r)mk

)(
h−i−1∏
k=1

fk(r)mk

)
K0

(
h−i−1∏
k=1

fk(r)nk

)(
h∏

k=h−i

fk(r)nk

)

=

(
h∏

k=1

fk(r)mk

)
K0

(
h∏

k=1

fk(r)nk

)
. �

Following [7] we get that the parameters that are used to measure scalability of the
precedent protocol are number of messages and rounds for every rekeying operation. In this
case we get that the number of messages and rounds is exactly 2(h− 1).

3 Joining and leaving the group

When a new user Uh+1 joins the system a rekeying is needed in order to preserve backward
secrecy. Then user Uh changes his/her secret information, i.e., chooses a new polynomial
f̂h ∈ Z(R)[x] and two new positive integers m̂h and n̂h. Then he/she computes the element

K̂h = f̂h(r)m̂hKh−1f̂h(r)nh

=

(
f̂h(r)m̂h

h−1∏
k=1

fk(r)mk

)
K0

(
f̂h(r)n̂h

h−1∏
k=1

fk(r)nk

)
.

User Uh sends to user Uh+1 the vector (K1, K2, . . . ,Kh−1, K̂h) of elements in R.
Then, user Uh+1 chooses his/her private key (fh+1(x), mh+1, nh+1), computes the ele-

ments of R given by

L
(h+1)
i = fh+1(r)mh+1Kifh+1(r)nh+1 , for i = 0, 1, 2, . . . , h− 2, h− 1.

L
(h+1)
h = fh+1(r)mh+1K̂hfh+1(r)nh+1 ,

and sends back to user Uh the vector
(
L

(h+1)
0 , L

(h+1)
1 , . . . , L

(h+1)
h−2 , L

(h+1)
h−1

)
. This fact corre-

sponds to step (d) of Protolol 1 for user Uh+1 instead of user Uh.
Next, all users follow the process described by steps (e) and (f) of Protocol 1, but

starting from user Uh instead of user Uh−1.

Now if user Ui decides to leave the system, a rekeying is also needed in order to preserve
forward secrecy. In this case, the process is also easy since it is enough that user Ui−1

keeps recorded the message that he/she received from user Ui−2, changes his/her private
information as before and starts the rekeying process from this message as in Protocol 1.

In case user Uh decides to leave the group, then user Uh−1 changes his/her parameters
and sends back the other users the message acting as the new last user.
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Let us remark finally that in the corresponding protocol given in [10] and [11], a simple
division on a finite field would yield every power computed for every user and thus, to com-
promise every user’s private key we have just to solve a DLP. In the case we are considering,
this attack is not always possible since existence of inverses is not ensured.
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Abstract

A set of multistep iterative methods with increasing order of convergence is pre-
sented, for solving systems of nonlinear equations. One of the main advantages of
these schemes is to achieve high order of convergence with few Jacobian and functional
evaluations, joint with the use of the same matrix of coefficients in the most of the lin-
ear systems involved in the process. Indeed, the application of the pseudocomposition
technique on these proposed schemes allow us to increase their order of convergence,
obtaining new high-order, efficient methods.

Key words: Nonlinear systems, Iterative methods, Jacobian matrix, Convergence
order, Efficiency index.

1 Introduction

Many relationships in nature are inherently nonlinear, which according to these effects
are not in direct proportion to their cause. In fact, a large number of such real-world
applications are reduce to solve nonlinear systems numerically. Approximating a solution
ξ of a nonlinear system F (x) = 0, F : Rn → Rn, is a classical problem that appears in
different branches of science and engineering.

Recently, for n = 1, many robust and efficient methods have been proposed with high
convergence order, but in most of cases the method cannot be extended for several variables.
Nevertheless, Babajee et al. in [1] design Chebyshev-like schemes for solving nonlinear
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systems. In general, few papers for the multidimensional case introduce methods with
high order of convergence. The authors design in [2] a modified Newton-Jarrat scheme of
sixth-order; in [4] a third-order method is presented for computing real and complex roots
of nonlinear systems; Darvishi et al. in [3] improve the order of convergence of known
methods from quadrature formulae; Shin et. al. compare in [5] Newton-Krylov methods
and Newton-like schemes for solving big-sized nonlinear systems; in [6] a general procedure
to design high-order methods for problems in several variables is presented; moreover, the
Adomian Decomposition has shown to be a useful tool to design new high order methods
(see [7] and [8])

On the other hand, the pseudocomposition technique (see [9]) consists of the following:
we consider a method of order of convergence p as a predictor, whose penultimate step is of
order q, and then we use a corrector step based on the Gaussian quadrature. So, we obtain
a family of iterative schemes whose order of convergence is min{q+p, 3q}. This is a general
procedure to improve the order of convergence of known methods.

We denote ek = x(k) − ξ the error in the kth iteration. The equation e(k+1) = Lek
p +

O[ek
p+1], where L is a p-linear function L ∈ L(Rn×· · ·×Rn, Rn), is called the error equation

and p is the order of convergence.

To analyze and compare the efficiency of the proposed methods we use the classic effi-
ciency index I = p1/d due to Ostrowski [10], where d is the number of functional evaluations
at each iteration.

In this paper, we present three new Newton-like schemes, of order of convergence four,
six and eight, respectively. After the analysis of convergence of the new methods, we apply
the pseudocomposition technique in order to get higher order procedures.

We have organized the rest of the paper as follows: in the next section, we present
the new methods of order four, six and eight, respectively. Then, the pseudocomposition
technique is applied on them and some new higher-order schemes are obtained, which have
also more interesting properties. Finally, some concluding remarks are stated.

2 New high-order methods and their pseudocomposed part-
ners

In the following, we will present a new multistep Newton-type scheme which reaches eighth-
order of convergence with five steps, and we will denote it as M8. In the analysis of
convergence, we proof that its first three steps are a fourth-order scheme, denoted by M4,
and its four first steps become a sixth-order method that will be denoted by M6. The
coefficients involved have been obtained optimizing the order the convergence and the whole
scheme requires three functional evaluations of F and two of F ′ to attain eighth-order of
convergence. Let us also note that no linear system must be solved at the second step and
the linear systems to be solved in the last three steps have the same matrix. So, the number
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of operations involved is not as high as it can seem.

Theorem 1 Let F : Ω ⊆ Rn → Rn be a sufficiently differentiable in a neighborhood of
ξ ∈ Ω which is a solution of the nonlinear system F (x) = 0. We suppose that F ′(x) is
continuous and nonsingular at ξ. Then, the sequence {xk}k≥0 obtained by

y(k) = x(k) − 1

2

[
F ′
(
x(k)

)]−1
F
(
x(k)

)
,

z(k) =
1

3

(
4y(k) − x(k)

)
,

u(k) = y(k) +
[
F ′
(
x(k)

)
− 3F ′

(
z(k)

)]−1
F
(
x(k)

)
, (1)

v(k) = u(k) + 2
[
F ′
(
x(k)

)
− 3F ′

(
z(k)

)]−1
F
(
u(k)

)
,

x(k+1) = v(k) + 2
[
F ′
(
x(k)

)
− 3F ′

(
z(k)

)]−1
F
(
u(k)

)
,

converges to ξ with order of convergence eight. The error equation is:

ek+1 =
1

9

(
C3 − C2

2

) (
C4 − 9C3C2 + 9C3

2

)
e8k +O[e9k].

It is known (see [9]) that, by applying pseudocomposition, it is possible to design
methods with higher order of convergence. We will see in the following how this technique
modify the properties of the proposed schemes.

Theorem 2 [9] Let F : Ω ⊆ Rn → Rn be sufficiently differentiable in a neighborhood
of ξ ∈ Ω and ξ a solution of the nonlinear system F (x) = 0. We suppose that F ′(x)
is continuous and nonsingular at ξ. Let y(k) and z(k) be the penultimate and final steps of
orders q and p, respectively, of a certain iterative method. Taking this scheme as a predictor
we get a new approximation x(k+1) of ξ given by

x(k+1) = y(k) − 2

[
m∑
i=1

ωiF
′(η

(k)
i )

]−1

F (y(k)),

where η
(k)
i =

1

2

[
(1 + τi)z

(k) + (1− τi)y
(k)
]
and τi, ωi i = 1, . . . ,m are the nodes and weights

of the orthogonal polynomial corresponding to the Gaussian quadrature used. Then,

1. the obtained set of families will have an order of convergence at least q;

2. if σ = 2 is satisfied, then the order of convergence will be at least 2q;
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3. if, also, σ1 = 0 the order of convergence will be min{p+ q, 3q}.

where

n∑
i=1

ωi = σ and

n∑
i=1

ωiτ
j
i

σ
= σj with j = 1, 2.

Each of the families obtained will consist of subfamilies that are determined by the
orthogonal polynomial corresponding to the Gaussian quadrature used. Furthermore, in
these subfamilies there can be obtained various methods using different number of nodes
corresponding to the orthogonal polynomial used (see Table 1). According to the proof
of Theorem 2 the order of convergence of the obtained methods does not depend on the
number of nodes used; so, the method will be more efficient as lower is the number of nodes
employed.

Quadratures

Number of nodes Chebyshev Legendre Lobatto Radau

σ σ1 σ σ1 σ σ1 σ σ1

1 π 0 2 0 2 0 2 -1

2 π 0 2 0 2 0 2 0

3 π 0 2 0 2 0 2 0

Table 1: Quadratures used

Let us note that these methods, obtained by means of Gaussian quadratures, seem to be
known interpolation quadrature schemes such as midpoint, trapezoidal or Simpson’s method
(see [11]). It is only a similitude, as they are not applied on the last iteration x(k), and the
last step of the predictor, but on the two last steps of the predictor. In the following, we will
use a midpoint-like as a corrector step, which corresponds to a Gauss-Legendre quadrature
with one node; for this scheme the order of convergence will be at least min{q + p, 3q}, by
applying Theorem 2. As this corrector on any of the new methods does only need a new
functional evaluation of the Jacobian matrix, the efficiency of the resulting procedure will be
maximum. So, by pseudocomposing on M6 and M8 there can be obtained two procedures
of order of convergence 10 and 14 (denoted by PsM10 and PsM14), respectively. It is also
possible to pseudocompose on M4, but the resulting scheme would be of third order of
convergence, which is worst than the original M4, so it will not be considered.

Following the notation used in (1), the last step of PsM10 is

x(k+1) = u(k) −

[
F ′

(
v(k) + u(k)

2

)]−1

F (u(k)), (2)
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Figure 1: Efficiency index of the different methods for different sizes of the system

and the last three steps of psM14 can be expressed as

v(k) = z(k) +
[
F ′
(
x(k)

)
− 3F ′

(
y(k)

)]−1 [
F
(
x(k)

)
+ 2F

(
u(k)

)]
,

w(k) = v(k) − 1

2

[
F ′
(
x(k)

)]−1 [
5F ′

(
x(k)

)
− 3F ′

(
y(k)

)] [
F ′
(
x(k)

)]−1
F
(
v(k)

)
, (3)

x(k+1) = v(k) −

[
F ′

(
w(k) + v(k)

2

)]−1

F (v(k)).

If we analyze the efficiency indices (see Figure 1), we deduce the following conclusions:
the new methods M4, M6 and M8 (and also the pseudocomposed PsM10 and PsM14)
improve Newton and Jarratt’s schemes (in fact, the indices of M4 and Jarratt’s are equal).
Indeed, for n ≥ 3 the best index is that of M8. Nevertheless, none of the pseudocomposed
methods improve the efficiency index of their original partners.

The advantage of pseudocomposition can be observed in Figures 2a, 2b (methods M6
and PsM10) and Figures 3a, 3b (methods M8 and PsM14) where the dynamical plane
on R2 is shown: let us consider a system of two equations and two unknowns (the case
F (x1, x2) = (x21 − x1 − x22 − 1,− sin (x1) + x2 is represented, being the solutions ξ1 ≈
(−0.845257,−0.748141)T and ξ2 ≈ (1.952913, 0.927877)T , marked with a white star in Fig-
ures 2 and 3). For any initial estimation in R2 represented by its position in the plane, a
different color (blue or orange, as there exist only two solutions) is used for the different
solutions found (marked by a white point in the figure). Black color represents an initial
point in which the method converges to infinity, and the green one means that no conver-
gence is found (usually because any linear system cannot be solved). It is clear that when
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Figure 2: Real dynamical planes for system F and methods M6 and PsM10

many initial estimations tend to infinity (see Figure 3a), the pseudocomposition ”cleans”
the dynamical plane, making the method more stable as it can find one of the solutions by
using starting points that do not allow convergence with the original scheme (see Figure
2b).

We conclude that the presented schemes M4, M6 and M8 show to be excellent, in
terms of order of convergence and efficiency, but also that the pseudocomposition technique
achieves to transform them in competent and more robust new schemes.
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Abstract

In this paper, 2-cycles of the Chebyshev-Halley family are studied on quadratic
polynomials. This analysis has been made on the basis of the parameter space, described
as “cat set”. Some regions of this set are the loci of values of the parameter α that give
rise to iterative methods of the family with problems of convergence.

Key words: Nonlinear equations, iterative methods, complex dynamics.

1 Introduction

The application of iterative methods for solving nonlinear equations f(z) = 0, f : C → C,
gives rise to rational functions whose dynamical behavior provide us important information
about the stability and reliability of the corresponding iterative scheme. The best known
iterative method, under the dynamical point of view, is Newton’s scheme (see, for example,
[4]).

It is known that parameter space of Newton’s process applied on p(z) = z2 +c gives the
Mandelbrot set (see [7]). This set has been widely studied (see, for example [6]), analyzing
the dynamical behavior of the method for values of the parameter c in the different regions
of the parameter space. For example, the bulbs rounding the main body of Mandelbrot set
contain values of c for which Newton’s procedure has periodic orbits, of several periods.

This study has been extended by different authors to other point-to-point iterative
methods for solving nonlinear equations (see, for example [1], [2] and, more recently, [8] and
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[10]). Some of the classical iterative schemes for solving nonlinear equations are included in
the parametric family of Chebyshev-Halley, whose dynamical analysis has been started in
[5].

The family of Chebyshev-Halley type methods can be written as the iterative scheme

zn+1 = zn −
(

1 +
1
2

Lf (zn)
1− αLf (zn)

)
f (zn)
f ′ (zn)

, (1)

where
Lf (z) =

f (z) f ′′ (z)
(f ′ (z))2

and α is a complex parameter.
The corresponding fixed point operator is

G (z) = z −
(

1 +
1
2

Lf (z)
1− αLf (z)

)
f (z)
f ′ (z)

. (2)

In [5] the dynamics of this operator when it is applied on quadratic polynomial p (z) =
z2 + c has been initially studied. For this polynomial, the operator (2) correspond to the
rational function:

Gp (z) =
z4 (−3 + 2α) + 6cz2 + c2 (1− 2α)

4z (z2 (−2 + α) + αc)
,

depending on parameters α and c.
The parameter c can be obviated by considering the conjugacy map

h (z) =
z − i

√
c

z + i
√
c
,

with the properties h (∞) = 1, h (i
√
c) = 0 and h (−i

√
c) =∞.

Then, the operator becomes a one-parametric function described by

Op (z) = z3 z − 2 (α− 1)
1− 2 (α− 1) z

. (3)

Now, let us recall some basic concepts on complex dynamics (see [3]). Given a rational
function R : Ĉ→ Ĉ, where Ĉ is the Riemann sphere, the orbit of a point z0 ∈ Ĉ is defined
as:

z0, R (z0) , R2 (z0) , ..., Rn (z0) , ...

We are interested in the study of the asymptotic behavior of the orbits depending on the
initial condition z0, that is, we are going to analyze the phase plane of the map R defined
by the different iterative methods.

To obtain these phase spaces, the first of all is to classify the starting points from the
asymptotic behavior of their orbits.
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A z0 ∈ Ĉ is called a fixed point if it satisfies: R (z0) = z0. A periodic point z0 of period
p > 1 is a point such that Rp (z0) = z0 and Rk (z0) 6= z0, k < p. A pre-periodic point is a
point z0 that is not periodic but there exists a k > 0 such that Rk (z0) is periodic. A critical
point z0 is a point where the derivative of rational function vanishes, R′ (z0) = 0.

On the other hand, a fixed point z0 is called attractor if |R′(z0)| < 1, superattractor
if |R′(z0)| = 0, repulsor if |R′(z0)| > 1 and parabolic if |R′(z0)| = 1. The stability of a
periodic orbit is defined by the magnitude (lower than 1 or not) of |R′(z1) . . . R′(zp)|, where
{z1, . . . , zp} are the points of the orbit of period p.

The basin of attraction of an attractor z̄ is defined as the set of pre-images of any order:

A (z̄) = {z0 ∈ Ĉ : Rn (z0)→z̄, n→∞}.

The set of points z ∈ Ĉ such that their families {Rn (z)}n∈N are normal in some neigh-
borhood U (z) , is the Fatou set, F (R) , that is, the Fatou set is composed by the set of
points whose orbits tend to an attractor (fixed point, periodic orbit or infinity). Its comple-
ment in Ĉ is the Julia set, J (R) ; therefore, the Julia set includes all repelling fixed points,
periodic orbits and their pre-images. That means that the basin of attraction of any fixed
point belongs to the Fatou set. On the contrary, the boundaries of the basins of attraction
belong to the Julia set.

The invariant Julia set for Newton’s method is the unit circle S1 and the Fatou set is
defined by the two basins of atraction of the superattractor fixed points: 0 and ∞. On the
other hand, the Julia set for Chebyshev’s method applied to quadratic polynomials is more
complicated than for Newton’s method and it has been studied in [9]. These methods are
two elements of the family (1).

2 Previous results on Chebyshev-Halley family

Fixed points of the operator Op(z) are z = 0, z =∞, which correspond to the roots of the
polynomial, and z = 1 and z = −3+2α±

√
5−12α+4α2

2 , denoted by s1 and s2, respectively.
Moreover, z = 0 and z = ∞ are superattractors and the stability of the other fixed

points is established in the following results, which appear in [5].

Proposition 1 The fixed point z = 1 satisfies the following statements :

i) If
∣∣α− 13

6

∣∣ < 1
3 , then z = 1 is an attractor and, in particular, it is a superattractor

for α = 2.

ii) If
∣∣α− 13

6

∣∣ = 1
3 , then z = 1 is a parabolic point.

iii) If
∣∣α− 13

6

∣∣ > 1
3 , then z = 1 is a repulsive fixed point.
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Proposition 2 The fixed points z = si, i = 1, 2, satisfy the following statements:

i) If |α− 3| < 1
2 , then s1 and s2 are two different attractive fixed points. In particular,

for α = 3, s1 and s2 are superattractors.

ii) If |α− 3| = 1
2 , then s1 and s2 are parabolic points. In particular, for α = 5

2 , s1 =
s2 = 1.

iii) If |α− 3| > 1
2 , then s1 and s2 are repulsive fixed points.

On the other hand, the critical points of Op(z) are z = 0, z =∞ and

z =
3− 4α+ 2α2 ±

√
−6α+ 19α2 − 16α3 + 4α4

3 (α− 1)
,

which are denoted by c1 and c2, respectively.
It is known that there is at least one critical point associated with each invariant Fatou

component. It is shown in [5] that the critical points ci, i = 1, 2, are inside the basin of
attraction of z = 1 when it is attractive (11

6 < α < 5
2) and coincide with z = 1 for α = 2.

Then, they move to the basins of attraction of s1 and s2 when these fixed points become
attractive (5

2 < α < 7
2), critical and fixed points coincide for α = 3 and s1 and s2 become

superattractors.
A powerful tool to analyze the dynamics of the rational function associated to an

iterative method is the parameter space (see Figure 1): each point of the parameter plane
is associated to a complex value of α, i.e., to an element of family (1). Every value of α
belonging to the same connected component of the parameter space give rise to subsets of
schemes of family (1) with similar dynamical behavior.

In this parameter space we observe a black figure (let us call it the cat set), with a
certain similarity with the Mandelbrot set: for values of α outside this cat set the Julia set
is disconnected. The two disks in the main body of the cat set correspond to the α values
for those the fixed points z = 1 (the head) and s1 and s2 became attractive (the body).
We also observe a curve similar to a circle that passes through the cat’s neck, we call it the
necklace. As we have proved in [5], the parameter space inside this curve is topologically
equivalent to a disk.

The head of the cat corresponds to the values of the parameter for which the fixed point
z = 1 became attractive, that is, for the interval defined by

∣∣α− 13
6

∣∣ < 1
3 . In this case, the

fixed point z = 1 is an attractor and the other two fixed points s1 and s2 are repulsors.
The body of the cat set corresponds to values of the parameter |α− 3| < 1

2 . In this
case, the fixed point z = 1 is a repulsor and s1,s2 are attractors and have their own basin
of attraction, one critical point is in each basin.

Let us remark that the intersection point of the head and the body of the cat is in their
common boundary and corresponds to α = 5

2 .

c©CMMSE ISBN:978-84-615-5392-1Page  347 of  1573



A. Cordero, J.R. Torregrosa, P. Vindel

Figure 1: Parameter plane

In fact, similarly to what happen in the Mandelbrot set, the boundary of the cat set
is exactly the bifurcation locus of the family of Chebyshev-Halley type family acting on
quadratic polynomial; that is, the set of parameters for which the dynamics changes abruptly
under small changes of α. Let us observe that the head and the body are surrounded by
bulbs, of different sizes, that yield to the appearance of attractive cycles of different periods.
In this paper, we are interested in the study of the bulbs involving cycles of period 2.

3 The bulb of period 2 of the head

It is easy to check that z = 1 is an hyperbolic point for all these values of α belonging to
the circle

∣∣α− 13
6

∣∣ = 1
3 , since they can be expressed α = 13

6 + 1
3e
iθ and

O′p (1) =
2eiθ + 1
2 + eiθ

,
∣∣O′p (1)

∣∣ = 1.
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Therefore, for different θ values we find some bulbs with attractive cycles surrounding “the
head of the cat”. In this section we study the bulb of period 2, whose intersection with the
head of the cat corresponds to α = 11

6 .
As we have seen in Proposition 1, if α > 11

6 then O′p (1) < 1, if α = 11
6 then O′p (1) = 1,

and when α < 11
6 then O′p (1) > 1.

We are going to show that there is a doubling period bifurcation for α = 11
6 . For α < 11

6
the periodic point z = 1 became repulsive and one attractive cycle of period 2 appears.

This cycle has to satisfy the equation:

O2
p (z) = z.

The relation O2
p (z)− z = 0 can be factorized as

z (−1 + z)
(
1 + 3z − 2az + z2

)
f (α, z) g (α, z) = 0,

where

f (α, z) =
(
1 + (3− 2α) z + (3− 2α) z2 + (3− 2α) z3 + z4

)
,

g (α, z) = 1 + (3− 4α) z +
(
2− 6α+ 4α2

)
z2 +

(
3− 6α+ 4α2

)
z3 +

+
(
9− 22α+ 20α2 − 8α3

)
z4 +

(
3− 6α+ 4α2

)
z5 +

+
(
2− 6α+ 4α2

)
z6 + (3− 4α) z7 + z8.

As we have seen, the product z (−1 + z)
(
1 + 3z − 2αz + z2

)
yields to the fixed points.

So, 2-periodic points come from f (α, z) = 0 or g (α, z) = 0. We observe that f
(

11
6 , z

)
=

1
3

(
3z2 + 4z + 3

)
(z − 1)2 so that the periodic points that collapse with the fixed point z = 1

for α = 11
6 come from the zeros of this function. In fact, we will focus our attention on

function f (α, z), as it yields periodic orbits in the bulb of the head, while roots of g (α, z)
give rise to 2-orbits in the bulb of the body whose intersection is α = 7

2 .
We obtain a new factorization

f (α, z) = f1 (α, z) f2 (α, z) ,

where

f1 (α, z) = 1 +
1
2

(
3− 2α−

√
5− 4α+ 4α2

)
z + z2,

f2 (α, z) = 1 +
1
2

(
3− 2α+

√
5− 4α+ 4α2

)
z + z2,

and we observe that f1

(
11
6 , z

)
= (1− z)2 and f2

(
11
6 , z

)
= 1

3

(
3− 4z + 3z2

)
. So, the cycle of

period 2 that becomes attractive comes from f1 (α, z) = 0.
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The two solutions are:

z1 = −3
4

+
1
2
α+

1
4

√
5− 4α+ 4α2 +

1
4

√
−2− 16α+ 8α2 + (−6 + 4α)

√
5− 4α+ 4α2,

z2 = −3
4

+
1
2
α+

1
4

√
5− 4α+ 4α2 − 1

4

√
−2− 16α+ 8α2 + (−6 + 4α)

√
5− 4α+ 4α2.

Moreover, these two solutions are the cycle of period two because they satisfy:

Op (z1) = z3
1

z1 − 2 (α− 1)
1− 2 (α− 1) z1

= z2, Op (z2) = z3
2

z2 − 2 (α− 1)
1− 2 (α− 1) z2

= z1.

The stability of this 2-cycle is a function of α:

S(α) = O′p (z1) ·O′p (z2) = (4)

=
−54 + 132α− 166α2 + 112α3 − 40α4 + 6(α− 1)(3− α+ 2α2)

√
5− 4α+ 4α2

−9 + 26α− 34α2 + 23α3 − 8α4 + 2(α− 1)(2− 3α+ 2α2)
√

5− 4α+ 4α2
.

To know the size of the bulb where this cycle is attractive, we study the boundary
where it is parabolic, that is, the values of α such that

|S(α)| =
∣∣O′p (z1) ·O′p (z2)

∣∣ = 1.

If we consider α real, the above expression gives

(1− 2α)2 (6α− 11)
(
−19 + 22α− 20α2 + 8α3

)
= 0.

So, α = 11
6 gives one real point of the bulb and the other real value is given by the only

real solution of −19 + 22α− 20α2 + 8α3 = 0, that is,

α∗ =
1
6

3

√(
134 + 18

√
57
)
− 4

3 3

√(
134 + 18

√
57
) +

5
6
≈ 1. 704 1.

Moreover, we prove that this cycle is attractive in the interval α∗ < α < 11
6 by drawing

the function S(α) in this interval (see Figure 2).
It is known that there is one value where this cycle is superattractive, that coincides

with the minimum of the function S(α),

S(α) = 0⇒ 16(−1 + 2α)2(−9 + 12α− 11α2 + 4α3)2 = 0.

The only real root in the interval ]α∗, 11
6 [ is

α =
1
12

(
11− 23

3
√

899 + 36
√

633
+

3

√
899 + 36

√
633

)
, α ≈ 1.77383.
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Figure 2: S(α) for α real

Let

α∗0 =
1
2

(
8
3
− 2 3

√
4

3 3
√

67 + 9
√

57
+

3
√

67 + 9
√

57
3 3
√

4

)
≈ 1.76871,

be the middle point of α∗ and 11
6 . It is known that the boundary of the bulb satisfy

|S(α)| = 1. It is not a circle but there exists a 2-ball centered in α∗0, with radius r =
0.064 where the 2-cycles are attractive. We can see it by evaluating |S(α)| in the points
α = α∗0 + 0.064eitπ, where 0 ≤ t ≤ 2 and the step size is h = 0.1. The values are:
0.977843, 0.979721, 0.984619, 0.99065, 0.995595, 0.997797, 0.996763, 0.993236, 0.988793,
0.985214, 0.983854, 0.985214, 0.988793, 0.993236, 0.996763, 0.997797, 0.995595, 0.99065,
0.984619, 0.979721, 0.977843.

A similar study can be made on g(α, z), in order to obtain cycles in the bulb of period
2 surrounding the body of the cat set.

4 Conclusions

The cat set as parameter space of the Chebyshev-Halley family on quadratic polynomials
is dynamically very wealthy, as it happens with Mandelbrot set. The head and the body
of the cat set are surrounded by bulbs of different sizes. Some of them have been analyzed
in this work, obtaining cycles of period two for several values of the parameter, that is, for
different members of the family of iterative methods.
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Abstract

Academic underachievement is a concern of paramount importance in Europe, where
around 15% of the students in the last courses in high school do not achieve the minimum
knowledge academic requirement. In this paper, we propose a model based on a system
of differential equations to study the dynamics of the students academic performance in
the German region of North Rhine-Westphalia. This approach is supported by the idea
that both, good and bad study habits, are a mixture of personal decisions and influence
of classmates. This model may permit to forecast trends in the next few years.

Key words: Academic Performance, Modelling, System of Differential Equations,
Forecasting in Social Sciences.

1 Introduction

In many countries of the European Union, in the last courses of high school, the rates of
academic underachievement are at very worrying levels [1, 2, 3, 4, 5]. The concern about
the high level of academic underachievement is completely justified, not only by the high
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rates but also by the negative effects on the country’s economic development, especially in
the unemployment and its serious consequences. Nowadays, the job opportunities of people
depend on their qualification, their ability to acquire, use and interprete the information,
including their skills to adapt the new knowledge to a very demanding and competitive
society in constant change. In order to acquire them, students go to basic schools first and
high schools later, learning the contents determined in the corresponding legislations.

The main goal of the last high school courses is to provide the students a proper
educational training to consolidate the intellectual maturity of the pupils, increasing their
specific knowledge as well as boosting the development of abilities that help them to join
up either the labor market or higher studies. For all these reasons, this educational level
is considered a milestone to students because it represents a period to make important
decisions about academic and professional future.

According to the Vygotsky learning theories [6, 7] and the recent studies published by
Christakis and Fowler [8], habits and behavior may be socially transmitted, in particular,
academic and study habits.

Taking into account this approach, in this paper, we are going to focus in the German
region of North Rhine-Westphalia and propose a model to study the evolution of the students
academic performance in the last three courses of the high school (levels 11, 12 and 13)
before accessing to the university by most of the students, using techniques of mathematical
epidemiology. This approach may be of relevant interest because a new studies plan will
come into force next year in North Rhine-Westphalia and the model forecasting academic
results could be compared to the real ones corresponding to the new plan in order to evaluate
if the change has been as good as expected.

Some examples of social problems approached using type-epidemiological mathematical
models are encountered in obesity [9, 10], alcoholism [11], drug abuse [12], shopaholism [13],
spread of ideas [14], evaluation of law effects on societies [15], and so on.

2 Model building

2.1 Available data

We say that a student promotes if, in case the course finishes now, he or she will pass
to the next level or graduate satisfying the current legislation into force in North Rhine-
Westphalia. Otherwise, this student is in non-promote group. The legislation establishes
that the grades in North Rhine-Westphalia are ”very good” (1), ”good” (2), ”satisfactory”
(3), ”sufficient” (4), ”bad” (5) and ”very bad” (6). A student in level 11 and 12 does not
promote to next level if he/she has in 2 or more main subjects (like Maths, Physics, German,
English) or in 3 or more minor subjects (like music, arts, sports), a grade of 5 or 6. In case
the student is in the last level (level 13), he/she has to pass all the subjects to obtain the
grade [16, 17].
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The available data that we have considered in this paper correspond to the academic
results belonging to the students of the last three courses of high schools during the academic
years from 2006−2007 to 2010−2011, in both, state and private high schools all over North
Rhine-Westphalia, divided by gender, level and promote/non-promote. The corresponding
data can be seen in Table 1 [18].

GIRLS 2006–2007 2007–2008 2008–2009 2009–2010 2010–2011
Level % Promote 19.37 19.09 19.1 19.24 18.27
11 % Non–Promote 0.81 0.67 0.59 0.53 0.44

Level % Promote 18.23 17.96 18.15 17.77 18.29
12 % Non–Promote 0.75 0.68 0.58 0.47 0.47

Level % Promote 15.34 15.96 15.94 16.25 16.44
13 % Non–Promote 0.25 0.25 0.19 0.19 0.17

BOYS 2006–2007 2007–2008 2008–2009 2009–2010 2010–2011
Level % Promote 16.05 15.92 15.95 16.3 15.87
11 % Non–Promote 0.96 0.88 0.81 0.73 0.6

Level % Promote 14.7 14.73 14.77 14.72 15.21
12 % Non–Promote 0.85 0.81 0.67 0.67 0.64

Level % Promote 12.38 12.77 13.04 12.94 13.39
13 % Non–Promote 0.31 0.28 0.21 0.19 0.21

Table 1: The available data corresponding to levels 11, 12 and 13, in both, state and private
high schools all over North Rhine-Westphalia from academic year 2006−2007 to 2010−2011
divided by gender, level and promote/non-promote over the total number of students in the
three levels.

2.2 The type-epidemiological model

We build our mathematical model following an epidemiological approach considering that
the academic performance of a student, Girl (G) or Boy (B), is a mixture of her/his own
study habits and his/her classmates study habits, good or bad. In our model, we assume
that the transmission of good and bad academic habits is caused by the social contact
between students who belong to the same academic level [8, 7, 19].

The subpopulations of the model will be (time t in years and i = 1 for level 11, i = 2
for level 12 and i = 3 for level 13):

• Gi = Gi(t) is the number of girls of level i who promote at time instant t.

• Bi = Bi(t) is the number of boys of level i who promote at time instant t.

• Gi = Gi(t) is the number of girls of level i who do not promote at time instant t.

• Bi = Bi(t) is the number of boys of level i who do not promote at time instant t.

Furthermore, we consider the following assumptions to design the model:
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• Let us assume a homogeneous population mixing, i.e., each student can contact with
any other student in his/her class [20].

• Negative autonomous decision: For each academic level, i = 1, 2, 3, students belong-
ing to the promotable groups Gi or Bi may change their personal study habits and
this change may lead them to obtain bad academic results, moving to Gi or Bi. We
assume that this transition is proportional to the number of pupils in Gi and Bi, and
it is modelled by the linear terms αG

i Gi and αB
i Bi. According to educational experts,

it is assumed that the academic attitude is different in the same educational level de-
pending on gender: girls are usually more responsible for their academic performance
than boys [21]. This leads us to suppose the following restrictions:

αG
1 < αB

1 , α
G
2 < αB

2 , α
G
3 < αB

3 . (1)

In addition we will assume that:

αG
1 > αG

2 > αG
3 , α

B
1 > αB

2 > αB
3 , (2)

because students in the higher levels are more mature than their mates in the lower
levels [21].

• Negative habits transmission: For each academic level, i = 1, 2, 3, students in Gi or
Bi may move to the non–promotable group, Gi or Bi respectively, due to the negative
influence transmitted by encounters between students (girls and boys) in the non–
promotable group in the same academic level. Hence, these transitions are modelled
by the nonlinear terms βGG

i GiGi + βGB
i GiBi and βBG

i BiGi + βBB
i BiBi, where βGG

i ,

βGB
i , βBG

i and βBB
i are the corresponding transmission rates where the first letter

in the superindexes denotes the group susceptible to acquire bad study habits and
the second one denotes the group that transmit those bad study habits. All specific
factors and social encounters involved in the transmission of the bad academic habits
are embedded in β parameters.

• Positive autonomous decision: Analogously to negative autonomous decision, students
belonging to the non–promotable groups may change their personal behavior towards
their study habits and this change may lead the students to improve their academic
results, moving to Gi or Bi. We assume that this transition is proportional to the
number of pupils in Gi and Bi, and it is modelled by the linear terms γGi Gi and γBi Bi.

• Positive habits transmission: Students in non–promotable group may move to the
promotable groups due to the positive influence transmitted in the encounters be-
tween students (girls and boys) in the promotable group in the same academic level.
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Hence, these transitions are modelled by the nonlinear terms δGG
i GiGi+δ

GB
i GiBi and

δBG
i BiGi + δBB

i BiBi. The interpretation of the transmission rate parameters is the
same as in the negative habits transmission.

• Passing courses and graduation: The students in Gi and Bi, in September, transit
automatically to next level Gi+1 and Bi+1, respectively, for i = 1, 2. Students in G3

and B3 will graduate in September. These transitions are modelled by εG1, εG2, εG3,
εB1, εB2, εB3, where

ε =

{
1 if

9

12
+ j ≤ t ≤ 10

12
+ j,

0 otherwise,

where j = 0, 1, 2, 3, 4, correspond to academic years 2006–2007, . . ., 2010–2011, re-
spectively.

• Abandon: For each academic level, i = 1, 2, 3, a proportion of the students in Gi or
Bi with bad academic results may leave their studies by autonomous decision. This
situation is modelled by the linear terms ηGi Gi and ηBi Bi. We also assume that these
transitions are proportional to the number of pupils in Gi and Bi.

• Access: New students enter into the level 11 in the month of September in the pro-
motable groups of girls and boys. It is modelled by the functions

σG =

{
τG if

9

12
+ j ≤ t ≤ 10

12
+ j,

0 otherwise,
σB =

{
τB if

9

12
+ j ≤ t ≤ 10

12
+ j,

0 otherwise,

where j = 0, 1, 2, 3, 4, correspond to academic years 2006–2007, . . ., 2010–2011, re-
spectively, and τG and τB to be determined.

Thus, under the above assumptions we build the nonlinear system of ordinary differen-
tial equations (3)-(5) in order to describe the dynamics of students academic performance
in the German region of North Rhine-Westphalia.
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G′1(t) = σG − εG1(t) − αG
1 G1(t) + γG1 G1(t)

−
[
βGG
1 G1(t)

G1(t)
T (t) + βGB

1 G1(t)
B1(t)
T (t)

]
+
[
δGG
1 G1(t)

G1(t)
T (t) + δGB

1 G1(t)
B1(t)
T (t)

]
,

G
′
1(t) = αG

1 G1(t) − γG1 G1(t) − ηG1 G1(t)

+
[
βGG
1 G1(t)

G1(t)
T (t) + βGB

1 G1(t)
B1(t)
T (t)

]
−
[
δGG
1 G1(t)

G1(t)
T (t) + δGB

1 G1(t)
B1(t)
T (t)

]
,

G′2(t) = εG1(t) − εG2(t) − αG
2 G2(t) + γG2 G2(t)

−
[
βGG
2 G2(t)

G2(t)
T (t) + βGB

2 G2(t)
B2(t)
T (t)

]
+
[
δGG
2 G2(t)

G2(t)
T (t) + δGB

2 G2(t)
B2(t)
T (t)

]
,

G
′
2(t) = αG

2 G2(t) − γG2 G2(t) − ηG2 G2(t)

+
[
βGG
2 G2(t)

G2(t)
T (t) + βGB

2 G2(t)
B2(t)
T (t)

]
−
[
δGG
2 G2(t)

G2(t)
T (t) + δGB

2 G2(t)
B2(t)
T (t)

]
,

G′3(t) = εG2(t) − εG3(t) − αG
3 G3(t) + γG3 G3(t)

−
[
βGG
3 G3(t)

G3(t)
T (t) + βGB

3 G3(t)
B3(t)
T (t)

]
+
[
δGG
3 G3(t)

G3(t)
T (t) + δGB

3 G3(t)
B3(t)
T (t)

]
,

G
′
3(t) = αG

3 G3(t) − γG3 G3(t) − ηG3 G3(t)

+
[
βGG
3 G3(t)

G3(t)
T (t) + βGB

3 G3(t)
B3(t)
T (t)

]
−
[
δGG
3 G3(t)

G3(t)
T (t) + δGB

3 G3(t)
B3(t)
T (t)

]
,

(3)

B′1(t) = σB − εB1(t) − αB
1 B1(t) + γB1 B1(t)

−
[
βBG
1 B1(t)

G1(t)
T (t) + βBB

1 B1(t)
B1(t)
T (t)

]
+
[
δBG
1 B1(t)

G1(t)
T (t) + δBB

1 B1(t)
B1(t)
T (t)

]
,

B
′
1(t) = αB

1 B1(t) − γB1 B1(t) − ηB1 B1(t)

+
[
βBG
1 B1(t)

G1(t)
T (t) + βBB

1 B1(t)
B1(t)
T (t)

]
−
[
δBG
1 B1(t)

G1(t)
T (t) + δBB

1 B1(t)
B1(t)
T (t)

]
,

B′2(t) = εB1(t) − εB2(t) − αB
2 B2(t) + γB2 B2(t)

−
[
βBG
2 B2(t)

G2(t)
T (t) + βBB

2 B2(t)
B2(t)
T (t)

]
+
[
δBG
2 B2(t)

G2(t)
T (t) + δBB

2 B2(t)
B2(t)
T (t)

]
,

B
′
2(t) = αB

2 B2(t) − γB2 B2(t) − ηB2 B2(t)

+
[
βBG
2 B2(t)

G2(t)
T (t) + βBB

2 B2(t)
B2(t)
T (t)

]
−
[
δBG
2 B2(t)

G2(t)
T (t) + δBB

2 B2(t)
B2(t)
T (t)

]
,

B′3(t) = εB2(t) − εB3(t) − αB
3 B3(t) + γB3 B3(t)

−
[
βBG
3 B3(t)

G3(t)
T (t) + βBB

3 B3(t)
B3(t)
T (t)

]
+
[
δBG
3 B3(t)

G3(t)
T (t) + δBB

3 B3(t)
B3(t)
T (t)

]
,

B
′
3(t) = αB

3 B3(t) − γB3 B3(t) − ηB3 B3(t)

+
[
βBG
3 B3(t)

G3(t)
T (t) + βBB

3 B3(t)
B3(t)
T (t)

]
−
[
δBG
3 B3(t)

G3(t)
T (t) + δBB

3 B3(t)
B3(t)
T (t)

]
,

(4)

T (t) = G1(t) +G1(t) +B1(t) +B1(t) +G2(t) +G2(t) +B2(t) +B2(t)

+ G3(t) +G3(t) +B3(t) +B3(t).
(5)

The flow diagram, associated to the above model, is plotted in Figure 1.
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Figure 1: Flow diagram of the model (3)-(5). The boxes represent the students depending
on their gender, level and academic results. The arrows denote the transit of students
labelled by the cause of the flow.

3 Scaling, fitting and predictions

Data in Table 1 are in percentages meanwhile model (3)-(5) is referred to number of students.
It leads us to transform (scaling) the model into the same units as data in order to fit the
model with the data. To do that, we follow the techniques developed in [22, 23] about how
to scale models where the population is varying in size. Here, we are not going to show
the process and the scaled model because it is a technical transformation, the resulting
equations are more complex and longer and does not provide extra information about the
model. Moreover, the scaled model has the same parameters as the non-scaled model with
the same meaning. In order to avoid introducing new notation, we are going to consider
that the subpopulations G1(t), G1(t), B1(t), B1(t), G2(t), G2(t), B2(t), B2(t), G3(t), G3(t),
B3(t), B3(t) correspond to the percentage of Girls and Boys in the promotable and non–
promotable groups in the levels 11, 12 and 13.

Now, compute the model parameters that best fit the scaled model with the available
data collected in Table 1 in the mean square sense. Computations have been carried out
with Mathematica 8.0 [24] and the estimated model parameters are:
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• Negative autonomous decision:

– Girls per level: αG
1 = 0.00257431, αG

2 = 0.000479681, αG
3 = 0.0000980351.

– Boys per level: αB
1 = 0.000518445, αB

2 = 0.000462886, αB
3 = 0.0000783883.

• Negative habits transmission:

– Girls per level: βGG
1 = 0.128823, βGB

1 = 0.146999, βGG
2 = 0.115597, βGB

2 =

0.0940018, βGG
3 = 0.128018, βGB

3 = 0.0465132.

– Boys per level: βBG
1 = 0.124969, βBB

1 = 0.0247756, βBG
2 = 0.0406373, βBB

2 =

0.0893315, βBG
3 = 0.115285, βBB

3 = 0.0713746.

• Positive autonomous decision:

– Girls per level: γG1 = 0.0598649, γG2 = 0.138232, γG3 = 0.00441141.

– Boys per level: γB1 = 0.0254583, γB2 = 0.0407112, γB3 = 0.143022.

• Positive habits transmission:

– Girls per level: δGG
1 = 0.0628747, δGB

1 = 0.117906, δGG
2 = 0.0162307, δGB

2 =

0.0217844, δGG
3 = 0.064252, δGB

3 = 0.0722602.

– Boys per level: δBG
1 = 0.0831484, δBB

1 = 0.0396256, δBG
2 = 0.14784, δBB

2 =

0.0560535, δBG
3 = 0.0199681, δBB

3 = 0.0505348.

• Abandon:

– Girls per level: ηG1 = 0.0899652, ηG2 = 0.0620594, ηG3 = 0.118145.

– Boys per level: ηB1 = 0.111194, ηB2 = 0.0445628, ηB3 = 0.0235689.

• Access:

– Girls: τG = 0.121096.

– Boys: τB = 0.12517.

Once the parameters are estimated, we are able to give predictions of each group and
level over the next few years by computing the solutions of the model for values of time t
in the forthcoming future. The results can be seen in Figure 2.

In Table 2 we present the prediction of percentage of non–promote students for the next
four courses.
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Out[45]//TableForm=
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Figure 2: Graph representing the model fitting and the predictions until the course 2014-
2015. Note that there is a decreasing trend in the non-promotable groups.

4 Conclusion

In this paper we present a model to study the dynamics of the students academic per-
formance in the German region of North Rhine-Westphalia. In this model we divide the
students by gender and academic levels, and it is based on the assumption that both, good
and bad study habits, are a mixture of personal decisions and influence of classmates. Us-
ing data of the students academic performance, we estimate the model parameters fitting
the model with the data. Thus, we can predict the students academic performance in the
next few years. In Figure 2, it is expected that the decreasing trend in all non–promotable
groups continues in the next years. For instance, in the course 2014-2015 less than 2% of
the students will not promote (see Table 2).

This model will allow us to compare the performance of the coming new academic plan
to this one in order to evaluate if the change is as good as expected.
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2011–2012 2012–2013 2013–2014 2014–2015
Level 11, Non–Promote girls 0.591 % 0.561 % 0.535 % 0.511 %
Level 12, Non–Promote girls 0.436 % 0.395 % 0.359 % 0.327 %
Level 13, Non–Promote girls 0.16 % 0.148 % 0.137 % 0.127 %
Level 11, Non–Promote boys 0.617 % 0.566 % 0.52 % 0.477 %
Level 12, Non–Promote boys 0.479 % 0.427 % 0.381 % 0.34 %
Level 13, Non–Promote boys 0.171 % 0.152 % 0.136 % 0.121 %
TOTAL 2.455 % 2.25 % 2.067 % 1.905 %

Table 2: Prediction for the next four courses of the percentage of non-promoted students
per gender and level, and the total. Note that there is a decreasing trend over the time
in all levels with independence of gender. Also, the percentages decrease when the level
increases. There are minor differences between boys and girls figures.

2070.
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Abstract

In this paper we propose a method for the solution of elliptic diffusion-type prob-
lems based on bivariate quadratic B-splines on criss-cross triangulations. This technique
considers the weak form of the differential problem and the Galerkin method to approxi-
mate the solution. As finite-dimensional space, we choose the space of quadratic splines
on a criss-cross triangulation and we use its local basis both for the reconstruction of
the physical domain and for the representation of the solution.

Beside the theoretical description, we provide some numerical examples.

Key words: elliptic diffusion-type problem, bivariate B-spline, criss-cross triangula-
tion

MSC 2000: 65D07; 65N99

1 Introduction

Let Ω ⊂ R2 be an open, bounded and Lipschitz domain, whose boundary ∂Ω is partitioned
into two relatively open subsets, ΓD and ΓN , i.e. they satisfy ∅ ⊆ ΓD,ΓN ⊆ ∂Ω, ∂Ω =
Γ̄D ∪ Γ̄N and ΓD ∩ ΓN = ∅. In this paper, we consider an elliptic diffusion-type problem
with mixed boundary conditions

−∇ · (K∇u) = f, in Ω,
∂u

∂nK
= gN , on ΓN , (Neumann conditions)

u = g, on ΓD, (Dirichlet conditions)

(1)

c©CMMSE ISBN:978-84-615-5392-1Page  365 of  1573



Quadratic B-splines on criss-cross triangulations for elliptic problems

where K ∈ R2×2 is a symmetric positive definite matrix, nK = Kn is the outward conormal
vector on ΓN , f ∈ L2(Ω), gN ∈ L2(ΓN ) and g is the trace on ΓD of an H1(Ω) function, i.e.
g ∈ H1/2(ΓD) (see [7]).

As noticed in [11], the diffusion type problem (1) arises in a variety of applications such
as the temperature equation in heat conduction, the pressure equation in flow problems,
and also mesh smoothing algorithms. If K is the identity matrix, (1) simplifies to Poisson’s
problem.

A standard method to find the approximate solution of (1) is the Finite Element Method
(see e.g. [7]) and, over the last years, the Isogeometric Analysis (IGA) (see e.g. [5]). Usually
IGA is based on NURBS defined by B-splines of tensor product type (see e.g. [1, 4]) or,
recently, on quadratic Powell-Sabin splines (see [10]). In this paper we propose an IGA
approach for (1), based on bivariate quadratic B-splines on criss-cross triangulations. As
remarked in [13], functions having total degree are preferable, in some cases, to tensor
product ones that may have some inflection points, due to their higher coordinate degree.

The paper is organized as follows. In Section 2 we recall definitions and properties of
bivariate quadratic B-splines on criss-cross triangulations and, in Section 3, we use them
for the solution of (1). Finally, in Section 4 we give some numerical examples.

2 Quadratic B-splines on criss-cross triangulations

In order to have a self-contained presentation, in this section we briefly recall definitions and
properties of unequally smooth bivariate quadratic B-splines on criss-cross triangulations
(for details see [3, 13] and the references therein).

Let Ω0 = {(s, t) | 0 ≤ s, t ≤ 1} and m, n be positive integers. We consider the sets
ξ̄ = (ξi)m+1

i=0 and η̄ = (ηj)n+1
j=0 , with 0 = ξ0 < ξ1 < . . . < ξm+1 = 1, 0 = η0 < η1 < . . . <

ηn+1 = 1, that partition Ω0 into (m+1)(n+1) rectangular cells. By drawing both diagonals
for each cell, we obtain a non-uniform criss-cross triangulation Tmn, made of 4(m+1)(n+1)
triangular cells. Let S(µ̄ξ,µ̄η)

2 (Tmn) be the space of bivariate quadratic piecewise polynomials
on Tmn, where

µ̄ξ = (µξi )
m
i=1 and µ̄η = (µηj )

n
j=1 (2)

are vectors whose elements can be either 1 or 0 and denote the smoothness C1, C0, respec-
tively, across the inner grid lines s− ξi = 0, i = 1, . . . ,m and t− ηj = 0, j = 1, . . . , n, while
the smoothness across all oblique mesh segments1 is C1.

Let L0
s and L0

t be the number of grid lines s − ξi = 0, i = 1, . . . ,m and t − ηj = 0,
j = 1, . . . , n, respectively, across which we want S ∈ S(µ̄ξ,µ̄η)

2 (Tmn) has C0 smoothness. We

1According to [12], we call mesh segments the line segments that form the boundary of each triangular
cell of Tmn.
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recall that (see [3])

dimS(µ̄ξ,µ̄η)
2 (Tmn) = mn+ 3m+ 3n+ 8 + (n+ 2)L0

s + (m+ 2)L0
t .

We remark that, if S ∈ S(µ̄ξ,µ̄η)
2 (Tmn) is globally C1 (i.e. L0

s = L0
t = 0), we obtain the

well-known dimension of S1
2 (Tmn) (see [12]).

Furthermore, we can provide a local basis for S(µ̄ξ,µ̄η)
2 (Tmn) (see [3]). In order to do it,

we set M = 3 +
∑m

i=1(2 − µξi ) and N = 3 +
∑n

j=1(2 − µηj ), where µξi , µ
η
j are defined as in

(2). Let s̄ = (si)Mi=−2, t̄ = (tj)Nj=−2 be the nondecreasing sequences of knots, obtained from
ξ̄ and η̄ by the following two requirements:

(i) s−2 = s−1 = s0 = ξ0 = 0, sM−2 = sM−1 = sM = ξm+1 = 1,
t−2 = t−1 = t0 = η0 = 0, tN−2 = tN−1 = tN = ηn+1 = 1;

(ii) for i = 1, . . . ,m, the number ξi occurs exactly 2− µξi times in s̄ and for j = 1, . . . , n,
the number ηj occurs exactly 2− µηj times in t̄.

For the above sequences s̄ and t̄, we consider the following set of functions belonging
to S(µ̄ξ,µ̄η)

2 (Tmn)
B = {Bij(s, t)}(i,j)∈KMN

, (3)

where KMN = {(i, j) : 0 ≤ i ≤ M − 1, 0 ≤ j ≤ N − 1}. If both/either s̄ and/or t̄ have/has
double knots, then the Bij smoothness will change and the support will change as well.
Moreover, the Bij ’s have a local support, are non negative and form a partition of unity.
In B we find different types of spline functions. There are ρ = 2M + 2N − 4 unequally
smooth functions, that we call boundary B-splines, whose restrictions to ∂Ω0 are univariate
quadratic B-splines. The remaining MN −ρ functions, called inner B-splines, are such that
their restrictions to ∂Ω0 are equal to zero. The supports and the BB-coefficients of such
B-splines are reported in [2].

Since ]B > dim S(µ̄ξ,µ̄η)
2 , the functions belonging to B are linearly dependent. Let:

(i) {Ω0,r}γr=1 be a partition of Ω0 into rectangular subdomains, generated by the grid
lines with associated C0 smoothness, with γ = (L0

s + 1)(L0
t + 1);

(ii) B be defined as in (3);

(iii) B1 ⊂ B be the set of inner B-splines with C1 smoothness everywhere or with C0

smoothness only on the boundary of their support;

(iv) {B(r)}γr=1 be a partition of B1, where each B(r) contains B-splines with support in
Ω0,r.
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Then, we can prove that a B-spline basis for S(µ̄ξ,µ̄η)
2 (Tmn) can be extracted from B, by

removing γ B-splines, one in each B(r), r = 1, . . . , γ (see [3]). We denote the corresponding
set of indices of the B-spline basis by K̄MN .

We remark that, if S(µ̄ξ,µ̄η)
2 (Tmn) ≡ S1

2 (Tmn), then, from [9] and standard arguments in
approximation theory, for all H ∈ C3(Ω0) there exist a constant C > 0 such that

inf
S∈S1

2 (Tmn)
‖H − S‖∞ ≤ Ch

3 max {‖Dα1,α2f‖∞ : α1 + α2 = 3}

where h = max{diam(T ) | T is a triangle of Tmn}.
Since we are interested in the application of bivariate quadratic B-splines to the solution

of (1), given the physical domain Ω ⊂ R2, defined as in Section 1, we assume that such a
domain can be exactly described through a parametrization of the form

G : Ω0 → Ω̄, G(s, t) =
(
x

y

)
(4)

expressed as quadratic B-spline surface

G(s, t) =
∑

(i,j)∈KMN

Pij Bij(s, t), (5)

where {Pij}(i,j)∈KMN
is a bidirectional net of control points, with Pij ∈ R2. We assume

pij = (spi , t
p
j ) ∈ Ω0 as the pre-image of Pij , with

spi =
si−1 + si

2
, tpj =

tj−1 + tj
2

. (6)

We remark that, in order to construct the surface, it is not necessary to work with the
basis, but we can use all the functions in the spanning set B. In this case, the surface (5)
has both the convex hull property and the affine transformation invariance one.

The proposed parametrization (5) is able to exactly reproduce domains whose boundary
is made of linear and parabolic sections. In order to do it, the control points are obtained
either by interpolation or quasi-interpolation spline operators (see [9, 12]).

Since the domains of interest in engineering problems are often described by conic
sections, a possible extension of the current paper is to consider bivariate NURBS based on
the B-splines here presented and we are working on it.

3 The Galerkin method based on bivariate quadratic B-splines

In this section, we consider an elliptic diffusion-type problem (1), where, for the sake of sim-
plicity, we first assume homogeneous Dirichlet conditions, i.e. g ≡ 0. The weak formulation
of (1) (see e.g. [5, 7]) is to find u ∈ V such that

a(u, v) = F (v), ∀v ∈ V, (7)
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where:

- V = {v ∈ H1(Ω) : v = 0 on ΓD} is the space of functions with vanishing trace on ΓD;

- a : V× V→ R is the bilinear form given by a(u, v) =
∫

Ω(K∇u) · ∇v dΩ;

- F : V→ R is the linear functional given by F (v) =
∫

Ω fv dΩ +
∫

ΓN
gNv dΓN .

In the Galerkin method to approximate the solution of (7), we replace the infinite di-
mensional space V by a finite-dimensional subspace Vh ⊂ V, with the subscript h indicating
the relation to a spatial grid. Then, the discretized problem is to find uh ∈ Vh such that

a(uh, vh) = F (vh), ∀vh ∈ Vh, (8)

where a(uh, vh) =
∫

Ω(K∇uh) · ∇vh dΩ and F (vh) =
∫

Ω fvh dΩ +
∫

ΓN
gNvh dΓN .

Since, in (4), we have introduced the parametrization G, we consider

Vh =
{
vh ∈ V : vh = v0,h ◦G−1, v0,h ∈ V0,h

}
,

where V0,h is the discrete space in the parametric domain, that has to be chosen. In this
paper, we consider V0,h as an opportune subspace of S(µ̄ξ,µ̄η)

2 (Tmn).
Let Nh be the dimension of the spaces Vh and V0,h, and let {Φl}Nhl=1 be a basis for V0,h.

Then, we can define a basis for Vh as
{
ϕl = Φl ◦G−1

}Nh
l=1

and the approximate solution uh
is given by

uh =
Nh∑
l=1

qlϕl =
Nh∑
l=1

ql(Φl ◦G−1),

with unknown coefficients ql ∈ R. Therefore, (8) gives rise to

Nh∑
l=1

qla(ϕl, ϕi) = F (ϕi), i = 1, . . . , Nh, (9)

that is equivalent to the linear system Aq = f , where

• A ∈ RNh×Nh is the stiffness matrix with elements

Ail = a(ϕl, ϕi) =
∫

Ω
(K∇ϕl) · ∇ϕi dΩ, i, l = 1, . . . , Nh; (10)

• f ∈ RNh is the vector with components

fi = F (ϕi) =
∫

Ω
fϕi dΩ +

∫
ΓN

gNϕi dΓN = f (1)
i + f (2)

i , i = 1, . . . , Nh; (11)
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• q ∈ RNh is the vector of unknown coefficients ql, l = 1, . . . , Nh.

Here, we assume that the parametrization G is given by (5) and consequently, we get
Vh ⊂ span

{
Bij ◦G−1

}
(i,j)∈K̄MN

. Note that the boundary condition u = 0 has also to be
considered and for this reason we write Vh as a subset of the span. Then, the approximate
solution is obtained taking into account the homogeneous boundary conditions.

The integrals Ail in (10) and f (1)
i in (11), can be transformed as follows

Ail =
∫

Ω0

(
K
[
J−T∇Φl

])
·
[
J−T∇Φi

]
|detJ | dΩ0, i, l = 1, . . . , Nh,

f (1)
i =

∫
Ω0

(f ◦G) Φi |detJ | dΩ0, i = 1, . . . , Nh,
(12)

with J the Jacobian matrix of the parametrization G given in (4) and (5)

J = J(s, t) =

[
∂x(s,t)
∂s

∂x(s,t)
∂t

∂y(s,t)
∂s

∂y(s,t)
∂t

]
.

To evaluate the boundary term f (2)
i in (11), we first define the mapping Gb : I := (0, 1)→ ΓN

as the restriction of G to the subset of ∂Ω0 mapped into ΓN , assuming that each side of Ω0

is completely mapped into ΓN or ΓD. Then,

f (2)
i =

∫
I

(gN ◦Gb) Φi

∣∣G′b∣∣ dI. (13)

In order to compute ∇Φi, i = 1, . . . , Nh, and J in (12), we obtain the values of the
B-spline derivatives by means of their BB-coefficients (see [8]).

For the evaluation of the integrals in (12), we use a composite Gaussian Quadrature on
triangular domains (see [6]) implemented by the Matlab function triquad (see [14]). Given
in input the integer p and the vertices of a triangle of Tmn, this procedure computes the
p2 nodes and the corresponding weights of the rule, whose precision degree is 2p − 1. In
the numerical tests proposed in Section 4, we use p = 2. When G is the identity map (i.e.
Ω̄ ≡ Ω0) then, in (12),

Ail =
∫

Ω0

(K∇Φl) · ∇Φi dΩ0, i, l = 1, . . . , Nh,

and it is exactly computed, since in each triangle of Tmn the integrand function is a bivariate
quadratic polynomial. To evaluate the integral in (13), we use a classical composite Gaussian
rule with precision degree three, inherited from the one defined in the whole domain.

In case of non-homogeneous Dirichlet boundary conditions, the boundary degrees of
freedom, i.e. the control variables associated with basis functions that do not vanish on
ΓD, have to be computed and we have to change the right term in the linear system (9)
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(see [5, 7]). The implementation of the Dirichlet boundary conditions is not trivial and it is
still a matter of research (see e.g. [4] and the reference therein). In this paper we propose
some examples of the above kind, where we choose the control variables associated with
basis functions that do not vanish on ΓD as the solution of a univariate spline interpolation
problem.

4 Numerical examples

In this section we propose some numerical examples to show the performance of the bivariate
quadratic B-splines on criss-cross triangulations for the solution of Poisson’s problems with
mixed boundary conditions. We perform h-refinement by adding at every step a middle
knot in each interval of the partitions. With the global geometry function defined in (5),
we reproduce the physical domain and this initial exact representation is retained during
the refinement process.

In each table we give the number of subintervals m+ 1 and n+ 1 in the two directions
s and t, respectively and the discrete L2-norm of the error (u− uh), computed on a 35× 35
grid of evaluation points in Ω0, denoted by Ψ.

Example 1

Firstly we consider a very simple example, where Ω̄ ≡ Ω0
−∆u = f, in (0, 1)2,
u = g, on x = 0, y = 0
∂u

∂n
= gN , on x = 1, y = 1,

with f , g and gN obtained from the exact solution u(x, y) = 3x2 + 2y2. In order to
reproduce the domain, we consider the coarse knot partitions ξ̄ = η̄ = (0, 1). Therefore, we
have M = N = 3, KMN = K33 = {(i, j) : 0 ≤ i, j ≤ 2} and G(s, t) =

∑
(i,j)∈K33

PijBij(s, t),
with (s, t) ∈ Ω0. Since G is the identity map, the control points are the nine points
Pij = {(spi , t

p
j ), 0 ≤ i, j ≤ 2}, defined as in (6). Then, we perform h-refinement, considering

m,n = 1, 3, 7, 15, 31 and smoothness vectors µ̄ξ, µ̄η with elements equal to one. We report
the results in Table 1. According to Section 2, we remark that we have to neglect one
inner B-spline either with C1 smoothness everywhere or with C0 smoothness only on the
boundary of its support, in order to obtain a basis.

m+ 1 = n+ 1 2 4 8 16 32
L2-error 4.0(-15) 2.5(-15) 3.6(-15) 1.3(-15) 1.6(-14)

Table 1: Example 1. Error in L2-norm versus interval number per side.
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We can notice that the solution, i.e. a quadratic polynomial, is reproduced. The
computation of derivatives and integrals is stable, because there is not deterioration of the
approximation error increasing the refinement.

Example 2

In this example we consider the Poisson’s problem in the L-shape domain shown in Fig.
1(b) {

−∆u = f, in Ω,
u = 0, on ΓD = ∂Ω,

where f is obtained from the exact solution u(x, y) = sin(πx) sin(πy). In order to reproduce
the domain, we can use two approaches, as in [11]. To introduce a discontinuity in the first
derivative and create the corners, we can place two control points at the same location in
physical space or we can use suitable double knots in s̄ and t̄. In the first case, we ensure
that the basis has C1 continuity throughout the interior of the domain. The only place
where the basis is not C1 is on the boundary itself, at the location of the repeated control
points. We consider both cases in order to compare the corresponding results.

Approach 1: Double control point. We start with the coarse knot partitions ξ̄ = (0, 1
2 , 1),

η̄ = (0, 1) and we assume µ̄ξ̄ = (1). Therefore, we have M = 4, N = 3, KMN = K43 =
{(i, j) : 0 ≤ i ≤ 3, 0 ≤ j ≤ 2} and G(s, t) =

∑
(i,j)∈K43

PijBij(s, t), with (s, t) ∈ Ω0 and the
control points given in Fig. 1(c). In Fig. 1(a) we show the parameter domain Ω0, with the
associated knot sequences and, in Fig. 1(b), the corresponding physical domain Ω, with the
control points.

(a) (b)

i Pi0 Pi1 Pi2

0 (−1, 1) (−0.65, 1) (0, 1)
1 (−1,−1) (−0.7, 0) (0, 0)
2 (−1,−1) (0,−0.7) (0, 0)
3 (1,−1) (1,−0.65) (1, 0)

(c)

Figure 1: Example 2, Approach 1. (a) Parameter domain Ω0, (b) physical domain Ω and
(c) control points.

Then, we perform h-refinement, considering m = 1, 3, 7, 15, 31, n = 0, 1, 3, 7, 15,
the smoothness vectors µ̄ξ, µ̄η with elements equal to one and we report the results in the
second row of Table 2.

In Figs. 2(a)÷(c) we give the graphs of the exact solution, the approximation computed
with m = 7, n = 3 and the discrete L∞-norm error computed on Ψ.
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(a) (b) (c)

Figure 2: Example 2, Approach 1. The graphs of (a) the exact solution, (b) the approxi-
mation computed with m = 7, n = 3, (c) the discrete L∞-norm error computed on Ψ.

Approach 2: Double knot. We start with the coarse knot partitions ξ̄ = (0, 1
2 , 1),

η̄ = (0, 1) and we assume µ̄ξ̄ = (0). Therefore, we have M = 5, N = 3, KMN = K53 =
{(i, j) : 0 ≤ i ≤ 4, 0 ≤ j ≤ 2} and G(s, t) =

∑
(i,j)∈K53

PijBij(s, t), with (s, t) ∈ Ω0 and the
control points given in Fig. 3(c). In Fig. 3(a) we show the parameter domain Ω0, with the
associated knot sequences and, in Fig. 3(b), the corresponding physical domain Ω, with the
control points.

(a) (b)

i Pi0 Pi1 Pi2

0 (−1, 1) (−0.6, 1) (0, 1)
1 (−1, 0) (−0.55, 0) (0, 0.5)
2 (−1,−1) (−0.5,−0.5) (0, 0)
3 (0,−1) (0,−0.55) (0.5, 0)
4 (1,−1) (1,−0.6) (1, 0)

(c)

Figure 3: Example 2, Approach 2.(a) Parameter domain Ω0, (b) physical domain Ω and (c)
control points.

Then, we perform the same h-refinement of Approach 1. In this case the smoothness
vector µ̄η has elements equal to one, while µ̄ξ has all of the elements equal to one except
the element corresponding to s = 1

2 , that is equal to zero. We report the results in the
third row of Table 2. In order to obtain a basis, according to Section 2, we remark that
we have to neglect two inner B-splines either with C1 smoothness everywhere or with C0

smoothness only on the boundary of their support, because in this case the domain Ω is
subdivided into two subdomains.

In Figs. 4(a)÷(c) we give the graphs of the exact solution, the approximation computed
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with m = 7, n = 3 and the discrete L∞-norm error computed on Ψ.

(a) (b) (c)

Figure 4: Example 2, Approach 2. The graphs of (a) the exact solution, (b) the approxi-
mation computed with m = 7, n = 3, (c) the discrete L∞-norm error computed on Ψ.

(m+ 1, n+ 1) (2,1) (4,2) (8,4) (16,8) (32,16)
L2-error for Approach 1 7.1(-1) 4.5(-1) 5.3(-2) 6.4(-3) 6.2(-4)
L2-error for Approach 2 8.3(-1) 2.2(-1) 1.7(-2) 1.6(-3) 1.8(-4)

Table 2: Example 2. Error in L2-norm versus interval number per side.

In [11] the authors solve the same problem, by considering the two above approaches,
but they use a method based on biquadratic tensor product B-splines. If we analyse our
results and theirs, we can conclude that the two methods are comparable.

Example 3

In this example we consider the Poisson’s problem in the domain shown in Fig. 5(b)
−∆u = f, in Ω,
u = g, on ΓD,
∂u

∂n
= gN , on ΓN ,

where ΓN is given by the two segments with endpoints (-4,0), (0,0) and (-2,4), (2,4), respec-
tively and ΓD is given by the two parabolic sections with endpoints (-4,0), (-2,4) and (0,0),
(2,4). The functions f , g and gN are obtained from the exact solution u(x, y) = sin (x2+y2−1)

5 .
In order to reproduce the domain, we consider the coarse knot partitions ξ̄ = η̄ = (0, 1).
Therefore, we have M = 3, N = 3, KMN = K33 = {(i, j) : 0 ≤ i, j ≤ 2, } and G(s, t) =∑

(i,j)∈K33
PijBij(s, t), with (s, t) ∈ Ω0 and the control points given in Fig. 5(c). In Fig.

5(a) we show the parameter domain Ω0, with the associated knot sequences and, in Fig.
5(b), the corresponding physical domain Ω, with the control points.
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(a) (b)

i Pi0 Pi1 Pi2

0 (−4, 0) (−3, 0) (−2, 4)
1 (−2, 0) (−1, 0) (0, 4)
2 (0, 0) (−1, 0) (2, 4)

(c)

Figure 5: Example 3.(a) Parameter domain Ω0, (b) physical domain Ω and (c) control
points.

Then, we perform h-refinement, considering m,n = 1, 3, 7, 15, 31 and, in Table 3,
we report the results. In Figs. 6(a) ÷ (c) we give the graphs of the exact solution, the
approximation computed with m = n = 7 and the discrete L∞-norm error computed on Ψ.

m+ 1 = n+ 1 2 4 8 16 32
L2-error for Case 1 9.9(-1) 1.3(-1) 3.4(-2) 4.3(-3) 4.5(-4)

Table 3: Example 3. Error in L2-norm versus interval number per side.

(a) (b) (c)

Figure 6: Example 3. The graphs of (a) the exact solution, (b) the approximation computed
with m = n = 7, (c) the discrete L∞-norm error computed on Ψ.
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Abstract

In this work a new PDE technique based on fractional calculus for image restoration
is proposed. The fractional order parameter, which controls the diffusion from classical
Gaussian filtering to the absence of smoothing, is chosen, according to the variation of
the gradient of the image at each pixel, by using new convolution kernels in the corre-
sponding Volterra equations. The new implementation is described and some numerical
experiments are shown.

Key words: Image processing, Fractional integrals and derivatives, Volterra equa-

tions, Convolution quadrature methods.
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1 Introduction

This paper presents a numerical technique for image filtering based on the fractional partial
differential equation model























∂α
t u(t,x) = ∆u(t,x), (t,x) ∈ [0, T ]× Ω
u(0,x) = u0(x), x ∈ Ω,
∂tu(0,x) = 0, x ∈ Ω,
∂u

∂η
(t,x) = 0, (t,x) ∈ [0, T ]× ∂Ω,

(1)

where ∂α
t stands for the fractional time derivative of order 1 < α < 2 in the sense of

Riemann–Liouville, Ω is a domain in R
2 with boundary ∂Ω, ∂/∂η stands for the outward
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normal derivative and u0 is the noisy image from which the objective is to restore the original
(ideal) image. Thus u(t,x) stands for the restored image at the time level t. The range of
the parameter α implies that (1) interpolates the linear parabolic heat equation (α = 1)
and the linear hyperbolic wave equation (α = 2), which suggests a suitable adaptation
of the model to image filtering processes, in order to handle the diffusion following some
dependence of α on the image gradient variation. The purpose of this work, based on the
idea of applying (1) for each pixel of the image following the behaviour of the corresponding
gradient [6], is to introduce an improvement of the selection of the viscosity parameter α,
which is updated at every time step of the simulation. This leads to a better adaptation of
the model (1) to the evolution of the image gradient.

Among the different methods presented in the literature for image processing, PDEs
based models play a relevant role (see [1, 19] and references therein). In the particular case
of restoration, use of the linear heat equation, α = 1 in (1), lead to several investigations,
aiming to control the diffusion process. They include:

1. Diffusion models with edge stopping functions [12], which incorporates a gradient-
dependent diffusion coefficient to control the process and avoid blurring effect in edges
and corners provided by the classical diffusion given by the heat equation.

2. Variational numerical algorithms, based on the minimization of the total variation of
the image subject to constraints involving statistical parameters of the noise [15].

3. Neighborhood filters [9, 20], consisting of local averaging, with different techniques,
to smooth the image noise

4. Anisotropic approach [3, 18], where most of the previous models (and the fractional
PDE based ones below) are enhanced to incorporate non canonical directions of dif-
fusion.

As an alternative to the nonlinear models described above, fractional calculus approach for
image filtering has been considered in e. g. [2, 5]. In the last reference which, along with
[6], is based on, the heat equation is generalized to models of the form (1). The fractional
parameter α ∈ (1, 2) plays the role of a viscosity term with limiting values that make (1)
interpolate the linear parabolic heat equation and the linear hyperbolic wave equation. This
makes the selection of α being a particularly interesting task to control the image diffusion.
On the other hand, in [6] the authors propose a refinement to handle the diffusion in a not
uniform way over the whole image. This consists of applying (1) with a possibly different
value of α for each single pixel of the image. The corresponding Volterra equation is well-
posed for all t > 0 (which is not guaranteed in some nonlinear models) and the numerical
results are efficient and competitive.

Considered here is an approach which goes more deeply into this topic. The selection
of α on each pixel is modified. The new technique allows to modify this parameter during
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the simulation according to the dependence on the image gradient variation. The numerical
resolution is carried out with convolution quadrature techniques from the new convolution
kernels for the Volterra approach.

The paper is structured as follows. In Section 2 the approach explained in [6] is recalled,
the discretization of our proposal for (1) is introduced and the corresponding implementation
is described. The performance of the new procedure is shown in Section 3, with numerical
experiments on some noisy images.

2 Fractional models

2.1 Volterra equation and discretization

We first briefly describe the pixel by pixel technique, introduced in [6] and that will be the
starting point for our study. Problem (1) is first written in the integral form

u(t,x) = u0(x) +

∫ t

0
kα(t− s)∆u(s,x) ds, (t,x) ∈ [0, T ] × Ω, (2)

kα(t) := tα−1/Γ(α), t > 0, (3)

supplemented with homogeneous Neumann boundary condition. Now (2) is discretized in
space and time with a different value of α for each pixel of the image. On a uniform M ×M
pixel mesh of Ω, with mesh length h > 0, the Laplacian is approximated with second order
central differences, leading to a M2 ×M2 pentadiagonal matrix ∆h of a pattern shown in
Figure 1

Figure 1: Sparsity pattern of the discretized Laplacian
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Considered now is a set of values 1 < αj < 2, j = 1, 2, . . . ,M2 and the semi-discrete
approximation

u(t) = u0 +

∫ t

0
K(t− s)u(s) ds, 0 ≤ t ≤ T, (4)

where u(t) stands for the M2 × 1 vector-image function at time t and at the pixel mesh, u0

is the initial (typically noisy) data and K the convolution kernel K(t) = I(t) ·∆h with

I(t) =





















tα1

Γ(α1 + 1)
0 . . . 0

0
tα2

Γ(α2 + 1)
. . . 0

...
...

. . .
...

0 . . . 0
tαM2

Γ(αM2 + 1)





















(5)

1 < αj < 2, j = 1, 2, . . . ,M2.

Formula (4) is finally discretized in time by means of a convolution quadrature method.
A brief description is as follows (see [4, 10, 11] for the necessary explanations and details).
The convolution integral in (4) is written in the form

t
∫

0

K(t− s)u(s) ds =
1

2πi

∫

γ

K̃(λ)Y (λ, t) dλ, (6)

where K̃(λ) stands for the Laplace transform of K, γ is a suitable integration path in C

connecting −i∞ to +i∞ (where Bromwich inversion formula for K is applied) and Y (λ, t)
stands for the solution of the ordinary differential equation

y′(t) = λy(t) + u(t), 0 ≤ t ≤ T, with y(0) = 0. (7)

Now the discretization of (7) provides numerical approximations of (4) via (6). The corre-
sponding formulas are written in terms of the generating power series

K̃

(

δ(ξ)

τ

)

=

+∞
∑

j=0

Q
(α)
j ξj, (8)

where τ is the time-step of the discretization and δ(ξ) is the quotient of the generating
polynomials of the underlying numerical method used in (6) which, in our case, will be the
backward Euler formula [7]. Thus, δ(ξ) = 1 − ξ, and if un is an approximation to u(tn),
for the time level tn = nτ, n ≥ 0, then (4) is approximated by the convolution quadrature
method

un = u0 +

n
∑

j=0

Q
(α)
n−juj, n ≥ 1, (9)
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where for this method the quadrature weights have the form

Q
(α)
j = τα























(

α1

j

)

0 . . . 0

0

(

α2

j

)

. . . 0

...
...

. . .
...

0 . . . 0

(

αM2

j

)























·∆h, j = 0, 1, 2, . . . ,M2 ×M2. (10)

In practice, these matrix coefficients are computed in an efficient way by using FFT tech-
niques [11].

2.2 Description of the modification

The implementation in [6] establishes values of α, for each single pixel, in the first time
level and they will be remained fixed during the rest of the computation. A more realistic
approach would be to consider nonconstant fractional orders (viscosity parameter). To this
end, a coherent definition of

∂−α(t)g(t), t ≥ 0, (11)

where g : [0,+∞) → X is absolutely continuous on a Banach space X is required. To our
knowledge, the first approach in this sense is given in [16], where

∂α(t)g(t) :=
1

Γ(α(t))

∫ t

0
(t− s)α(t)−1g(s) ds, t ≥ 0, (12)

is adopted. Unfortunately, (12) lacks a convolution structure. A natural extension to the
constant case would consists of replacing (3) by

k(t) :=
tα(t)−1

Γ(α(t))
, t ≥ 0, (13)

as the convolution kernel and therefore

∂−α(t)g(t) := k ∗ g(t) =

∫ t

0
k(t− s)g(s) ds. (14)

The main objection to this choice is that the Laplace transform of (13), which is necessary
in (6) (as well as in many other procedures), cannot be explicitly computed. Finally, the
most widely adopted definition (and which is our choice in this paper) for (11) is obtained
from taking k(t) as the inverse Laplace transform of

K̃(α, z) =
1

zᾱ(z) z
, (15)
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where ᾱ(z) stands for the Laplace transform of α(t) (see [14]). Notice that if α(t) = α is a
constant, then this and (13) coincide with (3). Some numerical experiments, carried out in
this sense for a future work, show that the results for the last two choices of the kernel k(t)
do not differ notably.

This time-dependent fractional order strategy is introduced in the formulation of [6],
by considering different functions α(j)(t), j = 1, . . . ,M2 for each single pixel, leading to
a semidiscrete approximation (9) with a convolution kernel K(t) = I(t) · ∆h where (5) is
replaced by

I(t) =











k1(t) 0 . . . 0
0 k2(t) . . . 0
...

...
. . .

...
0 . . . 0 kM2(t)











and, kj(t), j = 1, 2, . . . ,M2 is given by the inverse Laplace transform of K̃(α(j), z), following
(15).

In order to use (8), a computable expression of the Laplace transform of K is required.
This can be obtained as follows. Note that the time discretization (9) only requires to have
the values of the α(j) at the time levels 0 = t0 < t1 < t2 < . . . < tN = T . Then we can set

α(j)(t) = α
(j)
0 +

N
∑

m=1

(α(j)
m − α

(j)
m−1)U(t− tm),

for 1 ≤ j ≤ M2 and 0 ≤ t ≤ T , where U : [0, T ] → R stands for the Heaviside function.
Observe that this defines a stair function. Now, the Laplace transform of α(j)(t) is

α̃(j)(z) =
α
(j)
0

z
+

N−1
∑

m=1

(α
(j)
m − α

(j)
m−1)e

−ztm

z
, 1 ≤ j ≤ M2;

therefore the Laplace transform of each component of the matrix valued function I reads
simply as

K̃(α(j), z) = z−{α
(j)

0
+
∑N−1

m=1
(α

(j)
m −α

(j)

m−1
) e−ztm}.

2.3 Implementation

It is of interest to make some comments on the implementation. They essentially concern the
automatic selection of the fractional parameter α, in order to improve the performance in
the preservation of edges and corners, the noise filtering and the adaptation to the evolution
of the diffusion. The main requirements about the first two points [6] are summarized as
follows :
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(i) The choice of α is determined, at each pixel, as an increasing function of the gradient.
Pixels where the gradient is large should be associated with values of α close to 2 and
pixels with lower gradients should be associated with values of α close to 1.

(ii) Extreme cases of noisy pixels (low gradient variation) and corners and edges (very
high) determine the form of the function close to 1 and 2 respectively. Thus, in
practice, the range of α is limited to an interval [αmin, αmax], 1 < αmin < αmax <
2, avoiding in this way the extreme cases α = 1, α = 2, only reserved for special
situations. Since αmin and αmax can be very close to 1 and 2 respectively, this is not
restrictive for our model. Furthermore, this assumption guarantees the solvability and
uniqueness of solution of (4), as well as the corresponding problem for a larger class
of operators than the Laplacian [13].

These criteria introduce a degree of freedom in the selection of α as function of ∇u. In our
case, the pattern for α has been taken, for simplicity, as in Figure 2. Other distributions of
α are indeed possible.
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Figure 2: Profile distribution of α’s.

According to these criteria, we describe the implementation of the numerical method
introduced in Section (2.2)

(A) For a fixed integer N > 1, the interval [αmin, αmax] is initially partitioned

αmin ≤ α
(0)
1 < · · · < α

(0)
N < αmax, (16)

and the corresponding weights Q
(α

(0)

k
)

j are computed.
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(B) When advancing in time in (9), a choice of α, following (i)-(ii), is required. A first

step consists of computing αn =
(

α
(1)
n , α

(2)
n , . . . , α

(M2)
n

)T

, the value of α corresponding

to the M2 pixels at the time step n, by using the function of Figure 2. Then αn is
transformed according to a mapping αn 7→ α̃n, in a simple way: for k = 1, . . . ,M2,

one identifies the interval (αi, αi+1) of (16) containing α
(k)
n . Then, the k-th component

of α̃n is αi.

As in [6], the high computational cost in the calculus of the α forces to take the initial
values (16), from which the quadrature weights are computed, and then using this group
of quadratures in the whole computation, following the strategy described in (B). In the
experiments below, we have taken αj = 1 + j

N
, 1 ≤ j ≤ N for a fixed integer N .

3 Numerical results

The performance of the previously described algorithm is analyzed in this section, by com-
parison with other techniques presented in the literature. Specifically, we show the quality
of restoration for two different images provided by the following methods:

(PM): A nonlinear Perona–Malik model where the stopping function turns out to be c(t) =
e−t, t ≥ 0 (see [1] for more details).

(VEV): The Volterra based model of fractional type described in [6].

(PG): The nonlinear Perona–Malik based model recently proposed in [8].

(VODO): The model proposed in the present manuscript.

The four algorithms were run up to a final time T = 2 and, in the cases of (VEV) and
(VODO), the interval for the fractional order is [αmin, αmax] = [1 + 10−3, 2 − 10−3]. For
the experiments below, the original images have been perturbed with an additive noise of
Gaussian type and different values of the standard deviation σ, from 15 to 35, see Table 1.
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(a) Zoomed boat (b) Noisy boat (c) Rest. by (PM)

(d) Rest. by (VEV) (e) Rest. by (PG) (f) Rest. by (VODO)

Figure 3: Experiment 1.
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(a) Zoomed fingerprint (b) Noisy fingerprint (c) Rest. by (PM)

(d) Rest. by (VEV) (e) Rest. by (PG) (f) Rest. by (VODO)

Figure 4: Experiment 2.

Figures 3 and 4 display original and noisy images, along with the corresponding restora-
tion given by the four methods considered. In both experiments, the appearance of the
results gives the best quality restorations to (PG) and (VODO). This is verified in Table 1
(see the data in bold type), which shows, for each experiment and different σ, the values of
the index SNR corresponding to the original image and the four methods at the end of the
restoration. This is a standard index of measurement of quality in image processing (see
e. g. [17] for the details). As far as the first experiment is concerned (Boats), the most com-
petitive methods are, in this order, (PG), (VODO) and (VEV), and with a relatively close
distance between them. In the case of the second image, the texture plays an important
role and the restoration is a more stressful test for the methods. Table 1 shows that here
the best choice is (VODO), followed by (PG) and (VEV) and, compared to the previous
experiment, with a longer distance between them. These results conclude that our proposal
gives very competitive performance and its construction, based on linear and well-posed

c©CMMSE ISBN:978-84-615-5392-1Page  386 of  1573



E. Cuesta, A. Duran, M. Kirane, S. A. Malik

problems, makes it be preferable to other nonlinear models in many situations.

Table 1: SNR analysis

σ 15 20 25 30 35 15 20 25 30 35

Input SNR 9.88 7.40 5.50 4.00 2.70 10.60 8.20 6.30 4.80 3.50

Method Boats (512× 512) Fingerprint (512× 512)
(PM) 13.69 12.26 11.57 9.72 9.74 11.97 10.26 9.10 7.90 8.15

(VEV) 14.10 12.65 11.32 10.32 9.42 11.40 10.9 9.50 9.3 8

(PG) 14.87 13.66 12.77 11.95 11.32 13.45 12.00 10.90 9.99 9.23

(VODO) 14.47 12.92 12.23 11.53 10.96 15.42 13.90 12.89 12.00 11.24
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Abstract

This paper tackles the problem of developing and modelling shared-memory hyper-
heuristics based on parameterized shared-memory metaheuristic schemes. The same
parallel, parameterized scheme used for metaheuristics development and tuning can be
used for hyperheuristics, but in this case the execution time greatly increases due to
the continuous application of different metaheuristics given by different values of the
parameters in the scheme, and so the necessity of using a model of the execution time
to decide at running time the number of threads to use to obtain a reduced execution
time becomes more apparent. The model of the execution time and consequently the
optimum number of threads depend on a number of factors: the problem to be solved,
the metaheuristics used, the hyperheuristic scheme and the implementation of the basic
functions in it, the computational system where the problem is being solved, etc. So,
obtaining a satisfactory model of the execution time of the functions in the scheme and
an auto-tuning methodology is not an easy task. This paper presents an auto-tuning
methodology for shared-memory parameterized metaheuristic schemes that can in turn
be applied to shared-memory hyperheuristics developed on top of them. The applicabil-
ity of the proposal is shown with a problem of obtaining satisfactory metaheuristics for
solving a problem of minimization of electricity consumption in exploitation of wells.
The model and the methodology work satisfactorily, which allows us to reduce the
execution time for the selection of satisfactory metaheuristics.

Key words: Parameterized metaheuristic schemes, parallel hyperheuristics, mod-
elling
shared-memory schemes, auto-tuning
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1 Introduction

The use of a unified parameterized scheme for metaheuristics facilitates the development
of metaheuristics and their application. The scheme has been applied successfully: to
obtain satisfactory Simultaneous Equation Models from a set of values of the variables
[3]; for a tasks-to-processes assignation problem with independent tasks and memory con-
strains [2]; and for the optimization of power consumption in operation of wells [7]. Three
pure metaheuristics (GRASP, Scatter Search and Genetic algorithms) and their combina-
tions/hybridizations were considered in these studies, and the scheme has been extended
by introducing a new metaheuristic (Tabu Search), with the inclusion in the scheme of four
new parameters.

Parallelizing the scheme for shared-memory will reduce the execution time. But having
a parallel routine does not ensure it will be used correctly, and the execution time of the
parallel routine may be far from the optimum (or may be even larger than the sequential
time) if the number of threads used in the application of the routine is not appropriate. The
auto-tuning problem of sequential and parallel routines has been studied in different fields
[4, 5, 6], and in this paper the application of auto-tuning methodologies to parameterized
shared-memory metaheuristics and hyperheuristics is considered. Our aim is to develop
hyperheuristics which satisfactory select metaheuristics or combinations/hybridations from
a parametrized scheme by obtaining appropriate values of the metaheuristic parameters.
Having a scheme with auto-tuning would be very useful because a large number of ex-
periments would be necessary, and the experimentation time can be reduced with a good
selection of the number of threads to use in different parts of the parallel scheme.

The rest of the paper is organized as follows. Section 2 presents the main ideas of hyper-
heuristics based on parameterized metaheuristics, and Section 3 the parameterized shared-
memory scheme for metaheuristics that can in turn be used as hyperheuristic scheme. In
section 4 the modelling of the execution time of the different basic and combined/hybridised
metaheuriscs in the scheme is analysed theoretically and experimentally. Section 5 concludes
the paper and shows some future research lines.

2 Hyperheuristics based on parameterized metaheuristics

The use of a unified parameterized scheme for metaheuristics (Algorithm 1) facilitates the
development of metaheuristics and their application [11]. However, selecting the appropri-
ate values of parameters (ParamX) to apply a satisfactory metaheuristic to a particular
problem can be difficult and is computationally demanding. The selection of these values
can be made through a hyperheuristic method also developed with the parameterized meta-
heuristic scheme. The range of possible values of the parameters of the metaheuristic can
be large, and it is necessary to establish work intervals for the hyperheuristic. For clarity,
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hereafter, we refer to the metaheuristic scheme directrly aplied to an optimization problem
as MS, and HMS refers to hyperheuristic based on a metaheuristic scheme for selecting the
appropriate values of metaheuristic parameters.

Algorithm 1 Parameterized metaheuristic scheme
Initialize(S,ParamIni)
while ( not EndCondition(S,ParamEnd)) do

SS=Select(S,ParamSel)
SS1=Combine(SS,ParamCom)
SS2=Improve(SS1,ParamImp)
S=Include(SS2,ParamInc)

end while

The application and auto-tuning of the hyperheuristic is analysed with a problem of cost
optimization of electric consumption [9]. The application of parameterized metaheuristics to
this problem has been studied [8], and now the problem to optimize by the hyperheuristic is
the metaheuristic itself, to obtain a satisfactory metaheuristic for the electricity consumption
problem. In the hyperheuristic, using the notation for evolutionary algorithms, an individual
or element is represented by an integer vector MetaheurParam of size 20 that encodes the
set of parameters that characterizes a metaheuristic using the scheme in Algorithm 1. The
set of individuals constitutes the reference set, which means a set of metaheuristics, with
each metaheuristic the combination/hybridation of basic metaheuristics (GRASP, Scatter
Search, Genetic algorithm and Tabu Search) given by the values in MetaheurParam. The
fitness value in the hyperheuristic for an element MetaheurParam is the fitness value
obtained when the metaheuristic with the parameters in MetaheurParam is applied to the
electricity consumption problem. Our objective is to minimize the fitness function and so
obtain the combination of the metaheuristic parameters which gives the lowest electricity
consumption for a problem (a set of problem inputs could also be studied but only one
problem has been considered for simplicity). Thus, when executing the hyperheuristic, a
lot of metaheuristics are applied to different inputs of the electricity problem. The execution
time is very large and it is necessary to use parallelism. Parallel metaheuristics can be used
to reduce the execution time, but it is also possible, and preferable, to use parallelism at a
higher level, for which the parameterised shared-memory metaheuristic scheme is used for
the hyperheuristic, and the same auto-tuning techniques are valid for the metaheuristics
and the hyperheuristic.
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3 A parameterized shared-memory scheme for metaheuris-
tics and hyperheuristics

When developing hyperheuristics with the same scheme used for metaheuristics (HMS),
the same parallelization techniques for metaheuristics [1] are applicable for hyperheuris-
tics. In our approach, the parameterized scheme in Algorithm 1 becomes a parameter-
ized shared-memory scheme just by independently parallelizing each basic function in the
scheme (Algorithm 2) with new parallelism parameters (ThreadX) indicating the number
of threads to use in each part of the algorithm. A parallel hyperheuristic is obtained by
selecting the values of the metaheuristic parameters (ParamX) and the parallelism param-
eters (ThreadsX), which can be selected with some auto-tuning technique to obtain low
execution times.

Algorithm 2 Parameterized shared-memory metaheuristic scheme
Initialize(S,ParamIni,ThreadsIni)
while ( not EndCondition(S,ParamEnd)) do

SS=Select(S,ParamSel)
SS1=Combine(SS,ParamCom,ThreadsCom)
SS2=Improve(SS1,ParamImp,ThreadsImp)
S=Include(SS2,ParamInc,ThreadsInc)

end while

Two basic parallel schemes are identified in [3] for the functions in Algorithm 2:

• In the first scheme the elements of a set are treated independently, and the number
of threads to work in a loop are selected. This scheme appears, for example, when
combining elements in a Genetic algorithm or when randomly generating an initial
set of elements. Thus, ThreadsIni and ThreadsCom contain a parallelism parameter
indicating the number of threads to use in the generation of the initial set and for the
combination of the selected elements, and these values can be different, so obtaining
different values of the parallelism parameters in each function.

• The second scheme has two parallelism levels and can be used to obtain fine or grained
parallelism. The number of threads at each parallelism level is established. This type
of parallelism appears in improvement and mutation functions, where some elements
are selected (first level) and each element is improved by analysing its neighbourhood
(second level).

The number of threads (one value or several values) is established for each function
in the parameterized shared-memory scheme. The number of parallelism parameters for
each function depends on the particular implementation of the functions in the unified
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scheme (Algorithm 2), but the methodology is common to different metaheuristics and
parallel implementations. For example, some metaheuristics include an improvement part
in the initialization, and the number of threads in the two levels of this improvement are
added to the number of threads for the initialization of the reference set, so obtaining
ThreadsIni = {threads−scheme1, threads−level1−scheme2, threads−level2−scheme2}.

The metaheuristic scheme is used at two levels: for the hyperheuristic (HMS) and
for the application of the metaheuristics determined from the metaheuristic parameters
(MetaheurParam) in each element of the reference set in the metaheuristic (MS) with which
the hyperheuristic is implemented. Thus, parallelism can be applied in the hyperheuristic
and in the metaheuristics, with a total of four parallelism levels, but it will be preferable to
parallelize at a high level, and normally parallelism is applied only in the hyperheuristic.

4 Modelling and auto-tuning of the shared-memory param-
eterized scheme

To reduce the execution time it is necessary to select the values of the parallelism parameters
(ThreadsIni, ThreadsCom, ThreadsImp and ThreadsInc) appropriately, which means a
model of the execution time must be obtained for each function, and the number of threads
of a loop or the number of threads in the first and the second parallelism levels must be
established. So, the value of some parameters (20 in our experiments with GRASP, Scatter
Search, Genetic algorithms and Tabu Search as basic algorithms) must be selected, and an
auto-tuning methodology is systematically applied. A scheme of the auto-tuning process is
shown in Figure 1. It is divided in three phases:

Figure 1: Phases of the auto-tuning process

• First phase: Design. The routine is developed together with its theoretical execution
time. A model is obtained for each basic routine. Because two types of parallelism
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have been identified in these routines, two basic models can be used, one for one-level
routines and another for nested parallelism. For example, the generation of the initial
population in function Initialize with an initial number of elements in the reference
set INEIni can be modelled:

t1−level =
kg · INEIni

p
+ kp · p (1)

where kg represents the cost of generating one individual; kp the cost of generating
one thread; and p is the number of threads. And the improvement of a percentage
PEIIni of the initial elements with an intensification (extension of improvement for
each neighbour) IIEIni is modelled:

t2−levels =
ki · INEIni·PEIIni·IIEIni

100

p1 · p2
+ kp,1 · p1 + kp,2 · p2 (2)

where ki represents the cost of improving one element; kp,1 and kp,2 the cost of gen-
erating threads at the first and second level; and p1 and p2 the number of threads at
each level.

For each of the other basic functions in Algorithm 2, the corresponding metaheuristic
parameters are determined, and the model of the execution time is obtained as a
function of those parameters and the parallelism parameters (the number of threads
to select to be used in each routine and subroutine).

• Second phase: Installation. When the shared-memory parameterized scheme is being
installed in a particular system, the value of the parameters influenced by the system
are estimated. The parameters kg, ki, kp, kp,1 and kp,2 used in step 1 are some of
those parameters, as are the corresponding parameters for the other basic routines in
Algorithm 2. We summarize the results of the installation of the scheme in an HP
Integrity Superdome SX2000 with 128 cores of Intel Itanium-2 dual-core Montvale
with shared-memory. The optimum number of threads varies with the number of
elements, and we are interested in the selection at running time of a number of threads
close to the optimum. The model in equation 1 is used, and parameters kg and
kp in the model are obtained by least-squares for a one-level routine, with a small
number of elements (in order to have low installation time). In the experiments with
a hyperheuristic with INEIni = 5, the values obtained are kg = 5.77 · 10−1 and
kp = 4.91 · 10−2, all in seconds.

For a two-level routine, like the routine to improve elements after the initial generation
or after combining or mutation, the values of the parallelism parameters are obtained
by least-squares with experiments with parameters for the hyperheuristic INEIni =
10, PEIIni = 100 and IIEIni = 1. The results are ki = 1.21, kp,1 = 1.04 · 10−1
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and kp,2 = 9.89 · 10−2 seconds. By substituting these values in the theoretical model
of the execution time (equation 2), the behaviour of the routine in the system is well
predicted, as can be seen in Figure 2, where the theoretical and experimental speed-
ups in the improvement of the initial population are represented for the hyperheuristic
parameter combination INEIni = 50, PEIIni = 50 and IIEIni = 1.

• Third phase: Execution. At execution time the number of threads in each basic func-
tion is selected from the theoretical execution time (equations 1 and 2) with the values
of the hyperheuristic parameters being those of the hyperheuristic we are experiment-
ing with and the values of the system parameters those estimated in the installation
phase. The number of threads which gives the theoretical mimimum execution time is
obtained by minimizing the corresponding equation after substituting in it the values
of the hyperheuristic and system parameters. For example, for the initial generation
of the reference set:

popt. =

√
kg

kp
· INEIni = 3.43 ·

√
INEIni (3)

and for the improvement of the generated elements:

p1,opt. = 4.79 · 10−1 · 3
√

INEIni · PEIIni · IIEIni (4)

p2,opt. = 5.05 · 10−1 · 3
√

INEIni · PEIIni · IIEIni (5)

To validate the auto-tuning methodology the optimum number of threads and the
maximum speed-up achieved are calculated from the model for different hyperheuristic pa-
rameters using the system parameters obtained in the installation. Tables 1 and 2 compare
the results for the initial generation of the reference set and for the improvement of ele-
ments for two parameter combinations. The number of threads selected with the auto-tuning
methodology is not far from the experimental optimum and, as a consequence, the speed-up
achieved with auto-tuning is not far from the maximum and the auto-tuning methodology
is useful for the reduction of the execution time of hyperheuristics, which have a high cost
caused by the application of a large number of metaheuristics.

We can compare the results obtained for the hyperheuristic using the auto-tuning
metodology with those achieved when directly applying individual metaheuristics to a prob-
lem of optimization of electrical costs. Since the metaheuristic scheme is the same, similar
results would be expected in both cases, although there may be differences due to different
implementations. For example, in the improvement function of the MS, the second level
was used to start more threads to work on the improvement of the fitness function (more
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Figure 2: Theoretical and experimental speed-ups when varying the number of threads of the first
and second level of parallelism for one parameter combination in a two-level parallel routine when
applying the HMS.

Table 1: Speed-up and number of threads for INEIni = 20 and 100 in the one-level parallel routine
when applying the HMS. Optimum experimental values (optimum), values obtained with auto-tuning
(model) and experimental speed-up values obtained from threads given by model (opt.-mod.).

threads speed-up
INEIni optimum model optimum model opt.-mod.

20 22 15 11 8 8
100 24 34 12 17 12
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neighbours are analysed) but not to reduce the execution time, from which the number of
threads of second level could be taken as constant. So, in this case the model is slightly
different. In the function of the initial generation of elements there are no differences in
the implementation. The behaviour of the one-level routine when applying the MS was well
predicted, as can be seen in Figure 3, where the theoretical and experimental speed-up are
represented.

Tables 3 and 4 compare the results for the initial generation of the reference set and
for the improvement of elements for two parameter combinations using the MS. As in the
case of the HMS, the number of threads and the speed-up selected with the auto-tuning
methodology was not far from the experimental optimum. It can be seen that the technique
applied for MS is also valid for HMS.

Table 2: Speed-up and number of threads for other two parameter combinations in the two-level
parallel routine when applying the HMS. Optimum experimental values (optimum), values obtained
with auto-tuning (model) and experimental speed-up values obtained from threads given by model
(opt.-mod.).

threads 1-level threads 2-levels speed-up
INEIni PEIIni IIEIni optimum model optimum model optimum model opt.-mod.

50 50 1 9 6 8 7 14 15 11
100 50 1 9 8 4 9 15 24 14

Table 3: Speed-up and number of threads for INEIni = 100 and 500 in the one-level parallel routine
when applying the MS. Optimum experimental values (optimum), values obtained with auto-tuning
(model) and experimental speed-up values obtained from threads given by model (opt.-mod.).

threads speed-up
INEIni optimum model optimum model opt.-mod.

100 55 35 22 18 21
500 64 78 44 39 44
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Figure 3: Theoretical and experimental speed-up when varying the number of threads for three
parameters in a one-level parallel routine when applying the MS.

Table 4: Speed-up and number of threads for other parameter combinations in the two-level parallel
routine when applying the MS. Optimum experimental values (optimum), values obtained with auto-
tuning (model) and experimental speed-up values obtained from threads given by model (opt.-mod.).

threads speed-up
INEIni PEIIni IIEIni optimum model optimum model opt.-mod.

100 50 10 30 26 15 11 13
500 100 5 32 59 29 27 29
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5 Conclusions and future work

The auto-tuning methodology previously applied to parameterized shared-memory meta-
heuristic schemes can be applied to hyperheuristics based on metaheuristic schemes. The
auto-tuning in this case offers additional difficulties to those in previous works, but the
benefit is more apparent, due to the large execution time of the resulting hyperheuristic.
The applicability of the methodology has been shown with a problem of minimization of
electricity consumption in wells exploitation and in a large shared-memory system. The
methodology provides satisfactory values for the number of threads to use in the applica-
tion of the parallel hyperheuristic, which has been shown for two basic functions in the
hyperheuristic scheme, but the auto-tuning works the same way for the other functions.

The auto-tuning methodology has not yet been integrated in the metaheuristic scheme,
and this is the most immediate step. Another possibility to improve the application of the
hyperheuristic is to determine search ranges for each metaheuristic parameter, so reducing
the possible values of the elements in the metaheuristic with which the hyperheuristic is
implemented.

Similar parameterized, parallel metaheuristic schemes together with the corresponding
auto-tuning methodology should be developed for message-passing or GPU, which may be
preferable for the application of hyperheuristics with large reference sets or with a high cost
of the fitness function (application of the underlying methodologies).
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[5] Cuenca, J., Giménez, D., González, J.: Architecture of an automatic tuned linear
algebra library. Parallel Computing 30, 187–220 (2004).
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Abstract

In this work, we study the impact of renumbering the cells of unstructured triangu-
lar finite volume meshes on the performance of CUDA implementations of several finite
volume schemes to simulate two-layer shallow water systems. We have used several
numerical schemes with different demands of computational power whose CUDA im-
plementations exploit the texture and L1 cache units of the GPU multiprocessors. Two
different reordering schemes based on reducing the bandwidth of the adjacency matrix
for the volume mesh have been used. Several numerical experiments performed on a
Fermi-class GPU show that enforcing an ordering which enhances the data locality can
have a significant impact on the runtime, and this impact is higher when the numerical
scheme is computationally expensive.

1 Introduction

Currently, Graphics Processing Units (GPUs) are being used extensively to accellerate con-
siderably numerical simulations in science and engineering. These platforms make it possible
to achieve speedups of an order of magnitude over a standard CPU in many applications and
are growing in popularity [16]. In particular, GPUs have been used in many applications
based on finite volume numerical schemes [1, 2, 3, 7]. Currently, most of the GPU imple-
mentations of numerical schemes are based on the CUDA framework [14] which includes
an extension of the C/C++ language to facilitate the programming of NVIDIA GPUs for
general purpose applications.
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Although the performance of finite volume computations for unstructured meshes could
be substantially improved by using GPU platforms, the irregularity of the memory access
patterns hampers this goal.

Obtaining high performance on a CUDA-enabled GPU implementation of unstructured
mesh computations is not easy because mesh data cannot be easily laid out so as to enable
coalescing [15]. However, the renumbering of the data cells of a mesh has proved to be an
important way to improve the performance in parallel numerical computations which work
on unstructured meshes [4] because a suitable data ordering optimizes the cache usage. In
GPU, this approach could be possible if the ordering enables enough locality to use textures
and to improve the L1 cache usage.

In modern CUDA-enabled GPUs, reads from texture memory are cached in a manner
that preserves spatial locality, meaning that data reads from nearby points in space will
possibly be cache hits. On the other hand, in Fermi class GPUs, the same on-chip memory
can be dedicated mostly as L1 cache for each kernel call to reduce bandwidth demand [15].
A better access to texture and global memory can be achieved by renumbering the elements
in an unstructured mesh such that the elements nearby in the mesh remain nearby in texture
and global memory, enabling a better exploitation of the texture and L1 cache. Thus, one
can obtain substantial performance improvements without changing the code.

In this paper, we study the impact of renumbering the cells of unstructured triangular
finite volume meshes on the GPU performance for CUDA implementations of several finite
volume two-layer shallow water solvers. These CUDA solvers have been implemented to
take advantage of the texture and L1 cache units of a Fermi-class GPU, and exhibit different
numerical intensity profiles. In order to apply a cell reordering which enhances the data
locality, two reordering schemes based on reducing the bandwidth of the adjacency matrix
for the mesh are used. Our goal is to evaluate the effect of these reordering techniques on
the runtime of the finite volume CUDA solvers.

The outline of the article is as follows: the next section describes the underlying math-
ematical model and presents three finite volume numerical schemes to solve it. In Section
3 the CUDA implementation of the schemes is briefly described. Next, two bandwidth
reduction techniques which will be used as renumbering strategies are introduced in Sec-
tion 4. Section 5 shows and analyzes the performance results obtained when the different
CUDA solvers are applied to two test problems on a NVIDIA GTX 580 GPU using different
ordering strategies. Finally, conclusions are drawn in Section 6.

2 Mathematical model and numerical schemes

The two-layer shallow water system [5] is a system of partial differential equations which
governs the 2d flow of two superposed immiscible layers of shallow fluids in a subdomain
Ω ⊂ R2. This system has been used as the numerical model to simulate ocean and estuarine
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currents, oil spills, ... and has the following form:

∂W

∂t
+
∂F1

∂x
(W ) +

∂F2

∂y
(W ) = B1(W )

∂W

∂x
+B2(W )

∂W

∂y
+ S1(W )

∂H

∂x
+ S2(W )

∂H

∂y
, (1)

where W =
(
h1 q1,x q1,y h2 q2,x q2,y

)T ,

F1(W ) =
(
q1,x

q21,x
h1

+
1
2
gh2

1

q1,xq1,y
h1

q2,x
q22,x
h2

+
1
2
gh2

2

q2,xq2,y
h2

)T
,

F2(W ) =
(
q1,y

q1,xq1,y
h1

q21,y
h1

+
1
2
gh2

1 q2,y
q2,xq2,y
h2

q22,y
h2

+
1
2
gh2

2

)T
,

Sk(W ) =
(

0 gh1(2− k) gh1(k − 1) 0 gh2(2− k) gh2(k − 1)
)T
, k = 1, 2,

Bk(W ) =
(

0 P1,k(W )
rP2,k(W ) 0

)
, Pl,k(W ) =

 0 0 0
−ghl(2− k) 0 0
−ghl(k − 1) 0 0

 , l = 1, 2.

Index 1 in the unknowns makes reference to the upper fluid layer and index 2 to the
lower one; g is the gravity and H(x), the depth function measured from a fixed level of
reference; r = ρ1/ρ2 is the ratio of the constant densities of the layers (ρ1 < ρ2) which,
in realistic oceanographical applications, is close to 1. Finally, hi(x, t) and qi(x, t) are,
respectively, the thickness and the mass-flow of the i-th layer at the point x at time t, and
they are related to the velocities ui(x, t) = (ui,x(x, t), ui,y(x, t)), i = 1, 2 by the equalities:
qi(x, t) = ui(x, t)hi(x, t), i = 1, 2.

To discretize System (1), the computational domain D is divided into L cells or finite
volumes Vi ⊂ R2, which are assumed to be triangles. Given a finite volume Vi, Ni ∈ R2 is
the barycenter of Vi, ℵi is the set of indexes j such that Vj is a neighbour of Vi; Γij is the
common edge of two neighbouring cells Vi and Vj , and |Γij | is its length; ηij = (ηij,x, ηij,y)
is the unit vector which is normal to the edge Γij and points towards Vj [5] (see Fig. 1).

Figure 1: Finite volumes
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Assume that the approximations at time tn, Wn
i (i = 1, . . . , L), have already been

computed. To advance in time, with ∆tn being the time step, all the numerical schemes
which will be used have the following general form:

Wn+1
i = Wn

i −
∆tn

|Vi|
∑
j∈ℵi

|Γij |F−ij (Wn
i ,W

n
j , Hi, Hj) (2)

where |Vi| is the area of Vi.
The computation of F−ij (Wn

i ,W
n
j , Hi, Hj) ∈ R6 in (2) depends on the particular nume-

rical scheme. Here, three different numerical schemes will be presented: the classical Roe
scheme [5], the IR-Roe scheme [2] and the PVM-IFCP scheme [6].

To compute the n-th time step, the following condition can be used:

∆tn = min
i=1,...,L

{[∑
j∈ℵi
| Γij |‖ Dij ‖∞
2γ | Vi |

]−1
}

(3)

where γ, 0 < γ ≤ 1, is the CFL (Courant-Friedrichs-Lewy) parameter.

2.1 The classical Roe scheme

In the classical Roe scheme, F−ij (herein called FROE−ij ) is computed as follows:

FROE
−

ij (Wn
i ,W

n
j , Hi, Hj) = P−ij

(
Aij

(
Wn
j −Wn

i

)
− Sij (Hj −Hi)

)
+ Fηij (Wn

i ) ,

FROE
+

ij (Wn
i ,W

n
j , Hi, Hj) = P+

ij

(
Aij

(
Wn
j −Wn

i

)
− Sij (Hj −Hi)

)
− Fηij (Wn

j ) .

FROE
−

ij and FROE
+

ij are the contributions of the edge Γij to the state of the volumes
Vi and Vj , respectively, where Fηij (W ) = F1(W ) ηij,x + F2(W ) ηij,y and Hα = H(Nα) with
α = i, j. Aij ∈ R6×6 and Sij ∈ R6 depends on Wn

i and Wn
j (see [5] for more details). The

matrix P±ij is calculated as:

P±ij =
1
2
Kij · (I ± sgn(Dij)) · K−1

ij

where I is the identity matrix, sgn(Dij) is a diagonal matrix whose coefficients are the sign
of the eigenvalues of Aij , and the columns of Kij ∈ R6×6 are the associated eigenvectors
(see [5] for more details).

2.2 The IR-Roe scheme

The IR-Roe scheme exploits that system (1) verifies the property of rotational invariance
(see [2] for more details) to reduce the computational costs without losing excessive accuracy.
The resultant formula for F±ij (herein called F IR−ROE±ij ) reads as follows:
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F IR−ROE±ij = T−1
ηij

[(
Φ±

ηij

)
[1]

(
Φ±

ηij

)
[2]

(
Φ±

η⊥ij

)
[1]

(
Φ±

ηij

)
[3]

(
Φ±

ηij

)
[4]

(
Φ±

η⊥ij

)
[2]

]T
.

where:

• Tηij =
(
Rηij 0
0 Rηij

)
, Rηij =

 1 0 0
0 ηij,x ηij,y
0 −ηij,y ηij,x

 .

•
(

Φ±ηij

)
[l]

is the l-th component of the vector Φ±ηij
∈ IR4 which is defined as follows:

Φ−
ηij

= P−ij

(
F1(Wn

ηij ,j
)−F1(Wn

ηij ,i
)− Bij − Sij (Hj −Hi)

)
+ F1(Wn

ηij ,i
) ,

Φ+
ηij

= P+
ij

(
F1(Wn

ηij ,j
)−F1(Wn

ηij ,i
)− Bij − Sij (Hj −Hi)

)
−F1(Wn

ηij ,j
) .

Here P±ij = 1
2Kij · (I ± sgn(Dij)) · K−1

ij , where I is the identity matrix, Kij is the
matrix whose columns are the eigenvectors of a Roe matrix Aij ∈ R4×4 which de-
pends on Wn

ηij ,i
and Wn

ηij ,j
(see [2] for more details), being Wn

ηij ,α = TηijW
n
α (α =

i, j). sgn(Dij) is the diagonal matrix whose coefficients are the signs of the ei-
genvalues of Aij . F1(Wn

ηij ,α) = F1(Wn
ηij ,α)[1,2,4,5] and Sij = S1(Wn

ηij ,ij

)
[1,2,4,5]

,

Bij =
(
B1(Wn

ηij ,ij
)
(
Wn

ηij ,j
−Wn

ηij ,i

))
[1,2,4,5]

(α = i, j), where Wn
ηij ,ij

is the ’Roe in-

termediate state’ corresponding to Wn
ηij ,i

and Wn
ηij ,j

(see [5] for more details), and
W[i1,··· ,is] is the vector defined from vector W , using its i1-th, . . . , is-th components.

• Φ±
η⊥ij

= ∓
[(

Φ−ηij

)
[1]
u∗

1,η⊥ij

(
Φ−ηij

)
[3]
u∗

2,η⊥ij

]T

,where u∗
k,η⊥ij

is defined as follows:

u∗
k,η⊥ij

=


“
Wn

ηij ,i

”
[k(k+2)]

hk,i
If
(

Φ−ηij

)
[2k−1]

> 0“
Wn

ηij ,j

”
[k(k+2)]

hk,j
Otherwise

, k = 1, 2.

2.3 The PVM-IFCP-scheme

The PVM (Polynomial Viscosity Matrix) schemes are a family of numerical schemes for
non conservative hyperbolic systems [6] which are defined in terms of viscosity matrices
obtained from the polynomial evaluation of a Roe matrix. The main advantage of these
methods is that they only need some information about the eigenvalues of the system and
the spectral decomposition of the Roe matrix is not needed unlike the previous schemes.

For a PVM scheme, F−ij (Wn
i ,W

n
j , Hi, Hj) is obtained by applying a similar process to

that described in 2.2 to derive FIR−ROE
±

ij . However, the flux Φ±ηij
is obtained by:

c©CMMSE ISBN:978-84-615-5392-1Page  405 of  1573



Evaluating the impact of cell renumbering of unstructured meshes. . .

Φ−
ηij

=
1
2

(
F1(Wηij ,j)−F1(Wηij ,i)− Bij − Sij (Hj −Hi)

−Qij
(
(Wηij ,j −Wηij ,i)[1,2,4,5] −A−1

ij Sij (Hj −Hi)
) )

+ F1(Wηij ,i) ,

Φ+
ηij

=
1
2

(
F1(Wηij ,j)−F1(Wηij ,i)− Bij − Sij (Hj −Hi)

+Qij
(
(Wηij ,j −Wηij ,i)[1,2,4,5] −A−1

ij Sij (Hj −Hi)
) )
−F1(Wηij ,j) , (4)

where F1(Wηij ) and Bij are defined in 2.2. Qij is the viscosity matrix defined as Qij =
αij0 I + αij1 Aij + αij2 A2

ij + . . . + αijl A
l
ij , where I is an identity matrix and αijk , k = 0, . . . , l,

are particular coefficients of the PVM scheme.
The PVM-IFCP (Intermediate Field Capturing Parabola) scheme [9] is defined by the

coefficients αk, k = 0, 1, 2, obtained by solving the following system: 1 λ1 (λ1)2

1 λn (λ4)2

1 χint (χint)2


 α0

α1

α2

 =

 |λ1|
|λ4|
|χint|

 (5)

being λ1 < λ2 < λ3 < λ4 the eigenvalues of the matrix Aij and

χint = Sext · max
2≤i≤3

(|λi|) with Sext =
{

sgn(λ1 + λ4) si (λ1 + λ4) 6= 0
1 otherwise

The choice of these coefficients provokes that this scheme is linearly L∞ stable with the
aforementioned CFL condition (see Equation (3)).

3 CUDA implementation of the schemes

The general structure of the CUDA implementation of the three numerical schemes exposed
in Section 2 is the same for all the schemes. This implementation is a variant of the
implementation described in [7], Section 7.3 and [2], Section 5. The general steps of the
implementation are depicted in Figure 2. Each step executed on the GPU is assigned to a
CUDA kernel. Next, we briefly describe each step:

- Build finite volume mesh: Volume data is stored in two arrays of L float4
elements as 1D textures, where each element contains the data (state, depth and area) of a
cell. We have used textures because each edge (thread) only needs the data of adjacent cells
and texture memory is especially suited for each thread to access its closer environment in
texture memory by exploiting the texture cache. Edge data is stored in two arrays in global
memory with a size equal to the number of edges: an array of float2 elements for storing
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Figure 2: Structure of the CUDA Implementation for all the schemes

the normals, and another array of int4 elements for storing, for each edge, the positions of
the neighboring volumes in the volume textures and the positions of the two accumulators
where the edge must write its contributions to the state of the neighboring volumes.

- Edge Processing: In this step each thread represents an edge Γij , i, j ∈ 1, . . . , L,
and computes the contribution F±ij of the edge to their adjacent volumes Vi and Vj . This is
the most costly computation phase and the particular calculations performed in this step
depends on the particular numerical scheme.

The threads contribute to a particular cell by means of six accumulators, each one being
an array of L float4 elements stored in global memory (see [7] for more details). The
ordering of the elements at each accumulator matches with the ordering of the elements in
the volume data array.

- Compute Wi and ∆ti for each volume: In this step, each thread represents
a volume and computes the local ∆ti of the volume Vi in accordance with (3) and also
updates the state Wi of that volume in accordance with (2) (see [7] for more details).

Since the 1D textures containing the volume data are stored in linear memory, we
update the textures by writing directly into them.

- Obtain minimum ∆t: This phase finds the minimum of the local ∆ti of the volumes
by applying the most optimized kernel of the reduction sample included in the CUDA
Software Development Kit [14]. The global step size ∆t obtained will be used in the next
iteration.

4 Reordering techniques based on bandwidth reduction

Many algorithms to reduce the bandwidth of a sparse symmetric matrix have been published
in the literature. The Cuthill-McKee [8] and the Gibbs, Poole and Stockmeyer (GPS) [11]
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algorithms are two of the most popular. The Reverse Cuthill-McKee algorithm (RCM) [10]
is a modification of the original algorithm where the resulting index numbers are reversed.
RCM algorithm usually generates a more reduced profile than the original algorithm and
consequently is most widely used.

Note that the application of a bandwitdh reduction algorithm to reorder the elements
of the volume arrays enables adjacent volumes in the mesh to be in closer positions in the
arrays which store the volume data. As a consequence, these algorithms can improve the
data locality and enable an optimization of the cache usage. In this work, we will analyze
the impact of ordering the mesh cells according to RCM and GPS algorithms.

5 Numerical Experiments

In this section we will study how the ordering of the volumes in the arrays which store
the volume data affects the GPU execution times obtained with different solvers. We will
consider two test problems:

Test 1 This test consists in an internal circular dambreak problem in the [−5, 5]× [−5, 5]
domain. Depth is given by H(x, y) = 6 and the initial condition is:

W 0
i (x, y) =

(
h1(x, y), 0, 0, h2(x, y), 0, 0

)T
, where

h1(x, y) =
{

4.0 if
√
x2 + y2 > 1.5

0.5 otherwise
, h2(x, y) = H − h1(x, y)

The ratio of densities is r = 0.5 and CFL paramenter is γ = 0.9.

Test 2 This test represents two unstable water layers in the [−5, 5] × [−5, 5] domain.
Depth function is H(x, y) = 1− 1.5 · e−x2−y2 and the initial state is:

W 0
i (x, y) =

(
h1(x, y), 0, 0, h2(x, y), 0, 0

)T
, where

h1(x, y) =
{

4.0 if x ≥ 0
0.5 otherwise

, h2(x, y) =
{

0.5 if x ≥ 0
4.0 otherwise

The ratio of densities is r = 0.98 and CFL parameter is γ = 0.9.
For both test problems, the simulation time is 0.1 seconds and wall boundary conditions

(q1 · η = 0, q2 · η = 0) are considered. All the CUDA programs have been executed on
an Intel Xeon server with 8 GB RAM containing a GeForce GTX 580 card and the GNU
compiler has been used to derive the executables. We assign a size of 48 KB to L1 cache
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and 16 KB to shared memory in all the kernels excepting the kernel used to obtain the
minimum ∆t. The edge processing kernel has been executed using a one dimensional grid
of blocks with a blocksize equals to 64 threads.

Classical Roe IR-Roe PVM-IFCP
Volumes MATLAB RCM GPS MATLAB RCM GPS MATLAB RCM GPS

4000 0.069 0.072 0.071 0.020 0.022 0.021 0.0048 0.0050 0.0050
16000 0.44 0.38 0.43 0.092 0.081 0.084 0.020 0.024 0.023
64000 3.13 2.36 2.71 0.65 0.51 0.57 0.14 0.15 0.15
256000 22.91 15.12 17.04 4.68 3.26 3.70 1.01 1.00 1.04
1024000 167.2 99.98 108.9 33.97 21.34 23.70 7.81 7.47 7.69
2080560 625.6 384.6 480.0 127.1 78.58 94.61 29.37 27.98 28.74

Table 1: Execution times in seconds for test 1 before and after applying the RCM and GPS
algorithms using a GeForce GTX 580.

Classical Roe IR-Roe PVM-IFCP
Volumes MATLAB RCM GPS MATLAB RCM GPS MATLAB RCM GPS

4000 0.059 0.061 0.061 0.022 0.021 0.021 0.0042 0.0045 0.0044
16000 0.37 0.34 0.37 0.11 0.089 0.098 0.017 0.020 0.020
64000 2.71 2.19 2.44 0.79 0.53 0.59 0.11 0.12 0.12
256000 20.97 14.80 16.46 6.06 3.31 3.82 0.85 0.86 0.88
1024000 166.9 103.5 113.4 46.07 21.35 24.48 6.73 6.37 6.56
2080560 623.8 395.7 502.2 169.2 75.40 100.3 25.15 23.40 24.93

Table 2: Execution times in seconds for test 2 before and after applying the RCM and GPS
algorithms using a GeForce GTX 580.

We have generated several triangular meshes using the Partial Differential Equation
Toolbox for MATLAB [13]. In order to compare the different orderings of the volume
arrays, we will execute the single precision CUDA programs of the classical Roe, IR-Roe
and PVM-IFCP schemes using the two former test problems and three different volume
orderings: the original provided by MATLAB and the resulting of applying the RCM and
the GPS algorithms to the original meshes. The symrcm MATLAB function and the Fortran
code given by the 582 TOMS algorithm [12] have been used to apply the RCM and GPS
algoritms, respectively.

For all the volume orderings, Tables 1 and 2 show the GPU runtimes in seconds for tests
1 and 2, respectively, Figure 3 shows the time reduction obtained with all the numerical
schemes and test problems, Figure 4 depicts graphically the adjacency matrices of the 4000
volumes mesh, and Table 3 shows the bandwidth of the adjacency matrices of all meshes.

We can see that, for the biggest meshes, the RCM ordering has given the best runtimes
in all cases. Specifically, with the classical Roe and IR-Roe schemes, execution times have
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Figure 3: GPU time reduction obtained with respect to the original meshes provided with
MATLAB: (a) Test 1; (b) Test 2.

Number of volumes MATLAB RCM GPS
4000 3786 73 62
16000 12000 147 126
64000 48000 294 249
256000 192000 598 500
1024000 768000 1206 1004
2080560 1996159 1728 1378

Table 3: Bandwidth of the meshes before and after applying RCM and GPS algorithms.

reduced approximately between 37 and 55 % for the meshes with more than one million
volumes in both test problems, whereas using the PVM-IFCP scheme the runtimes have
reduced the 5 %. The GPS ordering, although providing a lower bandwidth than RCM, has
given worse execution times than RCM for the biggest meshes in all cases.

6 Conclusions

The performance optimization of finite volume shallow water solvers for unstructured meshes
running on GPUs has been dealt. The reordering of the volumes in the arrays which store
the volume data in GPU by using bandwidth reduction techniques makes it possible to
reduce substantially the execution times obtained because the L1 and texture cache usage
is optimized. The highest reduction has been achieved achieved when the reverse Cuthill-
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Figure 4: Adjacency matrices for the mesh with 4000 volumes before and after applying
RCM and GPS algorithms. nz denotes the number of non-zero elements: (a) original mesh
obtained with MATLAB; (b) after applying RCM; (c) after applying GPS.

McKee ordering is applied to these arrays and we obtain an improvement of 5 to 55%
approximately in the GPU simulation times (depending on the numerical scheme) with
respect to the ordering provided when the volume mesh is generated by the MATLAB PDE
toolkit. The impact seems to be higher when the numerical intensity of the solver and the
problem size grow.
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