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Preface 
 
We are honoured to bring you this collection of articles and extended abstracts from the 
Eighth International Conference on Computational and Mathematical Methods in Science 
and Engineering (CMMSE 2008), held at the Hotel Galua, La Manga del Mar Menor, Spain 
June 13--17, 2008. The primary focus of CMMSE is on new ideas and interdisciplinary 
interaction in rapidly growing fields of computational mathematics, mathematical modelling, 
and applications.  
 
CMMSE 2008 special sessions represent advances in numerical solution of ordinary 
differential equations, mathematical modelling in artificial intelligence, industrial 
mathematics, algorithms and computations for complex network, bio-mathematics, dynamical 
systems, computational partial differential equations, computational quantum chemistry, and 
education reform and use of new teaching resources in mathematics. 
 
In addition to the use of numerical analysis and differential equations techniques to modelling 
scientific and engineering will also touch other areas where the use of  Numerical 
mathematics is limited, but not the use of Computational Mathematics are, such fields of 
reasoning or mathematical theory of artificial intelligence are also included in this volume. 
 
 
We would like to thank the plenary speakers for their excellent contributions in research and 
leadership in their respective fields. We express our gratitude to the special session 
organizers, who have been a very important part of the conference, and, of course, to all 
participants.  
 
La Manga del Mar Menor, Spain, June 02, 2008 
 
 

J. Vigo-Aguiar, Harihar Khanal, J. L. Garcia Guirao, S. Oharu, Ezio Venturino
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Some results about inverse-positive matrices

Manuel F. Abad1, Maria T. Gassó1 and Juan R. Torregrosa1

1 Instituto de Matemática Multidisciplinar, Universidad Politécnica de Valencia

emails: maabrod@mat.upv.es, mgasso@mat.upv.es, jrtorre@mat.upv.es

Abstract

A nonsingular real matrix A is said to be inverse-positive if all the elements of
its inverse are nonnegative. This class of matrices contains the M -matrices, from
which inherit some of their properties and applications, especially in Economy.
In this paper we present some new characterizations for inverse-positive matrices
and we analyze when this concept is preserved by the sub-direct sum of matrices.
We also study the inverse-positivity of real square matrices whose entries have a
particular sign patterns.

Key words: Inverse-positive matrix, M-matrix, Sub-direct sum, Checkerboard
pattern.

MSC 2000: 15A09

1 Introduction

In economics as well as other sciences, the inverse-positivity of real square matrices has
been an important topic. A nonsingular real matrix A = (aij) is said to be inverse-
positive if all the elements of its inverse are nonnegative. An inverse-positive matrix
being also a Z-matrix, is a nonsingular M -matrix, so the class of inverse-positive ma-
trices contains the nonsingular M -matrices, which have been widely studied and whose
applications, for example, in iterative methods, dynamic systems, economics, mathe-
matical programming, etc, are well known.

Of course, every inverse-positive matrix is not an M -matrix. For instance,

A =
(

0 2
3 −1

)
is an inverse-positive matrix that is not an M -matrix.

The inverse-positivity is preserved by multiplication, left or right positive diagonal
multiplication, positive diagonal similarity and permutation similarity.

The paper is structured as follows. In section 2 we present some conditions in order
to obtain new characterizations for inverse-positive matrices.
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The sub-direct sum of matrices is a generalization of the usual sum of matrices. This
concept was introduced by Johnson and Fallat in [2] and arises naturally in a variety of
ways such as in matrix completion, overlapping subdomains in domain decomposition
methods, etc. It also appears in many variants of additive Schwartz preconditioning,
and when analyzing additive Schwartz methods for Markov chains. In section 3 we
study the question of when the sub-direct sum of two inverse-positive matrices is an
inverse-positive matrix.

In section 4 we analyze the inverse-positivity of matrices that very often occur in
relation to Leontief model of circulating capital without joint production. For instance,
matrices that for size 5× 5 have the form

A =

⎛⎜⎜⎜⎜⎝
1 −a 1 −a 1
1 1 −a 1 −a

−a 1 1 −a 1
1 −a 1 1 −a

−a 1 −a 1 1

⎞⎟⎟⎟⎟⎠ ,
where a is a real parameter with economic interpretation.

Johnson in [4] studied the possible sign patterns of a matrix which are compatible
with inverse-positiveness. Following his results we analyze, in section 5, the mentioned
concept for a particular type of pattern: the checkerboard pattern. We study the
inverse-positivity of bidiagonal, tridiagonal and lower (upper) triangular matrices with
checkerboard pattern. We obtain characterizations of the inverse-positivity for each
class of matrices.

2 Characterization of inverse-positive matrices

The problem of characterizing inverse-positive matrices has been extensively dealt with
in the literature (see for example [1]). In this section we show the main (and equivalent)
characterizations of inverse-positive matrices.

Let x be a vector in Rn. In this paper we denote by x ≥ 0 when all the components
of x are nonnegative, x > 0 when all the components of x are nonnegative but not all
zero simultaneously, and x >> 0 when all the components x are positive.

Let A be an n×n real matrix. Consider the nonempty subset S of N = {1, 2, . . . , n}
and T = Sc, the complement of S with respect N . Now, we consider the following
property

If, for x ≥ 0,we have (Ax)j > 0,∀j ∈ S and (Ax)j = 0,∀j ∈ T, then x >> 0. (1)

Let C be the class of n×n real matrices that satisfy property (1). We can establish
the following result.

Proposition 2.1 Let A be a nonsingular real matrix of size n×n. Then A ∈ C if and
only if (A−1)j > 0, ∀j ∈ S and given i ∈ N , ∃j ∈ S such that (A−1)ij > 0.

Now, the main characterization of inverse-positive matrices is:
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Theorem 2.1 An n × n real matrix A is inverse-positive if and only if ∀ b >> 0,
∃ x >> 0 such that Ax = b.

From this theorem we can establish the following result.

Corollary 2.1 Let A be an n× n real matrix. Then A is inverse- positive if and only
if A is monotone.

We recall that an n× n real matrix is said to be monotone if ∀x ∈ Rn , if Ax ≥ 0 then
x ≥ 0.

3 Sub-direct sum of inverse-positive matrices

As we have said in the introduction, the sub-direct sum was introduced by Johnson
and Fallat in [2], where many of their properties were analyzed.

Let A,B be square matrices of n1 and n2 orders, respectively, and let k be an
integer such that 1 ≤ k ≤ min(n1, n2). Suppose that A and B are partitioned as
follows

A =
(
A11 A12

A21 A22

)
, B =

(
B11 B12

B21 B22

)
,

where A22 and B11 are square matrices of order k. Then, the sub-direct sum of order k
of A and B, indicated by C = A⊕k B, is the matrix

C =

⎛⎝ A11 A12 0
A21 A22 +B11 B12

0 B21 B22

⎞⎠ .
Sub-direct sum of two inverse-positive matrices is not in general a inverse-positive

matrix, as we can see in the following example.

Example 1 Let us consider the inverse-positive matrices

A =

⎛⎜⎜⎝
−1 2 0 0

3 −1 0 0
−1 −1 6 −4
−1 −1 −1 1

⎞⎟⎟⎠ , B =

⎛⎜⎜⎝
−2 1 0 0

8 −1 0 0
−1 −1 −1 2
−1 −1 3 −1

⎞⎟⎟⎠ .
It is easy to see that matrix

C = A⊕2 B =

⎛⎜⎜⎜⎜⎜⎜⎝

−1 2 0 0 0 0
3 −1 0 0 0 0
−1 −1 4 −3 0 0
−1 −1 7 0 0 0

0 0 −1 −1 −1 2
0 0 −1 −1 3 −1

⎞⎟⎟⎟⎟⎟⎟⎠
is not inverse-positive.
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In this paper we study the conditions for a sub-direct sum of inverse-positive ma-
trices lies in the class, and it is appropriate to consider k = 1 and k > 1 separately.

We also study the question: if C is an inverse-positive matrix,

C =

⎛⎝ C11 C12 0
C21 C22 0
0 C32 C33

⎞⎠
may C be written as C = A⊕B, such that A and B lie in the class when C22 is 1× 1
and separately when C22 is k × k with k > 1. We obtain the following results.

1. Let A,B be the inverse-positive matrices

A =
(
A11 0
aT

21 a22

)
, B =

(
b22 0
bT32 B33

)
.

It can be proved that C = A⊕1 B is inverse-positive.

Moreover, let C be the inverse-positive matrix

C =

⎛⎝ C11 0 0
cT21 c22 0
0 cT32 C33

⎞⎠
then C can always be expressed as C = A⊕1 B where

A =
(
A11 0
aT

21 a22

)
, B =

(
b22 0
bT32 B33

)
,

are inverse-positive matrices.

2. Let us now consider the inverse-positive matrices

A =
(
A11 a12

aT
21 a22

)
B =

(
b22 b23

bT32 B33

)
where a22 and b22 are scalars. It can be proved that C = A⊕1B is inverse-positive
if and only if A11 and B33 are inverse-positive matrices.

Let us now consider the inverse-positive matrix

C =

⎛⎝ C11 c12 0
cT21 c22 c23

0 cT32 C33

⎞⎠ ,
where C11 and C33 are inverse-positive matrices. It can be proved that C can
always be expressed as C = A⊕1 B, where
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A =
(
C11 c12
cT21 a22

)
, B =

(
b22 c23

cT32 C33

)
,

with a22 = c22 − c23C
−1
33 c

T
32 − ε and b22 = c22 − a22

3. Using the standard patterns of A and B in order to study the properties of
the sub-direct sum, it can be proved that, when A and B, both inverse-positive
matrices, have the form

A =
(
A11 0
A21 A22

)
, B =

(
B11 B12

0 B22

)
,

then C = A⊕k B is inverse-positive.

Let us now consider the inverse-positive matrix

C =

⎛⎝ C11 0 0
C21 C22 C23

0 0 C33

⎞⎠
It can be proved that C can always be expressed as C = A⊕k B, where

A =
(
C11 0
C21 A22

)
B =

(
B22 C23

0 C33

)
are inverse-positive matrices.

4. Nevertheless, when A and B, both inverse-positive, are in the form:

A =
(
A11 0
A21 A22

)
, B =

(
B11 0
B21 B22

)
,

let us designate H = A−1
22 + B−1

11 . It can be proved that if H is inverse-positive
then the sub-direct sum of A and B is inverse-positive. The reciprocal does not
hold.

Carrying on the same case, let us now designate H ′ = A22 + B11. Given b =
[b1, b2, b3]T ∈ Rn1+n2−k

+ , with b1 ∈ Rn1−k, b2 ∈ Rk and b3 ∈ Rn2−k, we wonder
if exists some vector u > 0 such as Cu = b. As A and B are inverse-positive, it
exists the positive vectors x1 ∈ Rn1−k, y1 ∈ Rk, x2 ∈ Rk and y2 ∈ Rn2−k, such as

A

(
x1

y1

)
=
(
b1
b2

)
, B

(
x2

y2

)
=
(
b2
b3

)
.

It can be proved that if matrix V

V =
(
B21 B21x2

H ′ A22y1

)
,
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has rank k, then the sub-direct sum is inverse-positive.

Let us now consider the inverse-positive matrix

C =

⎛⎝ C11 0 0
C21 C22 0
0 C32 C33

⎞⎠
It can be proved that C can always be expressed as C = A⊕k B, where

A =
(
C11 0
C21 A22

)
B =

(
B22 0
C32 C33

)
are inverse-positive matrices.

Unlike, the general case C = A⊕k B, where A and B have the form

A =
(
A11 A12

A21 A22

)
, B =

(
B11 B12

B21 B22

)
,

and the conversely problem are still open problems.

4 Special pattern of inverse-positive matrices

In this section we are going to analyze the inverse-positivity of a particular type of
square matrices. As we can see in [3], these matrices are used in Input-Output Leontief
models with fixed capital. It is important to know in that models when these matrices
are inverse-positive.

For example, for the particular 3 × 3 case, this special class of matrices have the
form:

A =

⎛⎝ 1 −a 1
1 1 −a

−a 1 1

⎞⎠ .
It is easy to see that the inverse of A is

A−1 =

⎛⎜⎜⎜⎜⎝
−1

a2 − a− 2
−1

a2 − a− 2
−a+ 1

a2 − a− 2−a+ 1
a2 − a− 2

−1
a2 − a− 2

−1
a2 − a− 2−1

a2 − a− 2
−a+ 1

a2 − a− 2
−1

a2 − a− 2

⎞⎟⎟⎟⎟⎠
when a �= −1 or a �= 2. This inverse is nonnegative if 1 ≤ a ≤ 2.

It is easy to generalize the above example to real square matrices with an arbitrary
size. Let A be a real matrix of size n × n whose diagonal elements are all equal to 1,
and in each row, shifting from the diagonal element to the right, (−a) and 1 appear
alternately (jumping back to the first element at the rightmost one).
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Example 2 In this example, A1 and A2 are matrices of this class with sizes odd and
even, respectively.

A1 =

⎛⎜⎜⎝
1 −a 1 −a

−a 1 −a 1
1 −a 1 −a

−a 1 −a 1

⎞⎟⎟⎠ , A2 =

⎛⎜⎜⎜⎜⎝
1 −a 1 −a 1
1 1 −a 1 −a

−a 1 1 −a 1
1 −a 1 1 −a

−a 1 −a 1 1

⎞⎟⎟⎟⎟⎠
It is important to notice that if the number of columns and rows of A is even, then

A is singular for every value of parameter a, so it is not inverse-positive matrix.
When the size of the matrix is odd we can establish the following result.

Theorem 4.1 Let A be an n×n real matrix with n odd, n = 2k+1.Then A is inverse-
positive matrix if and only if 1 ≤ a < (1 + 1

k ).

In addition, each element of the inverse of A is a quotient whose denominator is
(ka2 − a− (k + 1)), while its numerator is either ((k − 1)a− k) or (−a+ 1).

5 Checkerboard inverse-positive matrices.

Following the results obtained by Johnson in [4], we analyze in this section a special
pattern of matrices known as checkerboard pattern.

Definition 5.1 A real matrix A = (aij), of size n× n, is said to have a checkerboard
pattern if sign(aij) = (−1)i+j, i, j = 1, 2, . . . , n.

For example, the matrices introduced in the previous section, with even size, have
checkerboard pattern.

Consider a nonsingular matrix A with checkerboard pattern. We are going to ana-
lyze the inverse-positivity when A is bidiagonal, tridiagonal or lower (upper) triangular
matrix.

If A is bidiagonal then A is inverse-positive, since in this case A is an M -matrix.
However, in general a tridiagonal matrix is not an inverse-positive matrix, as we

can observe in the following example.

Example 3 The tridiagonal matrix

A =

⎛⎝ 1 −1 0
−2 1 −3

0 −4 1

⎞⎠
is nonsingular with checkerboard pattern, but it is not an inverse-positive matrix.

In the following result we present sufficient conditions for a tridiagonal matrix to
be inverse-positive.

© CMMSE Volume I Page 7 of 720 ISBN: 978-84-612-1982-7



Proposition 5.1 Let A be an n× n tridiagonal nonsingular matrix with checkerboard
pattern. If detA[α] ≥ 0, for all α ⊆ {1, 2, . . . , n} and |α| ≥ 2, then A is an inverse-
positive matrix.

Finally, when A is a nonsingular lower (upper) triangular matrix, with checkerboard
pattern, the nonnegativity of its inverse is not guaranteed.

Example 4 Let us consider the lower triangular matrix

A =

⎛⎜⎜⎝
1 0 0 0

−2 1 0 0
3 −1 1 0

−4 5 −1 1

⎞⎟⎟⎠
It is easy to check that A is not inverse-positive.

Let GA be the associated graph to a matrix A. The following condition is related
with the alternate paths that appear in GA.

Definition 5.2 Let A be an n×n nonsingular matrix with checkerboard pattern. Then
A satisfies the PP -Condition if, for every alternate path {(i, k), (k, j), (i, j)}, we have

p(i, j) ≤ p(i, k)p(k, j), i �= k �= j,

where p(i, j) denotes the element of position (i, j) of the matrix A.

We need the next lemma in order to get the main result for the inverse-positivity
of this class of matrices.

Lemma 5.1 Let A be an n×n nonsingular lower triangular matrix, with checkerboard
pattern, that satisfies the PP -condition. Then

sign(detA[i, i+ 1, . . . , n|i− 1, i, . . . , n− 1]) = (−1)n+i−1, i = 2, 3, . . . , n− 1, n.

If A is an upper triangular matrix, the thesis of above lemma is

sign(detA[i− 1, i, . . . , n− 1|i, i+ 1, . . . , n]) = (−1)n+i−1, i = 2, 3, . . . , n− 1, n.

Theorem 5.1 Let A be an n × n nonsingular lower(upper) triangular matrix with
checkerboard pattern, that satisfies the PP-condition. Then A is an inverse-positive
matrix.
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Abstract

We analyse an epidemiological model of competing strains of pathogens and
hence differences in transmission for first versus secondary infection due to inter-
action of the strains with previously aquired immunities, as has been described
for dengue fever (in dengue known as antibody dependent enhancement, ADE).
Such models show a rich variety of dynamics through bifurcations up to deter-
ministic chaos. Including temporary cross-immunity even enlarges the parameter
range of such chaotic attractors, and also gives rise to various coexisting attrac-
tors, which are difficult to identify by standard numerical bifurcation programs
using continuation methods. A combination of techniques, including classical bi-
furcation plots and Lyapunov exponent spectra has to be applied in comparison
to get further insight into such dynamical structures. Here we present for the
first time multi-parameter studies in a range of biologically plausible values for
dengue. The multi-strain interaction with the immune system is expected to also
have implications for the epidemiology of other diseases.

Key words: numerical bifurcation analysis, Lyapunov exponents, Z2 symmetry,
coexisting attractors, antibody dependent enhancement (ADE)

1 Introduction

Epidemic models are classically phrased in ordinary differential equation (ODE) sys-
tems for the host population divided in classes of susceptible individuals and infected
ones (SIS system), or in addition, a class of recovered individuals due to immunity
after an infection to the respective pathogen (SIR epidemics). The infection term in-
cludes a product of two variables, hence a non-linearity which in extended systems
can cause complicated dynamics. Though these simple SIS and SIR models only show
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fixed points as equilibrium solutions, they already show non-trivial equilibria arising
from bifurcations, and in stochastic versions of the system critical fluctuations at the
threshold. Further refinements of the SIR model in terms of external forcing or dis-
tinction of infections with different strains of a pathogen, hence classes of infected with
one or another strain recovered from one or another strain, infected with more than
one strain etc., can induce more complicated dynamical attractors including equilibria,
limit cycles, tori and chaotic attractors.

Classical examples of chaos in epidemiological models are childhood diseases with
extremely high infection rates, so that a moderate seasonal forcing can generate Feigen-
baum sequences of period doubling bifurcations into chaos. The success in analysing
childhood diseases in terms of modelling and data comparison lies in the fact that they
are just childhood diseases with such high infectivity. Otherwise host populations can-
not sustain the respective pathogens. In other infectious diseases much lower forces
of infection have to be considered leading to further conceptual problems with noise
affecting the system more than the deterministic part, leading even to critical fluctu-
ations with power law behaviour, when considering evolutionary processes of harmless
strains of pathogens versus occasional accidents of pathogenic mutants [1]. Only ex-
plicitly stochastic models, of which the classical ODE models are mean field versions,
can capture the fluctuations observed in time series data [2].

More recently it has been demonstrated that the interaction of various strains on
the infection of the host with eventual cross-immunities or other interactions between
host immune system and multiple strains can generate complicated dynamic attractors.
A prime example is dengue fever. A first infection is often mild or even asymptomatic
and leads to life long immunity against this strain. However, a subsequent infection
with another strain of the virus often causes clinical complications up to life threaten-
ing conditions and hospitalization, due to ADE. More on the biology of dengue and its
consequences for the detailed epidemiological model structure can be found in Aguiar
and Stollenwerk [3] including literature on previous modelling attempts, see also [4].
On the biological evidence for ADE see e.g. [5]. Besides the difference in the force of
infection between primary and secondary infection, parametrized by a so called ADE
parameter φ, which has been demonstrated to show chaotic attractors in a certain
parameter region, another effect, the temporary cross-immunity after a first infection
against all dengue virus strains, parametrized by the temporary cross-immunity rate
α, shows bifurcations up to chaotic attractors in a much wider and biologically more
realistic parameter region. The model presented in the Appendix has been described in
detail in [3] and has recently been analysed for a parameter value of α = 2 year−1 cor-
responding to on average half a year of temporary cross immunity which is biologically
plausible [6]. For increasing ADE parameter φ first an equilibrium which bifurcates via
a Hopf bifurcation into a stable limit cycle and then after further continuation the limit
cycle becomes unstable in a torus bifurcation. This torus bifurcation can be located
using numerical bifurcation software based on continuation methods tracking known
equilibria or limit cycles up to bifurcation points [7]. The continuation techniques and
the theory behind it are described e.g. in Kuznetsov [8]. Complementary methods
like Lyapunov exponent spectra can also characterize chaotic attractor [9, 10], and led
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ultimately to the detection of coexisting attractors to the main limit cycles and tori
originated from the analytically accessible fixed point for small φ. Such coexisting
structures are often missed in bifurcation analysis of higher dimensional dynamical sys-
tems but are demonstrated to be crucial at times in understanding qualitatively the
real world data, as for example demonstrated previously in a childhood disease study
[11]. In such a study first the understanding of the deterministic system’s attractor
structure is needed, and then eventually the interplay between attractors mediated by
population noise in the stochastic version of the system gives the full understanding of
the data. Here we present for the first time extended results of the bifurcation struc-
ture for various parameter values of the temporary cross immunity α in the region of
biological relevance and multi-parameter bifurcation analysis. This reveals besides the
torus bifurcation route to chaos also the classical Feigenbaum period doubling sequence
and the origin of so called isola solutions. The symmetry of the different strains leads
to symmerty breaking bifurcations of limit cycles, which are rarely described in the
epidemiological literature but well known in the biochemical literature, e.g for cou-
pled identical cells. The interplay between different numerical procedures and basic
analytic insight in terms of symmetries help to understand the attractor structure of
multi-strain interactions in the present case of dengue fever, and will contribute to the
final understanding of dengue epidemiology including the observed fluctuations in real
world data. In the literature the multi-strain interaction leading to deterministic chaos
via ADE has been described previously, e.g. [12, 13] but neglecting temporary cross
immunity and hence getting stuck in rather unbiological parameter regions, whereas
more recently the first considerations of temporary cross immunity in rather compli-
cated and up to now not in detail analysed models including all kinds of interations
have appeared [14, 15], in this case failing to investigate closer the possible dynamical
structures.

2 Dynamical system

The multistrain model under investigation can be given as an ODE system

d

dt
x = f(x, a) (1)

for the state vector of the epidemiological host classes x := (S, I1, I2, ..., R)tr and besides
other fixed parameters which are biologically undisputed the parameter vector of varied
parameters a = (α, φ)tr . For a detailed description of the biological content of state
variables and parameters see [3]. The ODE equations and fixed parameter values are
given in the appendix. The equilibrium values x∗ are given by the equilibrium condition
f(x∗, a) = 0, respectively for limit cycles x∗(t + T ) = x∗(t) with period T . For chaotic
attractors the trajectory of the dynamical system reaches in the time limit of infinity
the attractor trajectory x∗(t), equally for tori with irrational winding ratios. In all
cases the stability can be analysed considering small perturbations Δx(t) around the
attractor trajectories

d

dt
Δx =

df

dx

∣∣∣∣
x∗(t)

· Δx . (2)
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Here, any attractor is notified by x∗(t), be it an equilibrium, periodic orbit or chaotic
attractor. In this ODE system the linearized dynamics is given with the Jacobian
matrix

df

dx
of the ODE system Eq. (1) evaluated at the trajectory points x∗(t) given

in notation of (df/dx)
∣∣
x∗(t)

. The Jacobian matrix is analyzed for equilibria in terms
of eigenvalues to determine stability and the loss of it at bifurcation points, negative
real part indicating stability. For the stability and loss of it for limit cylces Floquet
multipliers are more common (essentially the exponentials of eigenvalues), multipliers
inside the unit circle indicating stability, and where they leave eventually the unit circle
determining the type of limit cycle bifurcations. And for chaotic systems Lyapunov
exponents are determined from the Jacobian around the trajectory, positive largest
exponents showing deterministic chaos, zero largest showing limit cycles including tori,
largest smaller zero indicating fixed points.

2.1 Symmetries

To investigate the bifurcation structure of the system under investigation we first ob-
serve the symmetries due to the multi-strain structure of the model. This becomes
important for the time being for equilibria1 and limit cycles. We introduce the follow-
ing notation: With a symmetry transformation matrix S

S :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3)

we have the following symmetry:

If x∗ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S∗

I∗
1

I∗
2

R∗

1

R∗

2

S∗

1

S∗

2

I∗
12

I∗
21

R∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

is equilibrium or limit cycle, then also Sx∗ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S∗

I∗
2

I∗
1

R∗

2

R∗

1

S∗

2

S∗

1

I∗
21

I∗
12

R∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4)

with x∗ equilibrium values or x∗ = x∗(t) limit cycle for all times t ∈ [0, T ]. For the
right hand side f of the ODE system Eq. (1) the kind of symmetry found above is

1Equilibria are often called fixed points in dynamical systems theory, here we try to avoid this term,

since in symmetry the term fixed is used in a more specific way, see below.
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called Z2-symmetry when the following equivariance condition holds

f(Sx, a) = Sf(x, a) (5)

with S a matrix that obeys S �= I and S
2 = I, where I is the unit matrix. Observe that

besides S also I satisfies (5). The symmetry transformation matrix S in Eq. (3) fulfills
these requirements. It is easy to verify that the Z2-equivariance conditions Eq. (5) and
the properties of S are satisfied for our ODE system. In Seydel [16] a simplified version
of the famous Brusselator that shows this type of symmetry is discussed. There, an
equilibrium and also a limit cycle show a pitchfork bifurcation with symmetry breaking.

An equilibrium x∗ is called fixed when Sx∗ = x∗ (see [8]). Two equilibria x∗, y∗

where Sx∗ �= x∗, are called S-conjugate if their corresponding solutions satisfy y∗ = Sx∗

(and because S
2 = I also x∗ = Sy∗). For limit cycles a similar terminology is introduced.

A periodic solution is called fixed when Sx∗(t) = x∗(t) and the associated limit cycles
are also called fixed [8]. There is another type of periodic solution that is not fixed but
called symmetric when

Sx∗(t) = x∗

(
t +

T

2

)
(6)

where T is the period. Again the associated limit cycles are also called symmetric.
Both types of limit cycles L are S-invariant as curves : SL = L. That is, in the
phase-plane where time parameterizes the orbit, the cycle and the transformed cycle
are equal. A S-invariant cycle is either fixed or symmetric. Two noninvariant limit
cycles (SL �= L) are called S-conjugate if their corresponding periodic solutions satisfy
y∗(t) = Sx∗(t), ∀t ∈ R. The properties of the symmetric systems and the introduced
terminology are used below with the interpretation of the numerical bifurcation analysis
results. We refer to [8] for an overview of the possible bifurcations of equilibria and
limit cycles of Z2-equivariant systems.

3 Bifurcation diagrams for various α values

We show the results of the bifurcation analysis in bifurcation diagrams for several
α values, varying φ continuously. Besides the previously investigated case of α =
2 year−1, we show also a case of smaller and a case of larger α value, obtaining more
information on the bifurcations possible in the model as a whole. The above mentioned
symmetries help in understanding the present bifurcation structure.

3.1 Bifurcation diagram for α = 3

For α = 3 the one-parameter bifurcation diagram is shown in Fig. 1 a). Starting
with φ = 0 there is a stable fixed equilibrium, fixed in the above mentioned notion
for symmetric systems. This equilibrium becomes unstable at a Hopf bifurcation H at
φ = 0.164454. A stable fixed limit cycle originates at this Hopf bifurcation. This limit
cycle shows a supercritical pitch-fork bifurcation P −, i.e. a bifurcation of a limit cycle
with Floquet multiplier 1, splitting the original limit cycle into two new ones. Besides
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the now unstable branch two new branches originate for the pair of conjugated limit
cycles. The branches merge again at another supercritical pitch-fork bifurcation P −,
after which the limit cycle is stable again for higher φ-values. The pair of S-conjugate
limit cycles become unstable at a torus bifurcation TR at φ = 0.89539.

a) φ
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+
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I 2
1
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Figure 1: a) α = 3: Equilibria or extremum values for limit cycles for logarithm of total infected

I1 + I2 + I12 + I21. Solid lines denote stable equilibria or limit cycles, dashed lines unstable

equilibria or periodic-one limit cycles. Hopf bifurcation H around φ = 0.16 two pitchfork

bifurcations P− and a torus bifurcation TR. Besides this main bifurcation structure we found

coexisting tangent bifurcations T between which some of the isolas live, see especially the one

between φ = 0.71 and 0.79. Additionally found flip bifurcations are not marked here, see text.

b) α = 2: In this case we have a Hopf bifurcation H at φ = 0.11, and besides the similar

structure as found in a) also more separated tangent bifurcations T at φ = 0.494, 0.539, 0.931,

0.978 and 1.052 c) α = 1: Here we have the Hopf bifurcation at φ = 0.0598 and thereafter

many tangent bifurcations T , again with coexisting limit cylces.

Besides this main bifurcation pattern we found two isolas, that is an isolated solu-
tion branch of limit cycles [17]. These isola cycles L are not S-invariant, that is SL �= L.
Isolas consisting of isolated limit cycles exist between two tangent bifurcations. One
isola consists of a stable and an unstable branch. The other shows more complex bi-
furcation patterns. There is no full stable branch. For φ = 0.60809 at the tangent
bifurcation T a stable and an unstable limit cycle collide. The stable branch becomes
unstable via a flip bifurcation or periodic doubling bifurcation F , with Floquet multi-
plier (−1), at φ = 0.61918 which is also pitchfork bifurcation for the period-two limit
cycles. At the other end of that branch at the tangent bifurcation T at φ = 0.89768
both colliding limit cycles are unstable. Close to this point at one branch there is a
torus bifurcation TR, also called Neimark-Sacker bifurcation, at φ = 0.89539 and a flip
bifurcation F at φ = 0.87897 which is again a pitchfork bifurcation P for the period-
two limit cycles. Contiuation of the stable branch originating for the flip bifurcation F
at φ = 0.61918 gives another flip bifurcation F at φ = 0.62070 and one closed to the
other end at φ = 0.87897, namely at φ = 0.87734. These results suggest that for this
isola two classical routes to chaos can exist, namely via the torus or Neimark-Sacker
bifurcation where the dynamics on the originating torus is chaotic, and the cascade of
period doubling route to chaos.
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3.2 Bifurcation diagram for α = 2

For α = 2 the one-parameter bifurcation diagram is shown in Fig. 1 b). The stable fixed
equilibrium becomes unstable at a supercritical Hopf bifurcation H at φ = 0.1132861
where a stable fixed limit cycle originates. This stable limit cycle becomes unstable
at a superciritcal pitchfork bifurcation point P − at φ = 0.4114478 for a limit cycle.
This point marks the origin of a pair of S-conjugate stable limit cycles besides the now
unstable fixed limit cycle. Here one has to consider the two infected subpopulations
I1 and I2 to distinguish the conjugate limit cycles. Because the two variables I1 and
I2 are interchangeable this can also be interpreted as the stable limit cycles for the
single variable say I1. The fixed stable equilibrium below the Hopf bifurcation where
we have I∗1 = I∗2 , R∗

1 = R∗

2, S∗

1 = S∗

2 and I∗12 = I∗21 is a fixed equilibrium. For
the fixed limit cycle in the parameter interval between the Hopf bifurcation and the
pitchfork bifurcation we have I∗

1 (t) = I∗2 (t), R∗

1(t) = R∗

2(t), S∗

1(t) = S∗

2(t) and I∗12(t) =
I∗21(t). This means that at the Hopf bifurcation H the stable fixed equilibrium becomes
an unstable fixed equilibrium. In the parameter interval between the two pitchfork
bifurcations P− at φ = 0.4114478 and subcritical P + at φ = 0.9921416, two stable limit
cycles coexist and these limit cycles are S-conjugate. At the pitchfork bifurcation points
the fixed limit cycle becomes unstable and remains fixed, and two stable S-conjugate
limit cycles originate (see [8, Theorem 7.7]). The invariant plane I1 = I2, R1 = R2, S1 =
S2, I12 = I21 forms the separatrix between the pair of stable S-conjugate limit cycles
x∗(t) and Sx∗(t), ∀t ∈ R. The initial values of the two state variables S(t0) and R(t0)
together with the point on the invariant plane, determine to which limit cycle the system
converges. Continuation of the stable symmetric limit cycle gives a torus or Neimark-
Sacker bifurcation at point denoted by TR at φ = 0.5506880. At his point the limit
cycles become unstable because a pair of complex-conjugate multipliers crosses the unit
circle. Observe that at this point in the time series plot [3, there Fig. 12] the chaotic
region starts. In [18] the following route to chaos, namely the sequence of Neimark-
Sacker bifurcations into chaos, is mentioned. Increasing the bifurcation parameter φ
along the now unstable pair of S-conjugate limit cycles leads to a tangent bifurcation
T at φ = 1.052418 where a pair of two unstable limit cycles collide. This branch
terminates at the second pitchfork bifurcation point denoted by P + at φ = 0.9921416.
Because the first fold point gave rise to a stable limit cycle and this fold point to an
unstable limit cycle we call the first pitchfork bifurcation supercritical and the latter
pitchfork bifurcation subcritical. These results agree very well with the simulation
results shown in the bifurcation diagram for the maxima and minima of the overall
infected [3, there Fig. 15]. Notice that AUTO [7] calculates only the global extrema
during a cycle, not the local extrema. Fig. 1 b) shows also two isolas similar to those
for α = 3 in Fig. 1 a).

3.3 Bifurcation diagram for α = 1

For α = 1 the bifurcation diagram is shown in Fig 1 c). In the lower φ parameter range
there is bistability of two limit cycles in an interval bounded by two tangent bifurcations
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Figure 2: a) α = 1. Detail of Fig. 1 c). We find pitchfork bifurcations P at φ = 0.239 and

0.325, flip bifurcations F at φ = 0.298, 0.328,0.344,0.346, 0.406, 0.407, 0.411 and 0.422, further

tangent bifurcations T at φ = 0.292, 0.346 and 0.422. Four almost coexisting bifurcations,

namely F ’s at φ = 0.4112590. b) and c) state space-plots of susceptibles and logarithm of

infected for α = 1 and φ = 0.294 for two coexisting stable limit cycles.

T . The stable manifold of the intermediate saddle limit cycle acts as a separatrix.
Inceasing φ the stable limit cycles become unstable at the pitchfork bifurcation P at
φ = 0.2390695. Following the unstable primary branch, for larger values of φ we observe
an open loop bounded by two tangent bifurcations T . The extreme value for φ is at
φ = 0.6279042. Then lowering φ there is a pitchfork bifurcation P at φ = 0.5016112.
Later we will return to the description of this point. Lowering φ further the limit cycle
becomes stable again at the tangent bifurcations T at φ = 0.3086299. Increasing φ this
limit cycle becomes unstable again at the pitchfork bifurcation P at φ = 0.3253242.

Continuation of the secondary branch of the two S-conjugated limit cycles from
this point reveals that the stable limit cycle becomes unstable at a torus bifurcation
TR at φ = 0.4257346. The simulation results depicted in [3, Fig. 13] show that there is
chaos beyond this point. The secondary pair of S-conjugate limit cycles that originate
from pitchfork bifurcation P at φ = 0.2390695 becomes unstable at a flip bifurcation
F . Increasing φ further it becomes stable again at a flip bifurcation F . Below we
return to the interval between these two flip bifurcations. The stable part becomes
unstable at a tangent bifurcation T , then continuing, after a tangent bifurcation T
and a Neimark-Sacker bifurcation TR. This bifurcation can lead to a sequence of
Neimark-Sacker bifurcations into chaos. The unstable limit cycles terminates via a
tangent bifurcation F where the primary limit cycle possesses a pitchfork bifurcation
P at φ = 0.5016112. At the flip bifurcation F the cycle becomes unstable and a new
stable limit cycle with double period emanates. The stable branch becomes unstable at
a flip bifurcation again. We conclude that there is a cascade of period doubling route
to chaos. Similarly this happens in reversed order ending at the flip bifurcation where
the secondary branch becomes stable again.

Fig. 2 a) gives the results for the interval 0.28 ≤ φ ≤ 0.44 where only the minima
are show. In this plot also a “period three” limit cycle is shown. In a small region it
is stable and coexists together with the “period one” limit cycle. The cycles are shown
in Fig. 2 b) and c) for φ = 0.294. The one in c) looks like a period-3 limit cycle. In
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Fig. 2 continuation of the limit cycle gives a closed graph bounded at the two ends by
trangent bifurcations T where a stable and an unstable limit cycle collide. The intervals
where the limit cycle is stable, are on the other end bounded by flip bifurcations F .
One unstable part intersects the higher period cycles that originate via the cascade of
period doubling between the period-1 limit cycle flip bifurcations F at φ = 0.3281636
and φ = 0.4112590. This suggest that the period-3 limit cycle is associated with a
“period-3 window” of the chaotic attractor. We conjecture that this interval is bounded
by two homoclinic bifurcations for a period-3 limit cycle (see [19, 20, 21, 22]). The
bifurcation diagram shown in [3, there Fig. 13] shows the point where the chaotic
attractor disappears abruptly, possible at one of the two homoclinic bifurcations. In
that region the two conjugated limit cycles that originate at the pitchfork bifurcation
P at φ = 0.3253242 are the attractors. These results suggest that there are chaotic
attractors associated with the period-1 limit cycle, one occurs via a cascade of flip
bifurcations originating from the two ends at φ = 0.3281636 and φ = 0.4112590 and
one via a Neimark-Sacker bifurcation TR at φ = 0.4257346.

4 Two-parameter diagram

We will now link the three studies of the different α values by investigating a two-
parameter diagram for φ and α, concentrating especially on the creation of isolated
limit cycles, which sometimes lead to further bifurcations inside the isola region. Fig. 3
gives a two-parameter bifurcation diagram where φ and α are the free parameters. For
low φ-values there is the Hopf bifurcation H and all other curves are tangent bifurcation
curves.

H

φ
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1.31.21.110.90.80.70.60.50.40.30.20.10
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3.2

3

2.8
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1.6
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1

Figure 3: Two-dimensional parameter bifurcation diagram with φ and α as parameters. Only

one Hopf bifurcation (dotted lines) and many tangent bifurcation curves (dashed lines) are

shown in the range α ∈ [1, 4]. The isolated limit cycles originate above α = 3. For lower values

of α periodic doubling routes to chaos originate.

Isolas appear or disappears upon crossing an isola variety. At an elliptic isola
point an isolated solution branch is born, while at a hyperbolic isola point an isolated
solution branch vanishes by coalescence with another branch [17]. From Fig. 3 we see
that at two values of α > 3 isolas are born. Furthermore, period doubling bifurcations
appear for lower α values, indicating the Feigenbaum route to chaos. However, only
the calculation of Lyapunov exponents, which are discussed in the next section, can
clearly indicate chaos.
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5 Lyapunov spectra for various α values

The Lyapunov exponents are the logarithms of the eigenvalues of the Jacobian matrix
along the integrated trajectories, Eq. (2), in the limit of large integration times. Besides
for very simple iterated maps no analytic expressions for chaotic systems can be given
for the Lyapunov exponents. For the calculation of the iterated Jacobian matrix and
its eigenvalues, we use the QR decomposition algorithm [23].
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Figure 4: Spectrum of the four largest Lyapunov exponents with changing parameter φ and a)

fixed α = 4, b) α = 2 and c) α = 1.

In Fig. 4 we show for various α values the four largest Lyapunov exponents in
the φ range between zero and one. For α = 4 in Fig. 4 a) we see for small φ values
fixed point behaviour indicated by a negative largest Lyapunov exponent up to around
φ = 0.2. There, at the Hopf bifurcation point, the largest Lyapunov exponent becomes
zero, indicating limit cycle behaviour for the whole range of φ, apart from the final bit
before φ = 1, where a small spike with positive Lyapunov exponent might be present,
but difficult to distinguish from the noisy numerical background.

For α = 2 in Fig. 4 b) however, we see a large window with positive largest
Lyapunov exponent, well separated from the second largest being zero. This is s clear
sign of deterministically chaotic attractors present for this φ range. Just a few windows
with periodic attractors, indicated by the zero largest Lyapunov exponent are visible
in the region of 0.5 < φ < 1. For smaller φ values we observe qualitatively the same
behaviour as already seen for α = 4. For the smaller value of α = 1 in Fig. 4 c) the
chaotic window is even larger than for α = 2. Hence deterministic chaos is present for
temporary cross immunity in the range around α = 2 year−1 in the range of φ between
zero and one.

6 Conclusions

We have presented a detailed bifurcation analysis for a multi-strain dengue fever model
in terms of the ADE parameter φ, in the previously not well investigated region between
zero and one, and a parameter for the temporary cross immunity α. The symmetries
implied by the strain structure, are taken into account in the analysis. Many of the
possible bifurcations of equilibria and limit cycles of Z2-equivariant systems can be
distinguished. Using AUTO [7] the different dynamical structures were calculated.
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Future time series analysis of epidemiological data has good chances to give insight
into the relevant parameter values purely on topological information of the dynamics,
rather than classical parameter estimation of which application is in general restricted
to farely simple dynamical scenarios.
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7 Appendix: Epidemic model equations

The complete system of ordinary differential equations for a two strain epidemiological
system allowing for differences in primary versus secondary infection and temporary
cross immunity is given by

d

dt
S = −

β

N
S(I1 + φI21) −

β

N
S(I2 + φI12) + μ(N − S)

d

dt
I1 =

β

N
S(I1 + φI21) − (γ + μ)I1

d

dt
I2 =

β

N
S(I2 + φI12) − (γ + μ)I2

d

dt
R1 = γI1 − (α + μ)R1

d

dt
R2 = γI2 − (α + μ)R2 (7)

d

dt
S1 = −

β

N
S1(I2 + φI12) + αR1 − μS1

d

dt
S2 = −

β

N
S2(I1 + φI21) + αR2 − μS2

d

dt
I12 =

β

N
S1(I2 + φI12) − (γ + μ)I12

d

dt
I21 =

β

N
S2(I1 + φI21) − (γ + μ)I21

d

dt
R = γ(I12 + I21) − μR .

For two different strains, 1 and 2, we label the SIR classes for the hosts that have
seen the individual strains. Susceptibles to both strains (S) get infected with strain 1
(I1) or strain 2 (I2), with infection rate β. They recover from infection with strain 1
(becoming temporary cross-immune R1) or from strain 2 (becoming R2), with recovery
rate γ etc.. With rate α, the R1 and R2 enter again in the susceptible classes (S1

being immune against strain 1 but susceptible to 2, respectively S2), where the index
represents the first infection strain. Now, S1 can be reinfected with strain 2 (becoming
I12), meeting I2 with infection rate β or meeting I12 with infection rate φβ, secondary
infected contributing differently to the force of infection than primary infected, etc..

We include demography of the host population denoting the birth and death rate
by μ. For constant population size N we have for the immune to all strains R =
N − (S + I1 + I2 +R1 +R2 +S1 +S2 + I12 + I21) and therefore we only need to consider
the first 9 equations of Eq. (7), giving 9 Lyapunov exponents. In our numerical studies
we take the population size equal to N = 100 so that numbers of susceptibles, infected
etc. are given in percentage. As fixed parameter values we take μ = (1/65) year−1,
γ = 52 year−1, β = 2 · γ. The parameters φ and α are varied.
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Abstract
In this paper, a study on the electromagnetic behaviour of a 
single wall carbon nanotube model is described. The electrons 
available for conduction are treated as a thin cylindrical layer 
fluid and their motion is described by means of classical 
hydrodynamics equations in linearized form. These equations 
are solved in time domain using the Smoothed Particle 
Hydrodynamics method. The method, suitably handled runs on  
GRID environment. 
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1. Introduction
The technological evolution in electronics has become more and more rapid, 
shrinking the dimension of chips and integrated circuits (IC) and raising the upper 
frequency limit. In such devices, the traditional conductor materials (copper and 
noble metals) are no more suitable, due to electromagnetic (EM) phenomena 
which do not fit with the correct working. The effects of eddy currents and the 
inducted high-frequency EM fields are the hardest obstacles which limit the 
development of smaller ICs. 
Today, chip producers are oriented in employing alternative materials for the next 
generation products. One of the most promising materials is carbon, in form of 
nanotubes.
Singular Wall Nanotubes (SWNT) and Multi Wall Nanotubes (MWNT) seem to 
have an optimal behaviour both electromagnetically and thermically. Besides, 
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they have great resilience and low cost when the industrial process for large scale 
production is optimized,. 
In the last years, field effect transistor (FET), dipole antennas and interconnects 
realized by carbon nanotubes have been presented and discussed. The nanotubes 
have high electrical and thermal conductivity, bear impressive current densities 
and have good mechanical properties[1],[2]. 
In this paper, the electromagnetic behaviour of carbon nanotubes is investigated 
assuming the -electron motion governed by classical equations of dynamics 
[3],[4]. The problem is described by partial differential equations in time domain. 
The numerical solution is performed by revisiting the Smoothed Particle 
Hydrodynamics (SPH) method generally used in fluid dynamics context [5]. The 
proposed formulation is applied to determine the current flowing in a carbon 
nanotube for different frequencies of the voltage source. 
The GRID environment has shown to be suitable to minimize the computational 
runtime due to the high number of frequencies under investigation. 

2. Structure of Single Wall Nanotubes
Carbon nanotubes are obtained rolling bi-dimensional sheets of graphene (an one-
atom-thick graphite sheet) along a generic axis [1],[2]. 
In order to effectively describe the nanotube structure, let us consider a graphene 
sheet (fig.1). 

Fig.1 - Graphene sheet. Vectors and geometrical parameters. 

The nanotube is described by the vectors 1a and 2a , with 246.0021 aaa
nm, forming a 60° angle. The graphene sheet is then rolled with
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OA = 2211 anan being the circumference of the tube. This vector, called chiral
vector, is often described by the pair (n1, n2) and denotes univocally that 
nanotube.
In fig. 1, OA = 21 24 aa  and the resulting nanotube will be denoted as (4,2)
nanotube.
The translational vector OB, perpendicular to OA, represents the distance after 
which the surface pattern repeats itself. The rectangle OABB’ is called unit cell.
The properties of the nanotube depend on the angle between the chiral vector and 

1a  (chiral angle). Nanotubes with similar diameter but different chiral vectors 
show totally different behaviours. 
In particular, (n,0) nanotubes are called zig-zag nanotubes and show a semi-
conductor behaviour, whereas (n,n) nanotube are called armchair nanotubes and 
behave like metallic conductors. 
The chiral angle can be expressed as: 

2
221

2
1

21

1

1 2/arccos
nnnn

nn
ca
ca ,     (1)

in  which |OA| =c 2
221

2
10 nnnna .

This angle is 0° for zig-zag nanotubes and 30° for armchair ones. Both the chiral 
vector and the chiral angle determine the geometrical parameters of the tube 
(diameter, number of carbon atoms in the unit cell, length of the translational 
vector, etc.) as shown in fig.2. 

Fig.2 - A (40,40) nanotube on the left and a (40,0) nanotube on the right. 

The diameter can be expressed as: 

N
a

nnnn
ac

d 02
221

2
1

0 ,    (2) 
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with N=n2
1+ n1n2 + n2

2.
The translational vector can be expressed as follows: 

|OB| 0
3 a

n
N ,        (3) 

where =3 if (n1-n2)/3n is an integer, otherwise, =1 (n is the greatest common 
divisor of n1 and n2).
Each graphene cell contains 2 carbon atoms and the number of carbon atoms, nC,
in the unit cell can be expressed as the ratio between the lateral area of the 
nanotube SL and the area of the singular graphene cell Sg:

n
N

S
Sn

g

L
C

42 .       (4) 

2. The model 
Studies on the EM behaviour of carbon nanotubes by considering them as 
transmission lines have been carried out [6]. More recently, a model based on the 
hydrodynamics of an electron gas has been proposed. 
Because of the structure of the carbon-carbon bond in nanotubes, each atom is 
bonded with other three atoms, thus leaving only an electron available for the 
conduction ( -electron) [7].  
Therefore, the available electrons can be regarded as a single layer electron gas  
and treated according to the classical motion equations of fluid dynamics [3],[4]. 
Let us consider the classical equations of conservation of density and momentum 
in linearized form, 

0||0 vn
t
n        (5) 

vne
m
nep

mt
vn

effeff
0||

0
||0

11 ,    (6) 

being n0 the density number of electrons able to conduct at the equilibrium, the 
speed of the electrons, p the pressure due to the fluid motion, e and m

v
eff the 

electron charge and effective mass, e is the electric field directed along the tube 
axis and  is the relaxation time respectively.. The symbol || refers to the direction 
of the tube axis. 
By expressing the pressure as 

ncmn
n
pp Seff

nn

2

0

,     (7) 
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in which cS is the thermodynamic speed of sound in the electron fluid, and by 
expressing the current and superficial charge densities on the lateral surface of the 
nanotube as 

trvenj
trne

S

S

,

,

0

,       (8) 

in wich  is a vector identifying a generical point on the lateral surface of the 
tube, the equations (5) and (6) become: 

Sr

0|| j
t

       (9) 

and

||
02

||
21 e

m
necj

t
j

eff
S .     (10) 

These equations hold only for tubes with n1,n2 < 50 and with axial length greater 
than the tube diameter. 

The values for the parameters 
eff

S m
nc 0 and , are detailed in [7]. 

3. The numerical approach 
To solve both equations in time domain, the Smoothed Particle Hydrodynamics
(SPH) method is used. The SPH method is a powerful instrument for investigating 
the motion of fluids and gases. It is a meshless method since it does not require a 
computational grid with fixed nodes[5]. The problem domain is discretized by 
mean of “particles” and the function values and their derivatives for each particle 
are evaluated by using the informations of “near” particles (fig.3). 
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Fig.3 - Problem domain and particle support. 

Namely, the integral approximation of a function f(x) is 

'),'()'()( xdhxxWxfxf ,     (11) 

where is a suitable kernel function, defined only in the particle 
support,  is the problem domain, h is the smoothing length and , are the 
position vectors of the particles.      

),'( hxxW
x 'x

The SPH method is used to approximate the spatial derivatives of equations (9) 
and (10) [8]. The time derivatives are evaluated with a finite difference scheme. 
In the simulation, the cubic B-Spline presented in [5] is used. The nanotube is 
discretized by 4000 particles, each accounting for 8 electrons scattered on the 
nanotube surface. Each particle is located in the center of mass of the 8-electron 
group.
A unitary voltage source at different frequencies is applied and the current 
response is measured. 
The simulations at different frequencies run on GRID environment by means of 
the Message Passing Interface (MPI) paradigm.  
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Abstract

Newton’s problem of the body of minimal aerodynamic resistance is tradition-
ally stated in the class of convex axially symmetric bodies with fixed length and
width. We will discuss the minimal resistance problem in the wider class of axially
symmetric but generally nonconvex bodies.

Key words: Newton’s problem, bodies of minimal resistance

1 Introduction

The Newton’s problem of minimal resistance can be expressed as follows. A body
is placed in a parallel flow of point particles. The density of the flow is constant,
and velocities of all particles are identical. Consider the class of convex and axially
symmetric bodies inscribed in a given right circular cylinder, where the symmetry axis
of the body and the cylinder axis coincide and are parallel to the flow velocity. Each
particle incident on the body makes an elastic reflection from its boundary and then
moves freely again. The flow is very rare, so that the particles do not interact with
each other. Each incident particle transmits some momentum to the body; thus, there
is created a force of pressure on the body; it is called aerodynamic resistance force, or
just resistance.

Newton described the body of minimal resistance in the class of admissible bodies
specified above. The rigorous proof of the fact that the described body is indeed the
minimizer was given two centuries later.

Since the early 1990s, there have been obtained new interesting results related to
the problem of minimal resistance in various classes of admissible bodies [1]-[4]. In par-
ticular, there has been considered the wider class of convex (generally non-symmetric)
bodies inscribed in a given cylinder. It was shown that the solution in this class exists
and does not coincide with the Newton one. The problem is not completely solved till

© CMMSE Volume I Page 45 of 720 ISBN: 978-84-612-1982-7



Newton’s problem of minimal resistance

now. By removing both assumptions of symmetry and convexity, one gets the (even
wider) class of bodies inscribed in a given cylinder. More precisely, a generic body
from the class is a connected set with piecewise smooth boundary which is contained
in the orthogonal cross section of the cylinder and satisfies a regularity condition to
be specified below. In contrast to the class of convex and axis-symmetric bodies, the
infimum of resistance here equals zero and we believe the infimum cannot be attained.

We suppose that the radius of the cylinder equals 1 and the height equals h, with h
being a fixed positive number. The purpose of this work is to consider the forth possible
case in [4] meaning the class of bodies of revolution but generally nonconvex. Let us
consider plane R2 with coordinates x, z and lets consider the rectangle [0, 1] × [0, h]
and a set F , which is inscribed into that rectangle. In other words, F belongs to the
rectangle and contains points of each of its side. Besides that the set F is closed,
connected and has symmetry with order to the axe Oz, moreover it has piecewise
smooth boundary and satisfy the property of the billiard scattering regularity in R2\F .
This property means that for almost all x ∈ [0, 1] the movement of the billiard particle
with coordinates x(t) = x, z(t) = −t under t ≤ −h is defined for all t ∈ R. This
particle makes a finite number of collisions with the boundary ∂F and then it moves
freely with some velocity vF (x) ∈ S1. The mentioned regularity property includes
also the condition that function vF (x) = (vx

F (x), vz
F (x)) is a measurable function of x.

Denote by Fh the set of all described sets F . Corresponding of the body ΩF , which
was obtained as a rotation of F ∈ Fh about the axis Oz, equals to −2πρ(0, 0, R(F )),
where ρ is the flow density, and R(F ) =

∫ 1
0 (1 + vz

F (x))x dx. Our aim is to minimize
resistance in the class of bodies of revolution ΩF , F ∈ Fh; Or in other words to find
infF∈Fh

R(F ).
Denote Fconv

h a class of convex sets F ∈ Fh. Upper part of the boundary of every
set F ∈ Fconv

h could be considered as a graphic of some function z = h−fF (|x|), where
fF (0) = 0, fF (1) ≤ h, function fF is convex [0, 1] and monotone nondecrease. Let us
define modified scattering law on the boundary of the set F ∈ Fconv

h in the following
way. Correspondingly to this law, the particle initially moves as x(t) = x ∈ [−1, 1],
z(t) = −t, but after collision it gets a velocity v̂F (x), parallel to the tangent to ∂F

in the collision point: v̂F (x) = (v̂x
F (x), v̂z

F (x)) = (sgnx,−f ′F (|x|)) /
√

1 + f ′F
2(|x|). The

corresponding functional has formulation R̂(F ) =
∫ 1
0 (1+v̂z

F (x))x dx. So we obtain that
R̂(F ) determine the resistance of the convex symmetric body ΩF in case of modified
scattering law.

The following theorem allows to restrict the problem of minimization of resistance
R in the class of bodies of revolution to the problem of minimization of R̂ in the class
of convex bodies of revolution.
Theorem 1. infF∈Fh

R(F ) = infF∈Fconv
h

R̂(F ).
This theorem immediately follows from the next two lemmas, proves of which we

don’t show here.

Lemma 1 Let F ∈ Fh. Note that convex hull convF belongs to F conv
h . It holds

R̂(convF ) ≤ R(F ).
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Lemma 2 Let F ∈ Fconv
h . There exists a sequence of nonconvex sets Fn ∈ Fh such

that limn→∞R(Fn) = R̂(F ).

The search for the minimum of R̂ is restricted now to minimization of
∫ 1
0 (1 −

f ′(x)√
1+f ′2(x)

)x dx in the class of convex and nondecreasing functions f defined on [0, 1],

satisfying relations f(0) = 0, f(1) ≤ h. This minimization is done using Pontryagin’s
minimum principle; as a result we obtain the following theorem.
Theorem 2.

inf
F∈Fconv

h

R̂(F ) =
1
2
− 1

16

(
8− 2c2/3 − 3c4/3

)√
1− c2/3 +

3c2

16
ln

(
1 +
√

1− c2/3

c1/3

)
, (1)

where c = c(h) is a unique solution of the equation:

h =
∫ 1

c

√(x
c

)2/3 − 1 dx = −3
8

(
(c1/3 − 2c−1/3)

√
1− c2/3 − ln

(
1 +
√

1− c2/3

c1/3

))
.

(2)
Set F̂h ∈ Fconv

h , and is the minimizer of the functional R̂, is given by{
0 ≤ z ≤ h, if |x| ≤ c

0 ≤ z ≤ h− ∫ x
c

√(
t
c

)2/3 − 1 dt, if c < |x| ≤ 1.
(3)

Denote R(h) := infF∈Fh
R(F ) and RN (h) := infF∈Fconv

h
R(F ) are minimal values for

our problem and for Newton one correspondingly. The following are valid expressions:
R(0+) = 1

2RN (0+) = 1/2; R(h) = 1
4RN (h)(1 + o(1)) = 27

128
1+o(1)

h2 under h→ +∞.
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Abstract

We provide sufficient conditions to ensure the convergence and stability of it-
erative refinement using Neville elimination for the resolution of linear systems of
equations.
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1 Introduction

Let us consider a linear system of equations Ax = b, with A a real nonsingular matrix.
Solving this system with some direct method, in floating point arithmetic, we get an
approximation x̂(0) to the solution. Iterative refinement is a well established and studied
technique to improve the accuracy of the computed solution x̂(0) of the linear system
Ax = b. For k = 1, 2, . . ., the kth iteration of iterative refinement involves the following
three steps:

1. Compute the residual r(k) = b−Ax̂(k) to get r̂(k)

2. Solve the system Ay(k) = r(k) to get ŷ(k)

3. Update the solution x̂(k+1) = x̂(k) + ŷ(k)
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For more details on this technique and its implementation see, for example, [7],
[11] and [15].

The usual method to solve a linear system of equations Ax = b is Gaussian elim-
ination. So, in the literature it has been considered the study of iterative refinement
using Gaussian elimination from several points of view (see [7], [11], [15] and [16]).

The main purpose of this work is to study the convergence and stability of iterative
refinement using Neville elimination, which is an alternative procedure to Gaussian
elimination to transform a square matrix A into an upper triangular matrix U . Neville
elimination makes zeros in a column of the matrix A by adding to each row a multiple
of the previous one. Here we only give a brief description of this procedure (for a
detailed and formal introduction we refer to [9]). If A ∈ Rn×n, the Neville elimination
procedure consists of at most n− 1 steps:

A = A(1) → Ã(1) → A(2) → Ã(2) → · · · → A(n) = Ã(n) = U.

On the one hand, Ã(t) is obtained from the matrix A(t) by moving to the bottom the
rows with a zero entry in column t, if necessary, to get that

ã
(t)
it = 0, i ≥ t ⇒ ã

(t)
ht = 0, ∀h ≥ i.

On the other hand, A(t+1) is obtained from Ã(t) making zeros in the column t below
the main diagonal by adding an adequate multiple of the ith row to the (i + 1)th for
i = n − 1, n − 2, . . . , t. If A is nonsingular, the matrix A(t) has zeros below its main
diagonal in the first t− 1 columns. It has been proved that this process is very useful
with totally positive matrices, sign-regular matrices and other related types of matrices
(see [8] and [9]).

A real matrix is called totally positive (TP) if all its minors are nonnegative. TP
matrices arise in a natural way in many areas of Mathematics, Statistics, Economics,
etc. In particular, their application to approximation theory and Computer Aided
Geometric Design (CAGD) is of great interest. For example, coefficient matrices of
interpolation or least square problems with a lot of representations in CAGD (the
Bernstein basis, the B-spline basis, etc.) are TP. Some recent applications of such kind
of matrices to CAGD can be found in [12] and [14]. For applications of TP matrices to
other fields see [8].

In [6], [9] and [10] it has been proved that Neville elimination is a very useful
alternative to Gaussian elimination when working with TP matrices. In addition, there
are some studies that prove the high performance computing of Neville elimination for
any nonsingular matrix (see [3]). In [2] the backward error of Neville elimination has
also been analyzed.

In [1] we give a sufficient condition that ensures the convergence of iterative refine-
ment using Neville elimination for a system Ax = b with A any nonsingular matrix in
Rn×n, and then we apply it to the case where A is TP. In this particular case, we refine
here the sufficient condition for TP matrices of [1]. We prove that if

γn−1‖A‖‖A−1‖ < 1
2
, (1)
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where γn := nu/(1 − nu) and u is the unit roundoff, then iterative refinement using
Neville elimination is convergent for any x̂(0).

We point out that the previous bound is of the same kind as those obtained by de
Boor and Pinkus in [5] for Gaussian elimination.

Let us observe that the bound (1) depends on the condition number of the matrix
A as every equivalent bound corresponding to Gaussian method. But, in contrast to
most of the equivalent bounds for this method, bound (1) does not depend on the
growth factor of the elimination procedure.

Another of the goals of this work is to study the stability of iterative refinement
using Neville elimination. In Chapter 12 of [11] the stability of iterative refinement
using Gaussian elimination was analyzed. Let us introduce now some basic concepts.

Given a linear system of equations Ax = b with A a nonsingular matrix of order
n, the componentwise backward error of an approximate solution x̂ is defined as

ωE,f (x̂) = min{ε : (A+ δA)x̂ = b+ δb, |δA| ≤ εE, |δb| ≤ εf} (2)

where the matrix E and the vector f have nonnegative entries. We will adopt the usual
choice for the tolerances E and f as

E = |A|, f = |b|.

According to the result of Oettli and Prager (see Theorem 7.3 of [11] and [13]) the
componentwise backward error can be computed in a simpler way than using formula
(2) as

ω|A|,|b|(x̂) = max
i

|ri|
(|A||x̂|+ |b|)i

where r = b − Ax̂ and with the subscript i we mean the ith component of the corre-
sponding vector (the quotient α/0 is interpreted as zero if α = 0 and infinity otherwise).

An algorithm to solve a linear system of equations is said to be componentwise
backward stable if the componentwise backward error is of order the unit roundoff
provided that this is less than a certain threshold, that is to say

ω|A|,|b|(x̂) = O(u) for u ≤ ū(n).

Nevertheless, for practical purposes, the threshold is also allowed to depend upon the
data A and b, so that ū = ū(n,A, b). Then, componentwise backward stability means
that the approximate solution x̂ is the exact solution of a perturbed system where the
perturbations are small componentwise.

In the case of iterative refinement using Gaussian elimination Higham proved that
under certain conditions the method is componentwise backward stable. Here we study
the stability of iterative refinement when using Neville elimination instead of Gaussian
elimination. So we have obtained a sufficient condition, which can be simplified for
the particular case of TP matrices using the backward error analysis obtained in [2].
Specifically, for this sort of matrices we have seen that
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|b−Ax̂(1)| ≤ 2γn+1A|x̂(1)|

provided that

cond(A−1)σ(A, x̂(1)) ≤ n+ 1

2u
(
n+ 2 + 9γn

4u

)2 ,

where

σ(C, x) :=
maxi(|C||x|)i

mini(|C||x|)i
.

Then, by the result of Oettli and Prager, we can conclude that

ω|A|,|b|(x̂(1)) ≤ 2γn+1 = 2(n+ 1)u+O(u2).

and, therefore, one step of iterative refinement using Neville elimination is backward
stable.
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Abstract

In this work we present a model for the phenomena of collective decision mak-
ing in social insects using an n-dimensional system of differential equations. We
perform a complete stability analysis for a special case in the model, and present
numerical simulations to illustrate the behavior of the model in the more general
case. The analysis shows that up to a range of values of the parameters in the
model, different processes of decision-making in the social insects could be mod-
elled by the same mathematical equations.
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1 Introduction

Modelling decision-making in colonies of social insects is an activity that can contribute
at least in two different ways to the progress of science. Through the use of mathemat-
ical models, it can shed light on the biological mechanisms the species use to achieve
an efficient behavior. On the other hand, the attempt of a mathematical reformula-
tion of an efficient behavior, has led to the creation of new mathematical methods, for
instance, ant optimization algorithms [5].

Also, the metaphor of the social insects, its robustness and parallel processing char-
acteristics have inspired a different approach to the management of complex systems.
This approach is often called “Swarm Intelligence” and another important feature in it
is the absence of a central control [2]. The swarm intelligence approach has been used
to design, among other applications, routing algorithms [4] and cooperating robots [7].

In this paper we are concerned with the “decision” made by a colony of social
insects when confronted with several options. This could include collective nest choice
[8, 9] by ants, construction through self-assembling [6] or choice of path to a food source
[3].

The central idea is to develop a general model that pictures the competition of the
different options of the colony for its limited resources. The two acting forces, as it is
usual for mechanisms of self-organization, is a positive and a negative feedback. The
positive feedback exists in the form that the more resources of the colony an option has
attracted, the easier it gets for the option to attract even more resources. For instance,
if an ant has to choose between two branches and one of them has higher concentration
of pheromone, the chance that the ant will choose the higher concentration branch is
greater than the chance of choosing the other. In this manner, a positive feedback is
created. The negative feedback is due to the fact that resources decay at given rates.
In the case of self-assembling agents trying to form a bridge, the individuals have a
certain probability of giving up their task [6]. Then, as more agents are recruited for
bridge building, the rate of individuals giving up the task also increases. Thus, when
an option attracts more resources, the total amount of decaying resources increases.

At first we present a two-dimensional model to introduce the central aspects of the
modelling and analysis. We then extend it to the n-option model of collective choice.

2 The bidimensional model

To model a general process of decision-making, we will think of the colony as having a
type of resource that it can provide at a constant rate F . The type of resource depends
on the specific biological case under study. For instance, if we are studying the choice
of a new nest site for a colony, as in [8], the “resource” is represented by the scouts
looking for new sites. On the other hand, when modelling a choice of path mediated
by pheromone, the “resource” is the amount of pheromone provided by the scouts.

For this two-dimensional model we will also assume that the colony has two options
to allocate its resources. These options may correspond to two different nest sites,
branches, groups of workers trying to build a bridge, etc. We say that the colony has
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made a “decision” when it directs most of its resources to only one of its options. Hence
the variables x and y represent, respectively, the quantity of resources allocated to the
different options A and B available for the colony.

Finally, we add the hypothesis that the resources are lost, decaying from the op-
tions of the colony at a constant rate θ. For pheromone this would be analogous to
evaporation, while in the self-assembling case it is analogous to the fraction of workers
that give up the formation per time unit [6].

2.1 The feedback function

The next step is to model the fraction of the resources that is assigned to each of the
options. We assume that the colony is able to provide the resources at a constant
rate. As a self-assembled bridge of workers gets bigger, the chance of attracting new
workers to it increases [6], a branch having a higher pheromone concentration compared
to others has a higher possibility of attracting scouts [3] and a nest site having more
scouts on it than other sites has an increased chance of attracting even more scouts
[8, 9]. To simulate this kind of behavior, we can use a threshold-type function to model
the fraction of resources assigned to option A of the form

PA(x, y) =
(x+ k)p

(x+ k)p + (y + k)p
. (1)

This particular type of threshold-type function has been used with success to model
both task allocation in ant colonies and the choice of path to a food source [2]. The
biological interpretation of the parameters is as follows

• p ∈ R+ represents the inherent sensibility of the agents (social insects) in per-
ceiving concentration differences of resources. To see it clearly one has just to
imagine that if x is just a little bigger than y and p has a large value then Px ≈ 1
(one could take x = y + ε and take the limit as p→ ∞).

• k ∈ R+ is the parameter that regulates the threshold effect on the dynamics
of the model. In the situation where the choice represents the choice of a path
marked by pheromones, k is the quantity of pheromone needed to make the
distribution of resources significantly asymmetric (for instance, if x � k and
y � k, Px ≈ 1/2). In the study of the choice of a new nest site, k might be
interpreted to be correlated to the threshold quorum that the workers use [9]
to start transportation to the new nest site. Low values for k imply that the
threshold is reached sooner, leading to fast decision-making while high values
lead to slow decision-making, and eventually, as the value increases, no decision
at all (a situation where the colony distributes its resources among the options).
In figure 1 we present graphics of the function PA(x, y) for different values of y
and k.
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Figure 1: Graphics of the threshold function PA(x, y). a) Graph of PA when y = 0. When x = k,

the fraction of resources directed to option A reach 80%. b) Graph of PA when y = 0.5.

2.2 The system

If x is the amount of colony resources allocated to the choice A and PA is the fraction
of the constant rate F of resources allocated to this choice, then the dynamics can be
represented as

d x

d t
= PAF − θx. (2)

This type of model would account for the dynamics of choosing between equal qual-
ity options. But in the process of decision-making, colonies often have to choose be-
tween options of different qualities. For instance, when choosing between different food
sources, there is evidence (Sudd and Franks [10],p.114) that some ant species can mod-
ulate the amount of pheromone deposited in a trail depending on the quality of the food
source. When confronted with several options for new nest sites, there is evidence [9]
that the agents take more time to recruit nest mates for low-quality nest sites, leading
to a lower rate of resources assigned to poorer choices.

These evidences lead us to the fact that the rate of distribution of the resources to
a choice is dependent not only on the amount of resources assigned to it but also on the
intrinsic quality of the choice. To model this behavior we use parameters to represent
the quality of each different choice, αA, αB (we observe that units of αA and αB are
the units of resources, while F (as θ) is measured in [time]−1).

When this is incorporated into the model, we obtain the system of differential
equations

dx

dt
=

(x+ k)p

(x+ k)p + (y + k)p
αAF − θx

dy

dt
=

(y + k)p

(x+ k)p + (y + k)p
αBF − θy

(3)

To make the analysis of this general model, we will start with a particular case,
when the sensibility exponent p is equal to 2 and the threshold constant k is equal
to zero. At first sight this may look as an artificial case, and even a mathematically
inconvenient one, since it adds a singularity at the origin to the equations. But as we
shall see, this particular case can give us all the insight necessary to grasp the behavior
of the general model.

© CMMSE Volume I Page 58 of 720 ISBN: 978-84-612-1982-7



R. A. de Assis, E. Venturino and W. C. Ferreira Jr.

Applying the adimensionalization x∗ = x/αA, y∗ = y/αA and t∗ = θt and dropping
the stars

dx

dt
=

x2

x2 + y2
f − x

dy

dt
= γ

y2

x2 + y2
f − y

(4)

where f = F/θ and γ = αB/αA are adimensional parameters. The first parameter is a
measure of the relationship between how fast the colony can provide resources and how
fast they decay. The second parameter measures the ratio between the options quality
(γ > 1 means that the option B is of superior quality, for instance).

2.3 Stability analysis

The stationary points of the system 4 are P0 = (x0, y0) = (f, 0), P1 = (x1, y1) = (0, γf)
and P2 = (x2, y2) =

(
γ

γ2+1
f, γ2

γ2+1
f
)

. The Jacobian matrix at a generic point (x, y) is
given by

J(x, y) =

⎡⎢⎢⎣
2fxy2

(x2 + y2)2
− 1

−2yx2f

(x2 + y2)2
−2xy2γf

(x2 + y2)2
2γfyx2

(x2 + y2)2
− 1

⎤⎥⎥⎦ (5)

It follows that the characteristic polynomials at the points P0, P1 and P2 are respectively
p0(λ) = p1(λ) = (1+λ)2 and p2(λ) = (1+λ)(1−λ), leading to stability for P0, P1 and
instability for P2. It is easy to show [1] that there is a separatrix y = x/γ of the region
of attraction of P0 and P1 passing through P2. Also if (x∗, y∗) is a stationary point for
the system 4 then it is on the line y = γ(f − x). These characteristics are shown in
Figure 2.

2.4 Analyzing the parameters

When k = 0 the parameters F and θ do not affect the qualitative behavior of the
mathematical model, as can be seen from the characteristic polynomials p0, p1 and p2.
The parameter γ has an important role, as it represents the relative qualities of the
options of the colony. Changing the value of γ leads to different slopes for the separatix:
γ > 1 means that option B has a better quality. In the model this is reflected by a
greater region of attraction for P1, meaning that the colony has a higher chance of
choosing option B over option A. If γ < 1 the situation is reversed and when γ = 1
both regions of attractions have the same size, meaning that both options are equally
attractive.

Now to understand the role of the parameter k in the model, we shall use the
necessary condition that a stationary point lies on the line y = γ(f − x). Using this

condition we get
dy

dx
=
ẏ

ẋ
= −γ, meaning that a trajectory starting on the line remains

on it.
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Figure 2: Stationary points of the bidimensional model. P0, P1 are stable and P2 is unstable. The

separatrix is defined by the equation x = γy and defines the region of attraction of P1 and P0. All

stationary points are on the line y = γ(f − x).

We can then write an equation for the dynamics of x

dx

dt
=

(x+ k)2 f
(γ (f − x) + k)2 + (x+ k)2

− x = h(x)/s(x), (6)

where

h(x) = −x(f − x)(γ2f − xγ2 − x) − 2x(γ − 1)(f − x) k + (f − 2x) k2, (7)
s(x) = (γ(f − x) + k)2 + (x+ k)2. (8)

As s(x) > 0, ∀x ∈ R, the stationary points on the line y = γ(f −x) are defined by the
roots of h(x). When k = 0, we have the roots x0 = 0, x1 = f and x2 = f γ2

γ2+1
that are

the stationary points for the system 4. Taking into account that k is a parameter, we
can look at h as a continuous function of two variables h ≡ h(x, k). The parameter k
controls the location of the stationary points along the line y = γ(f − x). As the value
of k increases, two stationary points collapse and we get only one stable stationary
point as in figure 3.

One interpretation that can be made about the role of the parameter k is that it
can increase the efficiency of the colony in choosing the best option, since it gives more
time to the colony for exploring the different options. In the case of nest-site choice,
the parameter k may be interpreted as correlated with a quorum. In [8] when analyzing
the choice between a superior and inferior nest site, labeled 2 and 1, respectively, the
authors write:

[...] At lower quorum sizes, transport begins to both sites, although it does
sooner to site 2. A minority of the colony is thus carried to site 1 and
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Figure 3: In the above graphics, f = 1, but different values lead to the same qualitative results. Left:

graphics of the polynomials h(x, k) on the line y = γ(f −x) and the location of the stationary points as

k varies. Right: trajectories of the x coordinates of the stationary points. a) γ = 1, x1 and x0 collapse

into x2. This represents a situation where the colony distributes its resources among the options. b)
γ < 1, x0 and x2 collapse, being analogous to a situation where the colony chooses the option A. c)
γ > 1, x1 and x2 collapse, being analogous to a situation where the colony chooses the option B.

thus must be retrieved in a lengthy reunification phase. At higher quorum
sizes, the better site maintains its advantage, but emigration time increases
because colonies must spend longer in the slow tandem-run phase before
initiating rapid transport.

Therefore, while increasing k leads to a higher chance of choosing the best option, it
also delays the decision of the colony. In this model, k also affects the final distribution
of resources between the options, being the distribution more even when k is high (when
k is zero, all the resources are directed to only one option). It is important to notice
that this qualitative discussion for k is related to the f value, but for fixed f we get
the same qualitative behavior while varying the k parameter.

Another remark that must be made is that as f measures the abundance of the
resources of the colony, for very low values of f (now k is fixed) there is no emergence
of collective decision. This result can also can be identified in the behavior of colonies
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[6]:

[...]. A small population will never produce a chain, due to an incoming
flow unable to compensate for the departure from the chains, characterized
by a high leaving probability.[...]

The same qualitative behavior can be observed when a colony has to choose between
two different paths to exploit a food source. Too few ants cannot produce an emergent
choice of path as a minimum population size is needed to create a strong positive
feedback.

The γ parameter has the clear role (as in figure 3) of determining which option will
be chosen and also the fraction of resources attributed to the different options.

3 The n-dimensional model

The n-dimensional model represents the situation where the colony has to choose be-
tween n options. Now xi is the amount of resources of the colony assigned to the
option i, γi = α1/αi are the parameters that measure the relative quality of the dif-
ferent options. Again we start the analysis looking at the case where k = 0, then the
n-dimensional system of equations is

dxi

dt
=

x2
i

n∑
i=1

x2
i

γif − xi i = 1, ..., n. (9)

To make the analysis of the stationary points we first seek the points with all

non-zero coordinates. Defining Ln =
n∑

j=1

1
γ2

j

, we have the stationary point

x∗i =
f

γiLn
(10)

Let P = (x∗1, x∗2, . . . , x∗n) and ρ2 =
∑n

j=1 x
2
j . The n-dimensional Jacobian matrix is

Jn(�x) =

⎡⎢⎢⎢⎢⎢⎣
2fγ1x1(ρ2−x2

1)
ρ4 − 1 −2fγ1x2

1x2

ρ4 ...
−2fγ1x2

1xn

ρ4

−2fγ2x2
2x1

ρ4

2fγ2x2(ρ2−x2
2)

ρ4 − 1 ...
−2fγ2x2

2xn

ρ4

...
...

. . .
...

−2fγnx2
nx1

ρ4
−2fγnx2

nx2

ρ4 ... 2fγnxn(ρ2−x2
n)

ρ4 − 1

⎤⎥⎥⎥⎥⎥⎦ . (11)

The Jacobian at P is given by

Jn(P ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − 2
Lnγ2

1

−2
Lnγ1γ2

...
−2

Lnγ1γn−2
Lnγ1γ2

1 − 2
Lnγ2

2

...
−2

Lnγ2γn
...

...
. . .

...
−2

Lnγ1γn

−2
Lnγ2γn

... 1 − 2
Lnγ2

n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(12)
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and has the eigenvalue λ2 = 1 with multiplicity n− 1 associated with the eigenvectors
vj = (0, ..., 1, ..., γn/γj), where the 1 is located in the j-th position, j = 1, 2, ..., n − 1
and the eigenvalue λ1 = −1 associated with the eigenvector vn = (1, γ1/γ2,
γ1/γ3, . . . , γ1/γn). In view of the first positive eigenvalue, P is always unstable. Trajec-
tories will be repelled away from it. They must then approach some other equilibrium,
which can only be a boundary point in the n dimensional phase space.

To analyze the stability of these equilibria, observe that at least one of their com-
ponents will vanish. Without loss of generality, let us take it to be xn. It follows that
ẋn = 0. Letting 0n−1 denote the n− 1 dimensional null vector, the Jacobian takes the
form

A =
[
Jn−1 0n−1

0T
n−1 −1

]
. (13)

The eigenvalues of the matrix A are −1 and the eigenvalues of Jn−1. Thus the stability
analysis is exactly the same as for the stationary point P , with a reduction in the
dimensionality (just the index changes to n−1). By repeating this argument inductively,
the stability analysis for P will be used to deduce the stability of all the other points
of the system.

The characteristic polynomial related to the equilibrium P = P [n] is

p[n](λ) = (λ− 1)n−1(λ+ 1).

Notice that the superscript is related to the point, while the degree is always n in λ.
Allowing one variable to be zero, in view of (13) the characteristic polynomial becomes

p[n−1](λ) = (λ− 1)n−2(λ+ 1)2,

which is again a polynomial of degree n in λ. Inductively, then

p[n−k](λ) = (λ− 1)n−k−1(λ+ 1)k+1.

All these have at least one positive eigenvalue, except for p[1](λ) = (λ+ 1)n. Therefore
the only stable stationary points are the ones in which only one variable is different
from zero.

The parameters in the n-dimensional model have exactly the same interpretation as
in the bidimensional one. We will show the bifurcation patterns for the tridimensional
case, observing that the same patterns emerge for systems with higher dimensions.

For the tridimensional case, the stable stationary points are P1 = (γ1f, 0, 0), P3 =
(0, γ2f, 0) and P5 = (0, 0, γ3f) and the unstable ones are:

P2 =
(

f
γ1(1/γ2

1+1/γ2
2)
, f

γ2(1/γ2
1+1/γ2

2)
, 0
)

P4 =
(
0, f

γ2(1/γ2
2+1/γ2

3)
, f

γ3(1/γ2
2+1/γ2

3)
, 0
)

P6 =
(

f
γ1(1/γ2

1+1/γ2
3)
, 0, f

γ3(1/γ2
1+1/γ2

3)

)
P7 =

(
f

γ1(1/γ2
1+1/γ2

2+1/γ2
3)
, f

γ2(1/γ2
1+1/γ2

2+1/γ2
3)
, f

γ3(1/γ2
1+1/γ2

2+1/γ2
3)

) (14)

in figure 4 we show the bifurcation patterns when f = 1, the roots being approximated
by numerical computations.
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Figure 4: Evolution of the stationary points of the tridimensional model when f = 1, γ1 = 1, γ2 = 0.8
and γ3 = 0.6. The y axis contains the sum of the coordinates of the stationary points. We observe

that, as the value of the k increases the stable points relative to the poorer options (P3 and P5) collapse

and only the better option is left (P1).

4 Conclusions

The analysis of the model clarifies the role of the threshold factor in the decision-making
process in colonies of social insects. Threshold values too low lead to quick decisions,
but also to a higher chance of choosing poorer options while higher threshold values
lead to a longer time for decision-making but to a higher possibility of choosing the
best option. Beyond a certain value, the threshold factor can prevent the colony to
build up a strong positive feedback, making it unable even to make a choice. This is
the case when k is so high that even though the only stationary point that is left is the
one of the best options, its coordinates do not show a clear choice of option, but rather
a distribution of the resources of the colony among the options according to its quality.

The above considerations also hold for the parameter f , representing the flux of
resources provided by the colony. A too low flux cannot make the necessary positive
feedback for the emergence of a choice, while one that is too high can lead to premature
options. Therefore, there is an interplay between the flux of resources from the colony
and the threshold values. As the colonies of social insects are able to make efficient
choices, we are led to believe that natural selection may be playing a role in “tuning”
the threshold values for the species, making them able to make decisions in a trade-off
between speed and efficiency.

With relation to optimization algorithms, the γ coefficients (along with f) play
the role of making the algorithms “greedy”, while the k parameter is a measure of
“freedom for search”. Greedy algorithms usually converge fast, but may converge to
globally poor solutions. So the same interplay between fast convergence and global
search that is observed in the social insects is repeated in the case of optimization
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algorithms.
Finally, we observe that the qualitative results of the model can be found in field

and experimental observations, [7, 8]. Future work may include the study of the trade-
off between fast decision-making and choosing the best option, by creating a fitness
function that incorporates both factors and optimizing the parameters in the model.
Also, it is possible to make the generalization for other values of the p exponent in the
feedback function, although numerical simulations do indicate that the same qualitative
results are to be observed.
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Abstract

In this paper we describe in some invariant manifolds of the motion the global
phase portraits of a Manev system in a rotating reference frame. We obtain a
complete topological classification of the different invariant sets of the phase flow
for this problem. In particular, the Liouville-Arnold theorem has been used to do a
particular analysis of the momentum map in its critical values. Finally, the action-
angle variables and the regions where they can be defined are obtained. These
variables allow us to calculate the modified Keplerian elements of this problem,
useful to elaborate a perturbation theory. The results can be applied to study the
Mercury precession using Classical Mechanics without using Relative Mechanics.
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Abstract

1 Introduction

Obtaining the accurate solution of optimal control problems is a crucial aspect in many
areas of applied science. In this paper we shall focus especially on problems that arise
in chemical engineering. There is a vast array of numerical methods and software
packages for solving dynamic optimization or optimal control problems numerically,
such as: SOCS, RIOTS 95, DIRCOL, MISER3, MINOPT, NDOT, DIDO, GPOCS,
DYNOPT or Bryson’s Matlab code. Unfortunately, these packages require an initial
guess of the solution to start the iterations. Sometimes, in cases when convergence
is not obtained, it is likely that the initial guess is such that convergence to the true
solution is impossible. In such cases, users of these packages are accordingly advised
to try different sets of initial guesses.

In this paper we shall concentrate on the special structure that appears in numerous
problems of chemical reactors; more specifically, in the nonlinear Continuous Stirred
Tank Reactor (CSTR). We shall present a very simple method to obtain an initial
guess for the solution for this complex system. Moreover, we shall show that, for the
chemical processes tested, the initial guess is very close to the solution and that our
initial guess is attracted to a global minimum. We shall show that the theory allows
us to address a wide range of problems: constrained, unconstrained, nondifferentiable,
etc., while employing a very short computation time in all cases.

2 Mathematical Formulation

A Lagrange type Optimal Control Problem (OCP) can be formulated as follows:

min
u(t)

I =
∫ tf

0
F (t,x(t),u(t)) dt (1)

© CMMSE Volume I Page 67 of 720 ISBN: 978-84-612-1982-7



subject to satisfying:
.
x(t) = f (t,x(t),u(t)) (2)
x(0) = x0 (3)

u(t) ∈ U(t), 0 ≤ t ≤ tf (4)

where I is the performance index, F is an objective function, x = (x1(t), ...,xn(t)) ∈Rn

is the state vector, with initial conditions x0, u = (u1(t), ...,um(t)) ∈Rm is the control
vector bounded by umin and umax, U denotes the set of admissible control values, and t
is the operation time that starts from 0 and ends at tf . The state variables (or simply
the states) must satisfy the state equation (2) with given initial conditions (3). In this
statement, we consider that the final instant is fixed and the final state is free. Let H
be the Hamiltonian function associated with the problem

H(t,x,u, λ) = F (t,x,u) + λ · f (t,x,u) (5)

where λ = (λ1(t), ...,λn(t)) ∈Rn is called the costate vector. The classical approach
involves the use of Pontryagin’s Minimum Principle (PMP), which results in a two-
point boundary value problem (TPBVP). In order for u ∈ U to be optimal, a nontrivial
function λ must necessarily exist, such that for almost every t ∈ [0, tf ]

.
x = Hλ = f (6)
.
λ = −Hx (7)

H(t,x,u, λ) = min
v(t)∈U

H(t,x,v, λ) (8)

x(0) = x0;λ(tf ) = 0 (9)

In this paper we deal with various chemical models whose dynamic equations present
a particular structure (we present the two dimensional case for the sake of simplicity):

min
u1(t)

I =
∫ tf

0
F (x1(t), x2(t), u1(t)) dt (10)

.
x1(t) = f (x1(t), x2(t), u1(t)) (11)
.
x2(t) = f (x1(t), x2(t)) (12)

The principal characteristic of this system is the absence of the control u2 in equations
(10-12). In several previous papers [1,2], the authors have presented a very simple
method that is able to solve, for a known x2, the problem formed by the equations
(10-11). We now adapt this method to obtain an initial guess for the solution of the
system (10-11-12).

The idea consists in constructing x1 in an approximate and similar way to how it
is constructed in [1,2] and in simultaneously constructing x2 using Euler’s (or Euler’s
improved) method in (12). In the discretization process, the values of x2 obtained at
the prior nodes are used to calculate x1 at each node, and the values obtained for x1

are used to calculate x2. The method that we have developed to obtain x1 is based on
the use of an integral form of the Euler equation, combined with the simple shooting
method. In the next section we shall see the excellent behavior of our approach by
means of several examples.
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3 Examples

We analyze three cases. In Example 3.1 we first consider the nonlinear CSTR as
being unconstrained. In Example 3.2, we generalize the previous example, considering
the constrained case with bounded control. Finally, in Example 3.3. we present a
nondifferentiable case. We now present only the first case.

3.1 Unconstrained CSTR

Let us consider the system consisting of the dynamic optimization of a first-order
irreversible chemical reaction carried out under non-isothermal conditions in a CSTR.
The equations describing the chemical reactor are

dx1

dt
= −(2 + u)(x1 + 0.25) + (x2 + 0.5) exp(

25x1

x1 + 2
) (13)

dx2

dt
= 0.5− x2 − (x2 + 0.5) exp(

25x1

x1 + 2
) (14)

The control variable u(t) represents the manipulation of the flow-rate of the cooling
fluid. Here x1(t) represents the deviation from the dimensionless steady-state tempera-
ture, and x2(t) represents the deviation from the dimensionless steady-state concentra-
tion. In this section, we consider the case in which the control u is unbounded, and the
initial conditions x1(0) = 0.09 and x2(0) = 0.09 are used. The optimal control problem
is to determine u in the time interval 0 ≤ t < tf that will minimize the quadratic
performance index

I =
∫ tf

0
(x2

1 + x2
2 + 0.1u2)dt (15)

subject to the nonlinear dynamic constraints, where the dimensionless final time tf is
specified as 0.78.

Using a control vector iteration procedure, Luus and Cormack [3] showed that there
exists a local optimum of I = 0.244425 and a global optimum of I = 0.133094. This
optimal control problem provides a good test problem for optimization procedures and
is a member of the list of benchmark problems [4]. It has been used by Luus [5] to
evaluate his Iterative Dynamic Programming (IDP) algorithm, and by Luus and Galli
[6] to examine the multiplicity of solutions. Ali et al. [7] solved this problem using
eight stochastic global optimization algorithms, the results obtained varying between
I = 0.135 and I = 0.245. The CPU time used was quite high, in some case more than
2382 s .

We apply our simple method and present the results below. The minimum value
of I = 0.1334 was obtained very rapidly. The computation time for 15 iterations, with
a discretization of 100 subintervals, was 2.5 s .

Our method presents numerous advantages: It is very easy to programme, the
theory allows us to address a wide range of problems, the computation time is very
short, the initial guess is very close to the solution, and the initial guess is attracted to
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a global minimum. The resulting initial guess for the optimal control policy is given in
Figure 1 and for the state trajectories in Figure 2.

Fig. 1. Optimal control. Fig. 2. Trajectories of the state variables.
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Abstract 

Let ����� RRf n
→: ���and (P) the following problem of minimization without 

constraints: 
(P):   { }

nRxxf ∈:)(min . 
In [1], we introduced an algorithm so-called, the epsilon steepest descent, which 
accelerates the convergence of the gradient method. In [1] we have proved the 
global convergence of the epsilon steepest descent algorithm in the case of exact 
line searches. 
In this work, we improve the algorithm introduced in [1] and we prove the global 
convergence of the new algorithm in the case of Armijo inexact line search. 

 
 
 
Key words: Epsilon algorithm, steepest descent algorithm, 
global convergence 
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Abstract   
 
 

In this paper, the arithmetical proprieties of the 4q-Boubaker polynomials 
subsequence are presented. In a context of applied physics, a polynomial expansion 
is presented with regard to particular boundary conditions. The latter form of this 
equation involves a well-known polynomial sequence:  the Dickson polynomials. The 
arithmetical properties of these polynomials make the lastly proposed analytical 
solutions to some physics problems, like heat transfer in particular models, more 
appropriate to derive and to be involved in higher order systems.  
 
M.S.C. 2000:  35K05, 33E30, 41A30, 41A55, 41A99. 
PACS. 2008 :   02.00.00: Mathematical methods in physics - 02.30.Jr :  Partial   
                              differential equations -02.30.Sa: Functional analysis - 47.10.A-:  
                                Mathematical formulations 
 
 
 
 

 
1. Introduction 
 
Recently, the approximation canonical schemes [1-5] which can yield satisfying 
solutions to the heat transfer, wave propagation and similar applied physics 
problems have been widely developed.  
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The use of polynomial expansions took a big part of these schemes and yielded 
meaningful results for both numerical and analytical analysis [6-9]. 
In this paper, we propose a canonical formulation to common physical problems with 
Cauchy boundary conditions. This formulation is based on demonstrated and verified 
arithmetical proprieties of a particular Boubaker polynomials subsequence of the: the 
4q- Boubaker polynomials. 
 
2. Historic of the Boubaker polynomials  

 
2.a the Boubaker polynomials   

 
 
The first monomial definition of the Boubaker polynomials[10-18] appeared in a 
physical study that yielded an analytical solution to heat equation inside a physical 
model[10]. This monomial definition is traduced by (eq. 1): 
 

 
 

                                         
    

  (1) 

where: 

    

        (The symbol: ⎣ ⎦ designates the Floor function)          

The first few Boubaker polynomials are (eq.2 ): 

                                     (2) 

                          
The Boubaker polynomials expansion method was used in the models (fig. 1 )  
presented by works of O. Bamidele Awojoyogbe et al. in the field of organic tissues 
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modelling[12], and the works of  J. Ghanouchi et al.  on the heat transfer modeling 
systems [11]. A part of these studies contains a conjoint work, based on the 
similarities between the hemodynamic flow system and a non proper differential 
equation attributed to the modified Boubaker polynomials.  

 
Figure1:  Studied models  

A recent work presented by S. Slama et al.[19] presented   a numerical model (fig. 2)   
of the spatial time-dependant evolution of A3 melting point in C40 steel material 
during a particular sequence of resistance spot welding. 
 
 
 
 
 
 

 
 

 
 

Figure 2:  Spot welding model  
 

© CMMSE Volume I Page 75 of 720 ISBN: 978-84-612-1982-7



CMMSE 2008 
 

  
 
The model was based on a solution to the heat equation, expressed, in cylindrical 
coordinates inside the joint area, in terms of pondered Boubaker polynomials 
expansions. Similar algorithm are being performed in the cases of some applied 
physics models (fig. 2). 
 
 
  
 
 
 

 
 
 
 

Figure 3:  Organic and industrial models  
 

 
 
2.b the modified Boubaker polynomials (Boubaker-Turki 

polynomials)  
 

 
 The Boubaker-Turki polynomial or modified Boubaker polynomials[12-14], which are 
an enhanced form of the formerly defined polynomials, have been established as 
solutions to the second order differential equation (3): 
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where :  
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The modified Boubaker polynomials have a recursive coefficient definition expressed 
by equation (4): 
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 (4) 
 
 
Both Boubaker and Boubaker-Turki polynomials are the source of several registered 
integer sequences [14,18]. 

The ordinary generating function of the Boubaker-Turki polynomials is (eq.5): 
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2.c The 4q-Boubaker polynomials subsequence  
 
 

The Boubaker polynomials Bn(X) explicit monomial form evoked, while prospected, some 
singularities for m=4, 8, 12, etc. In fact for the general case: m=4q the 2q rank monomial term is 
removed from the explicit form so that the whole expression contains only 2q effective terms. 
Correspondent 4q-order Boubaker polynomials[11] are presented in equation (6) as a general form 
and equation (7) as first functions: 
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3. The 4q-Boubaker polynomials subsequence proprieties  
 

3.a  Recursive relation  
 
 

The main purpose of this section is to establish a recursive relation involving three 
consecutive 4q-Boubaker polynomials: 
 
A conjectured primal form was (eq.8) : 
 

     
 (8) 

 
 Using the first terms of the 4q-Boubaker polynomials we obtain the empirical 
solution (9): 
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 We conjecture hence that we have the recursive relation (10): 
 
               

 
            (10) 

 
 

3.b  Quadratic relation  
 
 
Let’s define the q-dependent function Hq : 
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By calculating the difference (12): 
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We demonstrate that Hj(X)is not q-dependent. Using the first terms of the 4q-
Boubaker polynomials we obtain finally the quadratic relation (13): 
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4. Cauchy boundary-conditioned Canonical formulations  

 
4.a  Cauchy boundary-conditions  
 

When a differential equation, like a d’Alembert one, has to be solved inside a domain 
(D) contained inside a continuous closed boundary (L); the Cauchy boundary 
conditions[20-21] may be imposed. These conditions introduce two equations to be 
satisfied in boundaried (fig. 4. a and 4.b) by both the solution and its first derivative. 
 

 
 

Figure 4:  Studied domains  
 
 

An example is given in the case of periodic elliptic-parabolic type differential 
equation (14). 
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where g and h are given functions, and S is the source term.  
 
 
4.b  Canonical 4q-Boubaker polynomials expansion  
 

We consider, for example that (D) is a cylindrical volume(fig. 4.c). We have hence, in 
cylindrical coordinates (r,θ,z): 
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The 4q-Boubaker polynomials expansion is used in the case of a pulsed elliptic-
parabolic problem with cylindrical symmetry. The solution of such problem is a 
spatial r-dependent distribution associated to a t-dependent source term modulated 
at a pulsation ω. The problem is traduced by the system (15): 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

∈=

∂

∂

∈=

∈=∇−×

)();()(
)();()(

)();()()( 2

Lrrh
r
rf

Lrrgrf
DrrSrfrfjω

            (16) 

We consider, for example that (D) is a cylindrical unlimited volume. We have hence 
for an r-symmetrical problem : 
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We have also the boundary conditions (18): 
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The canonical 4q-Boubaker polynomials expansion is performed by the expression 
(19):  
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Where αq are the minimal positive roots of the Boubaker 4q-order polynomials B4q, 
and  ξq are coefficients   to be found.  
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4.c  Cauchy-related features   
 

Due to the proprieties of the 4q-Boubaker polynomials (20),   boundary conditions 
(18) are intrinsically satisfied. 
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(20) 
The main system (16); taking in account the Cauchy boundary conditions, is reduced 
to (21): 
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The solution of the system (21) is achieved once the source term is decomposed as a 
similar expansion. The relevant task is hence to choose the source term the way it 
can be expressed by (22); or to expand the given source term in an equivalent form: 
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 with bq determined coefficients. 
 
5. Conclusion   
 
The proposed canonical expansion presents a supply to works aiming to solve applied 
physics equations. In fact, by the mean of the arithmetical proprieties of the 4q-
Boubaker polynomials, the Cauchy boundary conditions are substantially verified 
and indirectly taken in account inside the main equation. 
The canonical expansion presented in this paper, is being tested inside several actual 
applied physic models. 
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Abstract
We have examined the old purported dilemma of quantum
mechanics versus the theory of relativity. By proposing a first
principles, relativistically invariant theory, via an analytic
extension of quantum mechanics into the complex plane we
offer a model that (i) include features such as time- and length-
scale contractions and (ii) suggest incorporation of  gravitational
interactions, (iii) the Einstein general relativistic law of light
deflection and (iv) the compatibility with the Schwarzschild
metric in a spherically symmetric static vacuum. The present
viewpoint asks for a new perspective on the age-old problem of
quantum mechanics versus the theory of relativity as the relation
with the Klein-Gordon-Dirac relativistic theory confirms some
dynamical features of both the special and the general relativity
theory.
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1. Introduction
It is well-known that that the Klein-Gordon-Dirac equation can be written
formally as a standard self-adjoint secular problem based on the simple
Hamiltonian matrix (in mass units)

H =
m0 p /c

p /c -m0

Ê

Ë
Á

ˆ

¯
˜.                                          (1)
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Here m0 is the rest-mass, p = mu  is the momentum of the particle and c the
velocity of light – note also that the entities in Eq. (1) are operators and the
velocity u  of the particle(s) is relative a system in rest, wherever the rest masses
of the particles involved are m0 and -m0 respectively. Similar treatments can also
be made in relation to the Dirac equation [1].

As shown elsewhere [2] an analogous formulation follows from the modification
of considering a complex symmetric ansatz. This permits an important
generalization since it will simultaneously allow the introduction of time- and
length scales as well as mimic the non-positive definiteness of the Minkowski
metric [3].

In this abstract we will briefly review the model. We will further discuss the
extension to the general case of gravitational interactions. As a result we will
connect with some of the most well known facts of the laws of special and general
relativity, i.e. the contraction of length- and time scales, Einsteins law of light
deflection in a gravitational field and the appearance of the Schwarzschild radius
in a static symmetric vacuum. Finally the compatibility of the formulation with
the Schwarzschild gauge in the minimal two-component metric is indicated.

The conclusions made suggest the proposition that “the Einstein laws of
relativity” indeed is a quantum effect [1].

2. The complex symmetric ansatz
As presented elsewhere [1-3] we will set up a simple 2¥ 2  complex symmetric
matrix that (without interaction) displays perfect symmetry between the states of
the particle and its antiparticle image[2].

H =
m -in

-in -m

Ê

Ë
Á

ˆ

¯
˜.        (2)

In Eq.(2) the diagonal elements are the energies associated with a particle with
mass m  in a state with wave vector m  and the antiparticle state, assigned a
negative energy –m with the state vector m . For the case of fermions we will
need the Dirac equation, see Ref.[1] for a detailed treatment. -in is the complex
symmetric interaction, see below; and the minus sign is by convention. For zero
interaction the diagonal elements are ±m0. Note that he vectors m0  and m0 can
be chosen orthonormal, while m  and m  in general are bi-orthogonal.
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Solving the secular equation corresponding to the ansatz (2) one obtains the roots
l± = ±m0  from l2 = m

0

2 = m2 - n 2 = m2 - p2c-2 , admitting the kinematic perturbation
n = p/c . Hence m2c4 = m0

2c4 + p2c2. In passing one should note that p = mu,  with
appropriate modifications for a particle in an electromagnetic or other field [3], is
an operator, which in its extended form may not be self-adjoint. Besides getting
back a Klein-Gordon type equation, one also attains the “eigensolutions”

m0 = c1 m + c2 m ;  l+ = m0;

m0 = -c2 m + c1 m ;  l- = -m0 ;

m = c1 m0 - c2 m0 ;  

m = c2 m0 + c1 m0 ;  
      (3)

with

c1 =
1+ X

2X
;   c2 = -i

1- X

2X
; m =

m0

X
; c1

2 + c2
2 = 1 X = 1- b 2; b = p /mc .      (4)

For “classical particles” we recover the familiar b  factor, e.g. p /mc = u /c . In
general we need to keep the order of the operators appearing in the secular
equation although the present formulation is somewhat unspecified for simplicity.
Since we respect complex symmetry our model admits, under suitable
environmental interactions and/or correlations primary complex resonance
energies commensurate with rigorous mathematics and precise boundary
conditions [4]. Hence we find that

m0c2 Æ m0c2 - i
G0

2
;    t 0 =

h

G0

;  mc2 Æ mc2 - i
G
2

;  t =
h

G
,                   (5)

where G ,  t  and G
0

,  t
0
 are the half widths and lifetimes of the state respectively,

and h  is Planck’s constant divided by 2�. Inserting (5) into our model above and
separating real and imaginary parts one gets immediately the contractions

G0 = G 1- b 2 ;  t = t 0 1- b 2 .                    (6)
Comparing times in the two scales enforcing Lorentz-invariance for the length l,
one finds directly

l =
l0

1- b 2
;  t =

t0

1- b 2
;  m =

m0

1- b 2
.                                (7)

From the present development we see that the laws of special relativity appears as
a consequence of the quantum mechanical superposition principle. In the next
section we will extend the discussion by considering gravitational interactions.

3. The general case
We extend the model to include gravity by augmenting the present development
in the basis m, m :
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              H =
m(1- k(r)) -in

-in -m(1- k(r))

Ê

Ë
Á

ˆ

¯
˜

l2 = m2 (1- k(r))2 - p2 /c2;   l = m0 (1- k(r));  n = p /c

                    (8)

with
k(r) = m /r;   m =

G ⋅ M

c2
.                                           (9)

Here m  is the gravitational radius, G the gravitational constant, M a “classical
mass” (which does not change sign when m Æ -m ) and n = p/c  as before.
Alsok(r) ≥ 0  depends on the coordinate r of the particle m , with origin at the
center of mass of M. The coordinate r (and t) refers to a flat Euclidean space and
the emerging scales define the curved space-time. Eq. (8) has the eigenvalues l

±

m0
2 = m2 - p2 /(1- k(r))2 c2;  l± /(1- k(r)) = ±m0 = ± m2 - p2 /(1- k(r))2 c2

m = m0 / 1- b '2 ;  b'£ 1;  1 > k(r);  b '= p /mc(1- k(r)) = u /c(1- k(r)).
        (10)

It can be shown [2] that the angular momentum, mur , for a particle under the
influence of a central force is a constant of motion and hence we obtain (here
m = m̂op  has the eigenvalue m0) the relation

m0ur = m0cm; u = k(r)c = mc /r.                             (11)

where the constant have been evaluated at the limiting velocity c and the limiting
distance, the gravitational radius. It follows for a particle with a non-zero mass
that a degeneracy (Jordan block) will occur for the Schwarzschild radius at r=RLS,
provided the mass M is entirely localized inside the sphere, i.e.

1
2 m = mu /c = mk(r);  r = RLS = 2m                             (12)

It follows further that either we find m Æ • with m0  finite or m is finite with
m0 Æ 0 . For instance in the former case at r=RLS Eq. (8) yields

Hdeg =
1

2

m -im

-im -m

Ê

Ë
Á

ˆ

¯
˜ Æ Hdeg =

0 m

0 0

Ê

Ë
Á

ˆ

¯
˜

0 = 1
2

m - i 1
2

m

0 = 1
2

m + i 1
2

m

     (13)

explicitly displaying a Jordan block (see e.g. [5,6] for definitions) structure at the
singularity. Thus in summary the present model entails that a quantum particle
will occupy one of two possible states. The identification of these states occurs
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through the interaction n  and the emergence of the length and time scale
contractions. For zero rest-mass particles we find, see [1,2], that

m2c4 (1-k0(r))2 = p2c2                                     (14)
with

k0 (r) =
2GM

c2r
= 2k(r)                                       (14’)

which means that they obey the law commensurate with the effect of light
deflection in a gravitational field. In the final section we will indicate that Eq.(14)
is compatible with the Jebsen-Birkoff stationary, spherically symmetric  solution.

4. The Schwarzschild metric
In order to demonstrate the compatibility with the Schwarzschild metric we will
introduce and generalize the following familiar formalism

r p = (2ph)-3/2 ei /hr̃⋅p       (15)
where

r =

x

y

z

Ê

Ë

Á
Á
Á

ˆ

¯

˜
˜
˜
;   p =

px

py

pz

Ê

Ë

Á
Á
Á

ˆ

¯

˜
˜
˜

      (16)

to four dimensions. We simply obtain

r,-ict p,
iE

c
= (2ph)-2 ei /h(r̃⋅p-Et)       (17)

using conventional notation (noting the complex conjugate in the bra-position, to
subscribe to a complex symmetric construction)

x* P = (2ph)-2 ei /h(x̃⋅P)       (18)

with the evident definitions

x =

x

y

z

ict

Ê

Ë

Á
Á
Á
Á

ˆ

¯

˜
˜
˜
˜

;   P =

px

py

py

iE /c

Ê

Ë

Á
Á
Á
Á

ˆ

¯

˜
˜
˜
˜

      (19)

We will now rewrite our previous equations explicitly displaying the usual
operator identifications, i.e.
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r
p = -ih—

E = ih
∂
∂t

r
P = -ih(—,  i/c

∂
∂t

)

      (20)

getting the result of the operator secular equation as (identity operator suppressed)

l2 = (E 2 - p2c2 ) = -c2
r
P ⋅

r
P = -c2P̃ ⋅ P = -c2P 2 = m0

2c4       (21)

Incidentally we note that

P 2 = -h2 D -
1

c2

∂ 2

∂t 2

Ê

Ë
Á

ˆ

¯
˜                   (22)

and

x * -P 2 P = m0
2c2 x* P       (23)

Equation (23) can be taken to define the restmass uniquely. In Ref.[1] we
obtained the relation

m =
m0 (1- k(r))

1- 2k(r)
=

l0

1- 2k(r)
      (24)

where l0  is the positive (real part) eigenvalue of the secular equation
corresponding to

m
(1- k(r)) k(r)

k(r) -(1- k(r))

Ê

Ë
Á

ˆ

¯
˜.       (25)

Since the eigenvalues of the matrix Eq.(25) may come out non-real in our
complex symmetric setting, i.e.

m = mr - iG;  l0 = lr - iG0                   (26)

we find by projecting out the real and complex parts of (24, 25) that

t = t 0 1- 2k(r) ; G =
h

t
;  G0 =

h

t 0

      (27)

or for differential “times”
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dt 2 = dt 0
2 (1- 2k(r))       (28)

Eqs.(14) and (28) implies that we can introduce the gravitational interaction as
follows in the present case of m0 Æ 0  (static, spherically symmetric case), i.e.

P 2 Æ P grav
2 = 1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

-1

pr
2 - 1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

E 2

c2
      (29)

or in its appropriate symmetrised form

P 2 Æ P grav
2 = 1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

-1/2

pr
2 1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

-1/2

- 1-
2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

1/2
E 2

c2
1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

1/2

          (29’)

or

P 2 Æ P grav
2 = pr 1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

-1

pr -
E

c
1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

E

c
                            (29’’)

where we have made a change of the coordinate-, and the recipocal coordinate
system: x'= a-1x , P'= aP , where a  in general is a 4 ¥4 similarity transformation,
but here restricted to 2 dimensions in the basis (r, ict) and (pr, iE/c)  with
corresponding modifications in Eqs. (15-19)

a =
1-

2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

-1/2

0

0 1-
2Gm

c2r

Ê

Ë
Á

ˆ

¯
˜

1/2

Ê

Ë

Á
Á
Á
Á

ˆ

¯

˜
˜
˜
˜

                  (30)

using only one space dimension, r. Rather than using the traditional covariant
formalism we have used simple matrix algebra, see e.g. [9], to analyse the
consequences of the transformation. From Eqs.(29) we obtain directly that

(r,  ict )* P 2 pr ,  iE /c Æ (r' ,  ict' )* P '2 p'r ,  iE' /c =

(r' ,  ict' )* P grav
2 p'r ,  iE' /c = (r,  ict )* P grav

2 pr ,  iE /c
      (31)

Thus we have succeeded to build the gravitational interaction into the formulation
such that the surrounding field here only appears as an effect of the geometry
characterizing the gravitational source. Hence a coordinate transformation a  in
general defines appropriate boundary conditions for the quantum formulation.
From Eqs. (14) and (28) follows also a more direct non-quantum argument of the
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compatibility of the Schwarzschild metric in the spherically symmetric, static
vacuum.

It is, as a result of the present study, interesting to note that the present
formulation of gravitational interactions is essentially “classical” or rather quasi-
classical outside the domain boundary characterized by the Schwarzschild radius.
The contrast is that the interpretation of the laws of relativity stems from the
viewpoint of the quantum mechanical superposition principle. Yet, except from
the occurrence of general Jordan block like singularities, the equations appear
mostly to be of classical-orthodox character. The formulation inside the
singularity, which is rejected by classical theories, follows from a specific
degeneracy condition, see Eqs.(12, 13), where all interactions/correlations
condense or unify according to Yang’s ODLRO[10], see also [2] for more details.
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Abstract

This work concentrates on the automated deduction of logics of order-of-magnitude
reasoning. Specifically, a Prolog implementation is presented for the Rasiowa-
Sikorski proof system associated to the relational translation Re(OM) of the mul-
timodal logic of qualitative order-of-magnitude reasoning OM .

Key words: Relational theorem proving, Rasiowa-Sikorski procedure.

1 Introduction

This paper concentrates on the logic approach to order-of-magnitude qualitative rea-
soning firstly introduced in [1], and further developed in [2]. Roughly speaking, the
approach is based on a system with two landmarks, −α and +α, which is both sim-
ple enough to keep under control the complexity of the system and rich enough so as
to permit the representation of a subset of the usual language of qualitative order-of-
magnitude reasoning.

The intuitive representation of the underlying frames is given in the picture below,
where −α and +α represent respectively the greatest negative observable and the least
positive observable, partitioning the real line in classes of positive observable Obs

+,
negative observable Obs

− and non-observable numbers Inf:

OBS INF OBS

a a+

+

-

-

∗Partially supported by TIC06-15455-C03-01 and P06-FQM-02049
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In [3], the paradigm ‘formulas are relations’ formulated in [9] was applied to the
modal logic for order-of-magnitude (OM) reasoning introduced in [2], obtaining a rela-
tional logic Re(OM) based on algebras of relations generated by some relations specific
to the frames of OM -logics; after a translation from the language of OM -logics to the
language of Re(OM), a deduction system for Re(OM) in the Rasiowa-Sikorski style [10]
was presented, paving the way for applicative research on the implementation of the
proof procedure. The main contribution of this work consists in the development of
a Prolog implementation of the Rasiowa-Sikorski proof procedure introduced in [3]; it
is worth to note that our proof system is modular, in that adding new semantic con-
strainsts to the logic implies adding new deduction rules or axiomatic sets, and not
implementing a new system from scratch.

The structure of the paper is the following: in Section 2, the language Re(OM) is
introduced, together with the relational proof system; then, the main contribution of
the paper, is presented in Section 3, which contains the implementation in Prolog of
the relational procedure in Section 4, some executions of the Prolog engine are shown,
the input formulas are taken from the axiom system for the logic as presented in [2];
Section 5, finally, concludes and presents prospects for future work.

2 The language Re(OM): the RS proof system

As stated in the introduction, the language OM was translated in [3] into a relational
one in order to take benefit from the RS proof procedure. As usual, the main idea of
the relational formalisation is to interpret formulas of nonclassical logics as relations
which are the elements of algebras of relations from a suitable class. For limitation of
the length of the paper, we reveal only the language Re(OM).

We recall here the definition of The syntax of Re(OM) 1.

The alphabet of Re(OM) consists of the disjoint sets listed below:

• A (nonempty) set OV = {x, y, z, . . . } of object variables.

• A set OC = {α−, α+} of object constants.

• A (nonempty) set RV = {P,Q,R, . . . } of binary relation variables.

• A set RC = {1, 1′,ℵ−,ℵ+, <,�,≺} of relation constants denoting, respectively,
the universal relation, the identity relation, the constant relations for −α and
+α, and the three ordering relations related to the three modalities of the OM
language.

• A set OP = {−,∪,∩, ; ,−1} of relational operation symbols which are interpreted
as the opposite, the union, the intersection, the composition and the inverse of a
relation.

Now, the set of relation terms and formulas of Re(OM) is given as follows:
1We show the syntax and for more details the reader is suggested to consult [3].
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• The set of relation terms RT is the smallest set of expressions that includes all
the relational variables and relational constants and is closed with respect to the
operation symbols from OP.

• The set FR of formulas, consists of expressions of the form xRy where x, y denote
individual (or object) variables or constants and R is a relational term built from
the relational variables and the relational operators.

We will now concentrate on the presentation of the RS proof system for Re(OM).
Let us recall that, given a relational formula xAy, where A may be a compound rela-
tional expression, we successively apply decomposition or specific rules. In this way a
tree is formed whose root consists of xAy and each node (except the root) is obtained
by an application of a rule to its predecessor node. The application of rules is stopped
on a node when an axiomatic set (which denotes a tautological formula) has been ob-
tained, or when none of the rules is applicable to the formulas in this node. Such a
tree is referred to as a proof tree for the formula xAy. A branch of a proof tree is said
to be closed whenever it contains a node with an axiomatic set of formulas. A tree is
closed iff all of its branches are closed.

Our system considers the usual rules for the calculus of binary relations with equal-
ity (these rules are not shown explicitly here due to length restrictions, see for in-
stance [6]). New specific rules are included in order to handle the specific object and
relation constants of the language Re(OM). These rules are shown in Fig. 1, in which
the new variables occurring in the denominator of some rules denote any variable oc-
curring in the branch.

The axiomatic sets of Re(OM) shown below state valid formulas of the system
which allows for stopping the procedure on a given branch.

{x1y} {x1′x} {x−Ry, xRy} {α− < α+}
where x, y ∈ OS and R ∈ RT.

3 Prolog implementation of the relational system

In this section, we introduce the Prolog implementation2 of the relational system given
above.

Once the system receives as input the relational formula to be checked, it generates
a proof tree, whose leaves contain sets of relational terms to be proved. The input
formula gets proved when Prolog closes all the leaves in the proof tree.

To begin with, the relations have to be encoded as predicates. This is done as
follows: A relational formula xRy, where x, y are object variables and R is a relational
term represented as the Prolog fact:

rel(address,R, x, y)
2The full implementation (developed in SWI-Prolog Version 5.6.33 for Windows platform) is avail-

able from the address http://homepage.mac.com/alicauchy/.
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xℵ−y

x1′α−, xℵ−y
(c1a)

x−ℵ−y

x−1′α−, x−ℵ−y
(c1b)

xℵ+y

x1′α+, xℵ+y
(c2a)

x−ℵ+y

x−1′α+, x−ℵ+y
(c2b)

x < α+

x1′α−, x < α+
(c3)

x−�y

x1′α−, x−�y
(c4)

x−�y

y1′α+, x−�y
(c5)

x ≤ α−, α+ ≤ x, x− �y

x ≤ α−, α+ ≤ x, x− �y, y ≤ α−
(c6)

x ≤ α−, α+ ≤ x, x− �y

x ≤ α−, α+ ≤ x, x− �y, α+ ≤ y
(c7)

α− ≤ x, x− � y

α− ≤ x, x− � y, α− < y
(c8)

x− < y, α− < y

x− < y, α− < y, x− �y
(c9)

x− < y, x < α+

x− < y, x < α+, x− �y
(c10)

x ≤ α−, α+ ≤ x, y ≤ α−, α+ ≤ y, x � y

x ≤ α−, α+ ≤ x, y ≤ α−, α+ ≤ y, x � y, x < y
(c11)

x−�y

x−�y, x−<y
(c12)

x < x
(Iref)

y−<x | x−<y | x−1′y
(Lin)

x � y | x−� y
(cut- �)

xRy

xRy, xRz, | xRy, zRy
(Tran)

x < y

x ≺ y, x < y
(n-0)

x ≺ z

x ≺ y, x ≺ z | y < z, x ≺ z
(n-i)

x ≺ z

x < y, x ≺ z | y ≺ z, x ≺ z
(n-ii)

α+ ≤ y

α− < x, α+ ≤ y | x < α+, α+ ≤ y | x ≺ y, α+ ≤ y
(n-iii)

y ≤ α−

α− < x, y ≤ α− | x < α+, y ≤ α− | y ≺ x, y ≤ α−
(n-iv)

Figure 1: Specific rules for Re(OM)

The first argument contains a list of integers which define the position of the node in
the proof tree, as it has been generated during the proof process.

Example 1 The formulas contained in a leaf of a proof tree are read disjunctively,
hence an expression as xRy∪xSy∪xℵ−y∪x(�; (a; 1)−)−y is translated into the following
four facts in Prolog:3

rel([1],r,x,y).

rel([1],opp(alephm),x,y).

rel([1],s,x,y).

rel([1],opp(comp(sqsub,opp(comp(a,univ)))),x,y).

The (addresses of the) open leaves are stored in a list, which is handled by the
predicate open leaves. For instance, the predicate open_leaves([n]) states that it
is necessary to prove the validity of the set of relations stored in node [n].

As expected, the initial relational terms are valid if and only if all the leaves in the
tree can be closed.

Expressing axiomatic sets and rules

When Prolog detects a relation representing an axiomatic set, the corresponding leaf
is deleted and the user informed by means of the remove leaf predicate. For instance,

3As Prolog only manipulates text, some symbols are renamed accordingly to its reading. For in-

stance, ℵ− is translated into alephm; the composition operator ; is translated into comp, the operator

� is translated into sqsub, etc.
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if either x1′x (rel(Leaf,equal,X,X)) occurs in the set of relations of the leaf Leaf, it
is removed because of the occurrence of an axiomatic set.

axiomatic_set:- rel(Leaf,equal,X,X),

remove_leaf(Leaf,[rel(Leaf,equal,X,X)]),!.

axiomatic_set:- rel(Leaf,univ,X,Y),

remove_leaf(Leaf,[rel(Leaf,univ,X,Y)]),!.

axiomatic_set:- rel(Leaf,<,alpham,alphap),

remove_leaf(Leaf,[rel(Leaf,univ,X,Y)]),!.

A rule in Re(OM) has the following general form: Φ
Φ1|...|Φn

where Φ1, . . . ,Φn are
non-empty sets of formulas and Φ is a finite (possibly empty) set of formulas.

The application of a rule like the previous one to a leaf assumes it is labelled by a
set X of formulas satisfying Φ ⊆ X, then the leaf branches into n new branches, each
one with the set of formulas (X \ Φ) ∪ Φi, i = 1 . . . , n.

In general, due to the particular nature of the rules of Re(OM), whenever a rule is
applicable, it can be applied again on the resulting leaves, but this kind of behaviour
is obviously undesirable. In order to avoid repeated applications of rules against the
same formulas each application of a rule is stored in a list.

The implementation of a rule can be roughly stated as follows: firstly, the precon-
ditions (contained in the numerator of the rule) are checked, in order to know whether
the rule is applicable; if affirmative, and provided that the rule has not been previously
applied against the same arguments, the rule is displayed on the screen and stored as
used; finally, the leaf is branched and new labels are attached to each new leaf as stated
above.

In order to obtain a rough idea of how a rule is encoded, let us consider the standard
rule for the union of relations x(R ∪ S)y

xRy, xSy
(uni), its encoding is:

uni(Leaf):- rel(Leaf,uni(R,S),X,Y),

new_deduced_rels([rel(Leaf,R,X,Y),rel(Leaf,S,X,Y)]),

\+rule_used(Leaf,uni,[rel(uni(R,S),X,Y)]),

write_rule(’Union’, [rel(Leaf,uni(R,S),X,Y)],

[rel(Leaf,R,X,Y), rel(Leaf,S,X,Y)]),

update_leaf([rel(Leaf,R,X,Y),rel(Leaf,S,X,Y)]).

In order to start explaining the most interesting features of the implementation,
let ys consider a specific (non-standard) rule (n-i) below:

x ≺ z
x ≺ y, x ≺ z | y < z, x ≺ z

(n-i) y any variable

This rule is implemented by using the following code:

ni(Leaf):- rel(Leaf,prec,X,Z),

new_deduced_rels([rel(Leaf,prec,X,Y), rel(Leaf,<,Y,Z)]),

\+rule_used(Leaf,ni,[rel(prec,X,Z)]),
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any_variable(’ni (prec) ’,Leaf,[rel(Leaf,prec,X,Z)],Y),!,

write_rule(’ni (prec) ’, [ rel(Leaf,prec,X,Z)],

[ rel(Leaf,prec,X,Y),rel(Leaf,<,Y,Z)]),

branch(Leaf,2),

update_leaf(Leaf,2,[[rel(Leaf,prec,X,Y)]

,[rel(Leaf,<,Y,Z)]]),!.

In the three first lines, the rule checks that x ≺ z is in the set of relations, that
the relations introduced by the rule are new (new deduced rels) and that the rule has
not been previously applied (rule used). Then, note that, as stated in the rule, the
variable y in the denominator has to be any of the variables or constant object occurring
in the branch (this situation is similar to that of the free tableaux systems, in which the
γ rule instantiates a variable by any of the constants occurring in the branch, whereas
the δ rule always introduces a new constant). The predicate any variable chooses
some constant or variable occurring in the branch (an optimized version of this task is
given in Section 3). The predicate branch(Leaf,2) branches the current leaf into two
new leaves, and copies all the formulas of the current leaf to the two new leaves. The
predicate copyToLeaves appends x ≺ y to the first leaf and y < z to the second leaf.

The proof procedure

The implementation of a full and automated proof procedure is roughly sketched here.
The inference engine examines the first leaf of the tree that the proof system needs
to check and tries to apply the rules to the relations containing this leaf. As stated
previously, the predicate open leaves stores the leaves which has not been closed so
far. The inference engine tries to apply some rule to the given leaf, while the tree has
open leaves.

The order in which the engine tries to apply the rules is crucial. Clearly, the
rules which do not generate new branches are at the beginning; among these rules we
have some primitive rules (either standard or specific), then some selected derived rules
have been implemented directly as primitive, in order to avoid excessively long proofs.
Finally, the system tries to apply the rules that generate new branches.

Whenever a non-closed leaf does not admit any of the rules in the list, then the
system asks the user about considering some cut-like rule (a rule without relations in
the numerator).

After an application of the procedure, and provided that a closed tree has been
obtained, the system provides a list of the rules used in the proof; this is done by the
predicate table of used rules. As an example, consider the output obtained from
the following relational formula (which corresponds to the Axiom c4 of the system for
the logic OM, the formula α− → −→�A, see [2]):

rel([1], uni(opp(alephm),opp(comp(sqsub,opp(comp(p,univ))))),x,y).

The system traces, in reverse ordering, the rules applied in order to close the tree for
the input term:
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OK. No more open leaves. VALID.

table_of_used_rules([1], c5, [rel(opp(sqsub), z, x)]).

table_of_used_rules([1], c4, [rel(opp(sqsub), z, x)]).

table_of_used_rules([1], c2b, [rel(opp(alephp), x, y)]).

table_of_used_rules([1], notinverse,[rel(opp(inv(sqsub)), x, z)]).

table_of_used_rules([1], not2, [rel(opp(opp(comp(p, univ))), z, y)]).

table_of_used_rules([1], notcomp,[rel(opp(comp(inv(sqsub), opp(comp(p, univ)))), x, y)]).

table_of_used_rules([1], uni, [rel(uni(opp(alephp), opp(comp(inv(sqsub),

opp(comp(p, univ))))), x, y)]).

Phantom variables: postponing the choice

There are several rules in the relational system for Re(OM) which exhibit the same
behavior that Rule (n-i) regarding the new variables introduced. We saw that the rule
branches the leaf into two new leaves, and appends x ≺ y to the first leaf and y < z
to the second leaf, where y is “any variable” occurring in the branch. In principle, we
have as many different instantiations of the rule as values can be chosen for y. If we
do not take this into account, the proof tree might grow in an uncontrolled manner.

We introduce a non-instantiated variable (so-called “phantom variable”) and delay
its actual instantiation until we have some guarantees, by a unification process, that it
will generate axiomatic sets. Thus, a phantom variable is a special case of variable whose
possible instantiations are constrained to belong to the set of variables or constants
occurring in the leaf.

The use of phantom variables is crucial for an adequate performance of the imple-
mentation, although it initially implied the need to rewrite the code for the axiomatic
sets in order to make them parameterized. For instance, recall that if the axiomatic
set α− < α+ is present in a leaf, then the leaf will be closed; as a result, X < α+ will
be an axiomatic set provided that X is a phantom variable which can be instantiated
by α−.

4 Experimental results and examples

As the relational proof procedure was proved to be complete in [3], the first choice of
formulas to prove with the implementation has been the set of axioms of the system
given in [2]. The implementation has been tested against all the axioms in the system4

with the result that every axiom has been automatically proved. This is an important
matter, since so far no result about the decidability of Re(OM) has been obtained.

In this section we comment in detail the performance of the implementation on the
relational translation of two specific axioms of OM .

Example 2 Let us consider the formula α− → −→�A, corresponding to Axiom c4 from [2].
Its relational translation is

x(−ℵ− ∪ −(�;−(A; 1)))y

which, in turn, is translated into Prolog as:
4The full trace of execution of the procedure applied on all the axioms of [2] can be obtained from

the address http://homepage.mac.com/alicauchy/.
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rel(1,opp(alephm),x,y).

rel(1,opp(comp(sqsub,opp(comp(a,univ)))),x,y).

Now, the program is called to satisfy the predicate:

?engine(’reomAxiomc4.pl’,’logc4.txt’).

The following report in logc4.txt file is returned:

------>Input file: reomAxiomc4.pl

THE ENGINE IS RUNNING

--->opp composition Rule

[rel(1, opp(comp(sqsub, opp(comp(a, univ)))), x,y)]

________________________________________________________________

[rel(1, opp(sqsub), x, z), rel(1,opp(opp(comp(a, univ))), z, y)]

---->c1b (opp aleph-) Rule

[rel(1, alephm, x, y)]

________________________________________________

[rel(1, equal, x, alpham), rel(1, alephm, x, y)]

---->c4 (notsqsubset) Rule

[rel(1, opp(sqsub), x, z)]

____________________________________________________

[rel(1, equal, x, alpham), rel(1, opp(sqsub), x,z)]

Found axiomatic set. Branch: 1

- Axiomatic set: [rel(1, opp(equal), x, alpham),

rel(1, equal, x, alpham)]

- Deleted relations in branch 1

OK. No more open leaves.

�

The following example is more complete than the previous one, as it branches the
proof tree and, in addition, uses phantom variables.

Example 3 Let us consider the formula
←−♦α− ∨ α− ∨ −→♦α−, corresponding to Axiom

c1 from [2]. Its relational translation is

x((>;ℵ+) ∪ ℵ+ ∪ (<;ℵ+))y

which in Prolog has the following form:

rel([1], comp(>, alephp), x, y).
rel([1], alephp, x, y).
rel([1], comp(<, alephp), x, y).

Now, the program is called to satisfy the predicate:

?engine(’reomAxiomc1.pl’,’logc1.txt’).

After applying some rules, the system detects the possibility of using one phantom
variable, the following information is displayed on the screen:
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We can apply the following rules:

---->comp Rule

[rel([1], comp(>, alephp), x, y)]

___________________________________________________________

rel(new_leaf1, >, x, var) | rel(new_leaf2, alephp, var, y)

where var can be either:

- any variable from: [x, y]

- or alpham or alphap.

We can use a non-instantiated variable (phantom).

Introduce the desired var or 0 for phantom variable.

Now, the user can either introduce any of the possible values, or let the system
introduce a phantom variable. In this example, the system is always said to introduce
phantom variables (which are denoted as t1, t2, etc). Thus, the log file of this example
continues as follows:

|: 0

---->comp Rule

[rel([1], comp(>, alephp), x, y)]

____________________________________________________

rel([1, 1], >, x, t1) | rel([1, 2], alephp, t1, y)

The system continues applying rules automatically until a new composition (comp)
rule is applied. Note that, in the leaf (1,1,2) we would obtain an axiomatic set if t2 is
substituted by alphap.

---->comp Rule

[rel([1, 1], comp(<, alephp), x, y)]

__________________________________________________________

rel([1, 1, 1], <, x, t2) | rel([1, 1, 2], alephp, t2, y)

Substitute in all relations variable phantom:t2 by alphap

This instantiation provides an extra piece of information which allows eventually
to close all the open branches of the proof tree. More details can be seen in the demos
available in the web. �

5 Conclusions and future work

We have presented a first implementation in Prolog of the relational proof system for
the logic of qualitative order-of-magnitude reasoning. The system has been tested
against the axiom system provided in [2], and all the axioms of the system have been
automatically proved. This is an important matter, since so far no result about the
decidability of Re(OM) has been obtained.

As future work, the implementation will be improved in several directions. On the
one hand, we want to add more interaction with the user during the proof process.
When the system does not close the proof tree, some cut-like rule might be needed and
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the user should be asked to provide some clue on this although, in some situations, it
is possible for the system to suggest the use of some of these rules. On the other hand,
the graphical aspect of the interface should be enhanced, allowing the user to specify
directly the requirements by using the standard OM logic, which is more intuitive than
its relational translation into Re(OM).
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Abstract

A method for computing topological entropy from individual orbits is given.
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Given a continuous interval map f : [0, 1] → [0, 1], its topological entropy h(f) (see
[1]) is an useful tool to decide whether the dynamical behavior of f is complicated.
Roughly speaking, it measures the different number of possible orbits of f , and hence,
its computation needs the evaluation of several orbits.

Let Sn be the set of permutations of length n and consider a trajectory T (x) =
(fm(x))∞m=0 of f , x ∈ [0, 1]. Let pn be the number of permutations π ∈ Sn for which
there is k such that fk+π(1)(x) < fk+π(2)(x) < ... < fk+π(n)(x). Define the topological
entropy of the trajectory as

h(T (x)) = lim sup
n→∞

1
n

log pn.

It is simple to prove that the topological entropy of a periodic trajectory is zero.
Our main result is that if the map f is piecewise monotone and transitive, then there
is a point x such that h(f) = h(T (x)). We use this fact to give some numerical
approximations to the topological entropy of a continuous interval map.
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Abstract

Regular switched linear systems are introduced as a generalization of switched
linear systems. Reachability properties are studied by using localization of regular
languages.
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1 Introduction

Hybrid systems have been attracting much attention in the recent past years because of
the arising problems are not only academically challenging but also of practical impor-
tance in a wide field of applications ranging from manufacturing systems to information
processes and modeling ecosystems, among others [7].

Switched linear systems belong to a special class of hybrid control systems which
comprises a collection of subsystems described by linear dynamics (differential/difference
equations) together with a switching rule that specifies the switching between the sub-
systems (see [2], [3] and [7]-[18]).

In this paper we consider programmable switched systems; that is, sequential switched
linear systems

Γ : x(t+ 1) = Aσ(t)x(t) +Bσ(t)u(t)

where the switching signals σ(0)σ(1)σ(2)... ∈ Σ∗ belong to a formal language LΓ ⊆ Σ∗

of admissible sequences of commands of system Γ. First we restrict to the case of
LΓ ⊆ Σ∗ being regular. This is actually equivalent to saying that switching signals are
governed by a finite automaton.

We introduce a method in order to describe a regular switched linear system Γ in
terms of a finite automaton for the regular language LΓ of admissible switching signals.

© CMMSE Volume I Page 105 of 720 ISBN: 978-84-612-1982-7



Note that our definition will be natural generalization of the sequential case of both
linear systems and switched linear systems.

First we recall the definition of switched linear system from [11] in order to focus
the object of our study.

Definition 1.1 A switched linear system is given by

δx (t) = Aσ(t)x (t) +Bσ(t)u (t) y (t)
y (t) = Cσ(t)x (t)

where x ∈ Rn is the state, u ∈ Rm is the control input, y ∈ Rp is the output, σ is the
piecewise constant switching signal taking value from the finite index set I = {0, ..., s}.
For unified presentation, δ denotes the derivative operator d

dt in the continuous case
and the forward shift operator δx(t) = x(t+ 1) in the sequential case.

This paper deals with the study of reachability properties, hence output maps
play no role. Consequently we will not consider any output equation (or, equivalently,
consider that x = y and Cσ = 1 = (δij) is the identity matrix).

The evolution of the discrete signals σ(t) can be described in a variety of ways.
In Switched Linear Systems, σ is an unknown, deterministic and finite-valued input
freely chosen by the controller, in Jump-Markov Linear Systems σ is a Markov Chain
governed by the transition probabilities π(i, j) = p(σ(t + 1) = j/σ(t) = i), while in
Piecewise Affine Linear Systems σ(−) is piecewise affine function of the internal states.

In this paper we deal with the case of switching signals are restricted to a regular
language (of admissible sequences of commands) L ⊆ Σ∗. This formalization is inspired
by notion of a programmable system, where not every sequence of switching signals are
allowed. This is a generalization of the case of Switched Linear Systems because in
the latter case L = Σ∗ is a particular regular language (every sequence of commands is
admissible).

On the other hand, this is a more general framework that is closer to the topic of
hybrid linear systems (see [10] and [14]).

The paper is organized as follows: Section 2 is devoted to review switched linear
systems by giving some motivating examples and main results about behavior of a
switched linear system. We also study reachability property by giving a new method
which reduces the case (Aσ, Bσ) to the case (Aσ , B).

Section 3 deals with regular switched linear systems which generalize switched lin-
ear case. Here we only allow a subset (formal language) of admissible switching signals.
We focus reachability property and point out some obstructions. These obstructions
are attacked in Section 4 by reducing to the case of local languages and providing an
Algorithm to check reachability of a local switched linear system.
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2 Switched Systems

Definition 2.1 A Switched Linear System is given by an evolution equation on the
form

x(t+ 1) = Aσ(t)x(t) +Bσ(t)u(t)

where x ∈ Kn is the internal state of system, u ∈ Km is a external input (or control)
of system, together with

σ(t) = ϕ(t, σ(t − 1), x(t))

which is the next command function. Commands (or switches) are finite sequences
(words) on the finite alphabet Σ = {0, ..., s − 1}.

Switching rules can be described via a digraph. Next we write down explicit di-
graphs for some interesting examples. The nodes are, in some sense, the components
or subsystems of the switched system.

Example 2.2 The following automaton represents a classic linear system (A,B): The
label B into the node represent that one is allowed to add a vector in the space (of
controls) spanned by matrix B at any time, while loop labeled by A represent that the
next state is obtained by applying the operator A. Hence, once a initial state x(0) is
fixed, we obtain the dynamics by following the loop and adding a control Bu(t) at time
t: x(t+ 1) = Ax(t) +Bu(t)

B A

Obviously in this classical case, I = {0} is a singleton.

The general case of switched linear systems, every function σ(t) = ϕ(t) can be
selected and every switched rule can be used (see [13]). This situation is remarked in
the following example.

Example 2.3 A general switched linear system with three subsystems where the con-
trolled is allowed to change among subsystems at any time is now represented by the
following full 3-state automaton
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B0 B1

B2

A1

A0

A2

A1A2

A0

A0 A1

A2

This automaton represents a switched linear system (Aσ , Bσ) in the sense of, for
example [15]. Here σ ∈ Σ being Σ = {0, 1, 2} the alphabet of three possible commands.

Some hybrid systems don’t allow any sequence of switching between subsystems.
These systems are studied in some detail in Section 3. Now we give an example of that
kind of hybrid systems

Example 2.4 Suppose that some linear systems are available to describe some ecosys-
tem depending on the season. Fixing indices 0=Spring, 1=Summer, 2=Fall, 3=Win-
ter; linear systems are thus denoted by (Ai, Bi) and the switching function is σ(i) =
(i+ 1)(mod)4 or, in other words we have the digraph

B0 B1

B3 B2

A1

A2

A3

A0

It is interesting to study the behavior of a given switched linear system for a fixed
sequence σ of commands (or switching signals) and a fixed sequence u of external
inputs. First we need a preparatory result.

Lemma 2.5 The behavior of a switched linear system Γ is given by the equalities

ΦΓ(x0, στ, uv) = AτΦΓ(x0, σ, u) +Bτv
ΦΓ(x0, τ, v) = Aτx0 +Bτv
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Where σ ∈ Σ∗, τ ∈ Σ, u ∈ (Km)∗ and τ ∈ K.

Proof.- Direct application of the definition of switched linear system �

Theorem 2.6 Let Γ : x(t + 1) = Aσ(t)x(t) + Bσ(t)u(t) be a switched linear system
.The behavior of system Γ from initial state x0, with sequence σ = σ(0)σ(1) · · · σ(s) of
commands, and sequence u = u(0)u(1), ..., u(s) of controls is

ΦΓ(x0, σ, u) = Aσ(s)Aσ(s−1) · · ·Aσ(2)Aσ(1)x0 +
s∑

i=0

Aσ(s)Aσ(s−1) · · ·Aσ(i+1)Bσ(i)u(i)

Proof.-The case s = 1 is clear, we prove the result by induction. Assume the
result for s; that is,

ΦΓ(x0, σ, u) = Aσ(s)Aσ(s−1) · · ·Aσ(2)Aσ(1)x0 +
s∑

i=0

Aσ(s)Aσ(s−1) · · ·Aσ(i+1)Bσ(i)u(i)

Consequently, by 2.5

ΦΓ(x0, σσ(s+ 1), uu(s+ 1)) = Aσ(s+1)Aσ(s) · · ·Aσ(2)Aσ(1)x0+

+Aσ(s+1)

(
s∑

i=0

Aσ(s)Aσ(s−1) · · ·Aσ(i+1)Bσ(i)u(i)

)
+Bσ(s+1)u(s+ 1) =

= Aσ(s+1)Aσ(s) · · ·Aσ(1)Aσ(0)x0 +
s+1∑
i=0

Aσ(s)Aσ(s−1) · · ·Aσ(i+1)Bσ(i)u(i)

and the result �
Reachability is a central property of (dynamical) systems. In the switched linear

case we research the set of internal states that can be reached by a given switched linear
system Γ for any sequence of commands σ and any sequence of external inputs u.

Definition 2.7 Let Γ : x(t + 1) = Aσ(t)x(t) + Bσ(t)u(t) be a switched linear system.
Let x0 and ω be two internal states. We say that ω is switched reachable from initial
state x0 if there exists a chain of commands σ and a chain of inputs u such that

ΦΓ(x0, σ, u) = ω

We will denote this fact by x0 �(σ,u) ω or simply by x0 � ω.
We say that Γ is reachable if for every pair of states x1, x2, one has that x1 � x2.

Interested reader is referred to [2], [10], [16] for the study of reachability and other
related properties.

Next we introduce a way to study a given switched linear system Γ by using a new
switched linear system Γ̃ directly obtained from Γ. Main advantage is that Γ̃ = (Ãσ, B̃)
and all subsystems have same control matrix B̃. This will yield a simplification of
reachability calculations.
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Let Γ = (Aσ, Bσ) be a switched linear system, we define a new switched linear
system Γ̃ =

(
Ãσ, B̃

)
, where

Ãσ =
(

0 0
Bσ Aσ

)
B̃ =

(
Id 0
0 0

)
Behavior of Γ and of Γ̃ are closely related. In fact we have that reachability from
zero-state is an equivalent notion in Γ and in Γ̃. First we need to note an easy previous
result.

Lemma 2.8

ΦΓ̃

((
0
0

)
, σ(0) · · · σ(s),

(
u(1)

0

)
· · ·
(
u(s)
0

)(
z
0

))
=

=
(

z
ΦΓ(0, σ(1) · · · σ(s), u(1) · · · u(s))

)
Proof.- It is easily checked by induction on s �

Theorem 2.9 Switched Linear System Γ is reachable from 0 if and only if system Γ̃

is reachable from
(

0
0

)
.

Proof.- Suppose that system Γ is reachable from zero and let’s prove that every internal

state
(
ω1

ω2

)
of Γ̃ can be reached from zero. Since Γ is reachable from zero it follows

that
ω2 = ΦΓ(0, σ(1) · · · σ(s), u(1) · · · u(s))

Consequently

Φ
Γ̃

((
0
0

)
, σ(0) · · · σ(s),

(
u(1)

0

)
· · ·
(
u(s)
0

)(
ω1

0

))
=
(
ω1

ω2

)
And we are done. The converse result is proved in a similar way �

Definition 2.10 Let Γ : x(t + 1) = Aσ(t)x(t) + Bu(t) be a switched linear system.
Denote by Reachs(Γ) the linear subspace of all reachable states from 0 with at most s
commands; that is to say

Reachs(Γ) = {x : ΦΓ (0, σ, u) = x; |σ|, |u| ≤ s}
In the classical case of Example 2.2 it is well known that Γ is reachable if and

only if Reachn(Γ) = Kn. We will state the same result for the case of switched linear
systems when K is an infinite field.

Obviously we have that Reachs(Γ) is a subset Reachs+1(Γ) for all s. But we can
say anything more:
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Lemma 2.11 Reachs(Γ) = Reachs+1(Γ) ⇒ Reachs+1(Γ) = Reachs+2(Γ)

Proof.- It is sufficient to prove that the following statement yields a contradiction:

Reachs(Γ) = Reachs+1(Γ) � Reachs+2(Γ)

Let x ∈ Reachs+2(Γ) − Reachs+1(Γ) and assume that

x = ΦΓ (0, σ(0)σ(1) · · · σ(s)σ(s + 1), u(0)u(1) · · · u(s)u(s+ 1))

Then it follows that

x′ = ΦΓ (0, σ(0)σ(1) · · · σ(s), u(0)u(1) · · · u(s)) ∈ Reachs+1 = Reachs(Γ)

Consequently

x′ = ΦΓ (0, τ(0)τ(1) · · · τ(s− 1), v(0)v(1) · · · v(s− 1))

for some τ , v.
On the other hand x = ΦΓ (x′, σ(s + 1), u(s + 1)). Therefore

x = ΦΓ (0, τ(0)τ(1) · · · τ(s− 1)σ(s + 1), v(0)v(1) · · · v(s − 1)u(s + 1)) ∈ Reachs+1(Γ)

which is a contradiction �
First note that Reachn(Γ) is not a linear subspace of the state space Kn but it

is finite union of linear subspaces of Kn (see [13]). To be concise, if we denote by
Reachσ(0)···σ(s−1)(Γ) the set of reachable states from zero by using the sequence of
commands σ then

Reachσ(Γ) = Im(B,Aσ(1)B, ..., Aσ(s−1) · · ·Aσ(1)B)

and consequently
Reachn(Γ) =

⋃
|σ|=n

Reachσ(Γ)

Since we are working on infinite fields, a union of subspaces is the whole vector space
if and only if one of involved subspaces is. Thus Reachn(Γ) = Kn if and only if
Reachσ(Γ) = Kn for some σ.

On the other hand it is not difficult to check that Reachσ(Γ) is a linear subspace
of Reachστ (Γ) for all τ ∈ Σ∗. Therefore dimensions only can increase n times (all of
them are subspaces of Kn. Consequently the chain

· · · ⊆ Reachs(Γ) ⊆ Reachs+1(Γ) ⊆ · · ·

stabilizes at index n. If a internal state cannot be reached using n commands then it
can never be reached.

Above discussion is the proof of the following result:

© CMMSE Volume I Page 111 of 720 ISBN: 978-84-612-1982-7



Theorem 2.12 Let K = R,C. Let Γ : x(t+1) = Aσ(t)x(t)+Bu(t) be a switched linear
system. Then Γ is reachable from 0 if and only if Reachn(Γ) = Kn

As main consequence we have the criterium of reachability of switched linear sys-
tems with common input matrix B in terms of reachability from zero.

Theorem 2.13 Let K = R,C. Let Γ : x(t+1) = Aσ(t)x(t)+Bu(t) be a switched linear
system. Then Γ is reachable if and only if Γ is reachable from 0

Proof.- ⇒ is straightforward. To prove the converse note that, by previous result we
have that Γ is reachable from zero if and only if

Reachn(Γ) =
⋃

|σ|=n

Reachσ(Γ) = Kn

A finite union of linear subespaces of Kn equals Kn if and only if one of them does.
Hence we have that Kn = Reachσ(Γ) for some σ such that |σ| = n. In particular,

x2 −Aσ(s) · · ·Aσ(0)x1 ∈ Reachσ(Γ)

Hence one has the equality

x2 −Aσ(s) · · ·Aσ(0)x1 = ΦΓ(0, σ, u)

which is equivalent to the equality

x2 = ΦΓ(x1, σ, u)

Therefore x1 � x2 for all x1, x2 and Γ is reachable �
Thus to obtain the reachable states of a switched linear systems it is sufficient

to obtain
∑n−1

k=0(#Σ)k blocks that need to be adequately arranged. In the case of a
switched linear system Γ : x(t + 1) = Aσ(t)x(t) + Bu(t) where σ ∈ {0, 1} (i.e. two
subsystems) we need to evaluate the following tree of block matrices:
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B

A0B B

A2
0B A1A0B A0A1B A2

1B

We write down an explicit example for a switched linear system proposed in [16]:

Example 2.14 Consider the three-dimensional single-input switched linear system (K =
R) given by Γ = (Aσ, Bσ,Σ = {0, 1}) where:

A0 =

⎛⎝ 2 1 1
0 1 0
0 0 −1

⎞⎠ , B0 =

⎛⎝ 1
0
0

⎞⎠
A1 =

⎛⎝ 0 0 0
1 0 2
0 0 −2

⎞⎠ , B1 =

⎛⎝ 0
0
1

⎞⎠
Now, system Γ̃ is given by

Ã0 =

⎛⎜⎜⎝
0 0 0 0
1 2 1 1
0 0 1 0
0 0 0 −1

⎞⎟⎟⎠ , Ã1 =

⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 1 0 2
1 0 0 −2

⎞⎟⎟⎠ , B̃ =

⎛⎜⎜⎝
1
0
0
0

⎞⎟⎟⎠
Now system is reachable if and only if it is reachable using a chain of at most 4 com-
mands; Note the reverse indices from the sequence of commands and the indices of
matrices. It is not difficult to complete the table and obtain that σ = 0010 is a sequence
of commands that reaches every state (using adequate input sequence u) because

span{B̃, Ã0B̃, Ã1Ã0B̃, Ã0Ã1Ã0B̃} = R4

.
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3 Regular Switched Linear System

Some hybrid systems cannot be studied as switched systems (see above Example 2.4)
because not all sequences of commands are allowed by the system. We introduce the
notion of programmable switched linear system, which is closer to the notion of hybrid
system (see [7])

Definition 3.1 A programmable switched linear system is a pair (Γ, L) where Γ =
(Aσ, B,Σ) is a switched linear system and L ⊆ Σ∗ is a formal language of admissible
chains (finite sequences) of commands of Γ.

We say that (Γ, L) is regular if L is a regular language.

Note 3.2 The classical case arise when #Σ = 1 while usual switched linear systems
are those where L = Σ∗.

On the other hand note that there are some qualitative differences. Regular
switched linear systems do generalize the notion of switched linear system; but on the
other hand, key results Lemma 2.11 and Theorem 2.13 don’t hold for regular switched
linear.

Example 3.3 We have seen for the Example 2.14 of previous section that system is
reachable and that sequence of controls 010 gives Reach010(Γ) = R3 (in fact we have
proven the equivalent equality Reach0010(Γ̃) = R4). If we restrict our language of ad-
missible chains of commands to, say

L = 1∗ = {ε, 1, 11, 111, ...}
then regular switched linear system (Γ, L) is not reachable.

Definition 3.4 A programmable switched linear system (Γ, L) is reachable if for every
internal states x1, x2 ∈ Kn one has x1 �σ x2 for some σ ∈ L.

We define the reachability language of a switched system Γ as the set

£(Γ) = {σ ∈ Σ∗ : Reachσ(Γ) = Kn}

Note 3.5 Note that if σ ∈ £(Γ) then σ · τ ∈ £(Γ) for all τ . Hence the reachability
language of a given programmable verifies the following formula for any formal language
W ⊆ Σ∗:

£(Γ) ·W ⊆ £(Γ)

Note 3.6 A programmable switched linear system Γ = (Aσ , B,Σ) is reachable if and
only if £(Γ) �= ∅

A possible algorithm to check reachability of a regular switched linear system would
be as follows:

1. Consider matrix B.
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2. Have spanned the whole vector space?

3. Check if the corresponding word is in L for all words spanning the whole vector
space (if YES, then END).

4. Obtain next row of matrices.

5. GOTO (2)

Visiting every sequence is not an easy task in a general formal language L, even if
L is also regular. On the other hand we do not have an upper bound to the size of the
chains to be analyzed. Hence it is not assured the halting of the above procedure.

4 Local automata

Local languages are a class of regular languages (see definition bellow) having many
computational advantages we are using in this section. Restricting our attention to
local languages rather that regular languages is not too restrictive because the latter
case can be reduced to the former case by linearization (see [6] for details). Thus in
the sequel all regular languages we consider will be local languages.

Definition 4.1 Let Σ be a finite alphabet. A formal language L ⊆ Σ∗ is local if and
only if

L− {ε} = (UΣ∗ ∩ Σ∗V ) − (Σ∗WΣ∗)

where U ⊆ Σ is a finite set of admissible-first-commands, V ⊆ Σ is a finite set of
admissible-last-commands and W ⊆ Σ2 is a finite set of forbidden-pairs-of-commands.

Algorithm 4.2 Let (Γ, L) be a local switched linear system where Γ = (Aσ , B) and
L = (UΣ∗ ∩ Σ∗V ) − (Σ∗WΣ∗) for some U, V ⊆ Σ and some W ⊆ Σ2. We describe an
algorithm in order to study reachability of (Γ, L).

Build the same tree than builded in section 2 by noticing that the root is B and the
(i+ 1)th level is obtained from the ith level by expanding only through pairs of symbols
not in W . That is to say, node Aσ(s) · · ·Aσ(1)B expand to node Aσ(s+1)Aσ(s) · · ·Aσ(1)B
if and only if σ(s)σ(s+ 1) /∈W

After the completion of every level we check if σ(s+ 1) ∈ V and if

span(B,Aσ(1)B, ..., Aσ(s+1)Aσ(s) · · ·Aσ(1)B) = Kn

If it is true then system is reachable. Otherwise we expand the tree to the next level.
Algorithm halts once level n is reached and every path to the root has been examined.

Example 4.3 To conclude we expand the tree for a fixed local switched linear system.
Let Σ = {0, 1, 2, 3} and L be the local language defined by

L = (UΣ∗ ∩ Σ∗V ) − (Σ∗WΣ∗)
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where U = {0}, V = {1},W = {10, 12, 13, 21, 22, 30, 31, 32}. That is to say, the local
automaton associated to L is (see [6]):

0 1

32

0 1

3

1

20 3

3

Hence for a regular local switched linear system where L is the language of ad-
missible sequences of commands we give the set of symbols where there doesn’t exist
any sequence of allowed commands to the final command 1: This set is {3}. Then
we give the tree without using neither 3 nor any forbidden pair of symbols in W =
{10, 12, 13, 21, 22, 30, 31, 32}

B

A0B A1B A2B

A2
0B A1A0B A2A0B A2

1B A0A2B
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Note that, in the study with local languages, dimensionality argument of Theorem
2.12 does apply. Hence we only need to expand the tree to level n = dim(States) or to
level where appear final symbols.
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Abstract

An elliptic equation method is presented for constructing exact travelling wave
solutions of nonlinear partial differential equations(PDEs) in a unified way. With
the aid of Maple, more new exact solutions are obtained for the variant of Boussi-
nesq equations. This method can be applied to other PDEs.
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1 Introduction

In recent years, directly searching for exact solutions of nonlinear PDEs has become
more and more attractive partly due to the availability of computer symbolic systems
like Maple and Mathematica, which allow us to perform some complicated and tedious
algebraic calculations on computers as well as help us to find new exact solutions of
PDEs. A number of methods have been presented, such as inverse scattering theory[1],
Hirota’s bilinear method[2], the truncated Painlevé expansion[3], homogeneous balance
method[4], the hyperbolic tangent function series method[5], the sine-cosine method[6],
and the Jacobi elliptic function method[7-8]. The purpose of this paper is to present
an elliptic equation method and to solve the variant of Boussinesq equations as an
example.
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2 Our method based on the elliptic equation

The main idea of our method is to take full advantage of the elliptic equation that
Jacobian elliptic functions satisfy. The desired elliptic equation reads

F ′(ξ)2 = AF (ξ) +BF (ξ)2 + CF (ξ)3, (1)

where F ′(ξ) = dF (ξ)/dξ, and A, B, C are constants.

Case 1. If
{
A = C = m2 − 1
B = 2(1 +m2)

, then (1) has solution F (ξ) = dn2ξ
(1±msnξ)2

.

Case 2. If
{
A = C = 1−m2

B = 2(m2 + 1)
, then (1) has solution F (ξ) = cn2ξ

(1±snξ)2
.

Case 3. If
{
A = C = 1
B = 2(1− 2m2) , then (1) has solution F (ξ) = sn2ξ

(1±cnξ)2
.

Consider a given PDE, say in two independent variables

H(u, ut, ux, uxx, · · ·) = 0. (2)

We assume that the solutions of Eq.(2) can be expressed in the form

u(x, t) = u(ξ) = a0 +
n∑

i=1

[aiF
i(ξ) + biF

−i(ξ)], (3)

where, ξ = kx+ωt, and n is a positive integer that can be determined by balancing
the linear term of highest order with the nonlinear term in Eq.(2), and k, ω, a0, ai, bi(i =
1, 2 · · · , n) are parameters to be determined. Substituting (3) and (1) into Eq.(2) yields
a set of algebraic equations for a0, ai, bi, (i = 1, 2, · · · , n) and k, ω because all coefficients
of F i have to vanish. From these relations, a0, ai, bi, (i = 1, 2, · · · , n) and k, ω can be
determined.

In the following we illustrate our method by considering the variant of Boussinesq
equations.

3 The variant of Boussinesq equations

As an example, we consider the variant of Boussinesq equations, which is written as:

ut + guux + hvx + puxxt = 0, (4a)

vt + ruvx + svux + quxxx = 0, (4b)

where, g, h, p, q and r are constants. The special cases of Eqs.(4a) and (4b) are studied
by several authors.

In order to obtain travelling solutions of Eqs.(4a) and (4b), we Balance uxxx with
uux, and uvx with uxxx and get n = 2. Therefor, we choose the following ansatz:

u(x, t) = a0 + a1F (ξ) + a2F (ξ)2 + a3/F (ξ) + a4/F (ξ)2, (5a)
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v(x, t) = b0 + b1F (ξ) + b2F (ξ)2 + b3/F (ξ) + b4/F (ξ)2, (5b)

where ξ = kx+ ωt.
Substituting (5a) and (5b) into (4a) and (4b) along with Eq.(1) and using Mathe-

matica or Maple yields a system of equations w. r. t F i. Setting the coefficients of F i

in the obtained system of equations to zero, we can deduce a set of equations with the
respect unknowns k, ω, a0, b0, ai, bi(i = 1, 2, 3, 4). Solving these equations, we find

a2 = a4 = b2 = b4 = 0, k, ω are arbitrary nonzero constants.

a0 = −pω
2s+ pω2r + p2ω2k2Bs+ p2ω2k2Br + hqk2g

kpωg(s+ r)
, (g �= 0, p �= 0, s+ r �= 0)

b0 = −q(−rpω
2s− r2pω2 + rp2ω2k2Bs− rqhk2g + ω2gps+ ω2gpr + k2p2ω2Bs2)

sp2ω2(s+ r)2
,

1.

a1 = −3pωkC
g

, b1 = −3qk2C

s+ r
, a3 = b3 = 0. (6)

2.

a3 = −3pωkA
g

, b3 = −3qk2A

s+ r
, a1 = b1 = 0. (7)

3.

a1 = −3pωkC
g

, b1 = −3qk2C

s+ r
, a3 = −3pωkA

g
, b3 = −3qk2A

s+ r
. (8)

Substituting (6)-(8) into (5a) and (5b) and using the special solutions of Eq.(1),
we obtain the Jacobian elliptic function solutions of Eqs. (4a) and (4b). For example,
by using the solutions of Eq.(1) in Case 6, we obtain the following double periodic
solutions of Eqs. (4a) and (4b).

u1 = −pω
2s+ pω2r + hqk2g + 2(1 +m2)(p2ω2k2s+ p2ω2k2r)

kpωg(s+ r)
− 3pωk(m2 − 1)dn2ξ

g(1±msnξ)2
,

(9a)

v1 = −q[−rpω
2s− r2pω2 − rqhk2g + ω2gps+ ω2gpr + 2(1 +m2)(k2p2ω2s2 + rp2ω2k2s)]

sp2ω2(s+ r)2

− 3qk2(m2 − 1)dn2ξ

(s+ r)(1±msnξ)2
. (9b)

u2 = −pω
2s+ pω2r + hqk2g + 2(1 +m2)(p2ω2k2s+ p2ω2k2r)

kpωg(s+ r)
−3pωk(m2 − 1)(1±msnξ)2

gdn2ξ
,

(10a)

v2 = −q[−rpω
2s− r2pω2 − rqhk2g + ω2gps+ ω2gpr + 2(1 +m2)(k2p2ω2s2 + rp2ω2k2s)]

sp2ω2(s+ r)2
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−3qk2(m2 − 1)(1±msnξ)2

(s+ r)dn2ξ
. (10b)

u3 = −pω
2s+ pω2r + hqk2g + 2(1 +m2)(p2ω2k2s+ p2ω2k2r)

kpωg(s+ r)

−3pωk(m2 − 1)[(1±msnξ)4 + dn4ξ]
gdn2ξ(1±msnξ)2

, (11a)

v3 = −q[−rpω
2s− r2pω2 − rqhk2g + ω2gps+ ω2gpr + 2(1 +m2)(k2p2ω2s2 + rp2ω2k2s)]

sp2ω2(s+ r)2

−3qk2(m2 − 1)[(1±msnξ)4 + dn4ξ]
(s+ r)dn2ξ(1±msnξ)2

. (11b)

Here,ξ = kx + ωt. By using the solutions of Eq.(1) in other cases, we can obtain
other Jacobian elliptic function solutions of Eqs.(4a) and (4b). We omit these solutions
from verbosity.

Ifm→ 1, then snξ → tanh ξ, cnξ → sechξ,dnξ → sechξ, then these solutions can be
degenerated as the soliton solutions. If m→ 0, then snξ → sin ξ, cnξ → cos ξ,dnξ → 1,
then these solutions can be degenerated as the triangular solutions.

4 Conclusion and discussion

We present an elliptic equation method and solve the variant of Boussinesq equations.
We obtain more new Jacobian elliptic function solutions. Our method is also a com-
puterizable method, which allows us to perform complicated and tedious algebraic cal-
culation on a computer. It can be applied to many other nonlinear PDEs. We are also
aware of the fact that not all fundamental equations can be treated with our method.
We are investigating how our method is further improved to treat more complicated
and other kinds of nonlinear PDEs.
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Abstract

In this paper, singularly perturbed reaction-diffusion two-point boundary value
problems are considered. We are interested in constructing a computational tech-
nique, which is uniformly convergent for the global solution and the global normal-
ized flux obtained from a classical cubic spline defined from the numerical solution
at the mesh points. We have used the hybrid scheme, which is the combination of
the cubic spline and the classical finite difference scheme developed by Natesan-
Bawa-Clavero [5, 6], having almost second order uniform convergence at the nodal
points when it is constructed on an appropriate piecewise–uniform Shishkin mesh.
Using this scheme, we have defined the solution and the normalized flux on the
whole domain. In the paper, we prove that the order of convergence of the global
solution is same order of uniform convergence as that of above hybrid scheme. In
addition, the global normalized flux is also almost second-order uniformly conver-
gent in the whole domain. We have provided theoretical error bounds along with
some numerical examples to show the efficiency of proposed technique for obtaining
global solution and normalized flux.

Key words: singular perturbation problems, cubic spline, reaction-diffusion prob-
lem, Shishkin mesh, global solution, global normalized flux

MSC 2000: 65L10, 65L12, 65L20

1 Introduction

In this work we consider the following linear singularly perturbed reaction–diffusion
two-point boundary-value problem (BVP)

Lu(x) ≡ −εu′′(x) + b(x)u(x) = f(x), x ∈ D = (0, 1), (1)
u(0) = A, u(1) = B, (2)
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where ε > 0 is a small parameter and b, f are sufficiently smooth functions such that
b∗ ≥ b(x) ≥ β > 0 on D = [0, 1]. Under these assumptions it is well known that the
BVP (1-2) has a unique solution u(x) ∈ C2(D) ∩ C(D), which in general has boundary
layers of width O(

√
ε) at both end points (see [2, 8]).

In practice it is interesting to dispose of higher order uniform convergent methods
for BVPs of the form (1-2), giving good approximations for any value of the diffusion
parameter ε with a low computational cost. Some numerical methods having this prop-
erty for singularly perturbed problems appear in [1, 3, 7], showing uniform convergence
at the nodal points and also for the global solution. In [6], we have proposed an uni-
formly convergent scheme to solve the BVP (1-2) and obtain an almost second-order
approximation for the global solution only in the boundary layer region, and for the
normalized flux at the nodal points. Also, only computational results were given to
approximate the global normalized flux.

In this paper, we extend the results of [6] by modifying the original Shishkin mesh in
such a way that the global solution and the global normalized flux can be obtained in the
whole domain, supported with complete theoretical proofs of their uniform convergence.

The paper is organized as follows: In Section 2, we define the numerical cubic
spline constructed from the numerical solution at the mesh points obtained by the
numerical scheme and we prove the uniform convergence for both the global solution
and the global normalized flux. In Section 3 we display some numerical results obtained
with the numerical method; these results corroborate in practice the theoretical results,
showing the uniform convergence of the method and the order of convergence previously
deduced.

Henceforth, C denotes any positive constant independent of the diffusion parameter
ε and the discretization parameter N , which can take different values at different places.

2 The finite difference scheme: uniform convergence

Before developing the numerical method, we recall some standard results giving the
asymptotic behaviour of the exact solution of a more general problem including the
reaction-diffusion BVP (1-2). Appropriate bounds for the exact solution and also for
its regular and singular components are showed (details of the proofs can be found in
[4]). Let y(x) be the solution of the following boundary value problem:{ −εy′′(x) + b(x)y(x) = g(x, ε), x ∈ D,

y(0) = A, y(1) = B,

where b(x) ≥ β > 0, onD, and the right hand side function g(x, ε) satisfies the following
bounds:

|g(k)(x, ε)| ≤ C
(
1 + ε−k/2e(x, x, β, ε)

)
, 0 ≤ k ≤ j,

where
e(ξ1, ξ2, β, ε) = exp(−

√
βξ1/

√
ε) + exp(−

√
β(1− ξ2)/

√
ε), (3)
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and the value of j depends on the smoothness of data b and g. Then, the derivatives
of y satisfy the following bound:

|y(k)(x)| ≤ C
(
1 + ε−k/2e(x, x, β, ε)

)
, 0 ≤ k ≤ j + 1. (4)

Further, we can decompose the solution u(x) of (1-2) as u(x) = v(x) + w(x), where
v and w are the solutions of suitable problems (see [4] for further details), and they
satisfy the following bounds:

|v(k)(x)| ≤ C, |w(k)(x)| ≤ Cε−k/2e(x, x, β, ε), 0 ≤ k ≤ j + 1. (5)

The functions v and w are respectively known as the regular and the singular compo-
nents of the exact solution u.

To construct the finite difference scheme, first we define the original piecewise
uniform Shsihkin mesh as follows. The domain D is divided into three subintervals as
D = [0, σ)∪ [σ, 1−σ]∪(1−σ, 1], for some σ such that 0 < σ ≤ 1/4. On the subintervals
[0, σ] and [1− σ, 1] a uniform mesh with N/4 mesh intervals are placed, while [σ, 1− σ]
has a uniform mesh with N/2 mesh intervals. It is obvious that the mesh is uniform
when σ = 1/4 and it is fitted to the problem by choosing σ as the following function
of N, ε and σ0

σ = min
{
1/4, σ0

√
ε lnN

}
, (6)

where σ0 is a constant to be fixed later. The mesh size in the region [σ, 1 − σ] is
H = 2(1− 2σ)/N , and in the regions [0, σ], [1− σ, 1] it is h = 4σ/N . Below we denote
hi+1 = xi+1 − xi, i = 0, 1, · · · , N − 1. On this mesh we consider the finite difference
scheme (see [6])

LNUN
i ≡ r−i U

N
i−1 + rc

iU
N
i + r+i U

N
i+1 = q−i fi−1 + qc

i fi + q+i fi+1, 1 ≤ i ≤ N − 1 (7)

along with the boundary conditions UN
0 = A and UN

N = B, where, for indices i =
1, · · · , N/4− 1 and also 3N/4 + 1, · · · , N − 1, the coefficients are given by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

r−i =
−3ε

hi(hi + hi+1)
+

hi

2(hi + hi+1)
bi−1, rc

i =
3ε

hihi+1
+ bi,

r+i =
−3ε

hi+1(hi + hi+1)
+

hi+1

2(hi + hi+1)
bi+1,

q−i =
hi

2(hi + hi+1)
, qc

i = 1, q+i =
hi+1

2(hi + hi+1)
,

(8)

and for i = N/4, · · · , 3N/4, the coefficients are given by⎧⎨⎩ r−i =
−2ε

hi(hi + hi+1)
, rc

i =
2ε

hihi+1
+ bi, r+i =

−2ε
hi+1(hi + hi+1)

,

q−i = 0, qc
i = 1, q+i = 0.

(9)

In [5], we have obtained the following ε–uniform error estimate for the above difference
scheme at the mesh points.
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Theorem 1 Let u(x) be the solution of (1-2) and UN be the numerical solution of the
hybrid finite difference scheme (7)-(9). Then, we have the following ε–uniform error
bound:

|u(xi)− UN
i | ≤ C

(
N−2 ln2N +N−√

βσ0

)
, i = 0, 1, · · · , N, (10)

One can easily observe that if σ0 ≥ 2/
√
β, then the numerical scheme (7)-(9) is

uniformly convergent of second-order up to a logarithmic factor.
Let D

N ≡ {xi : 0 = x0 < · · · < xN = 1} be the mesh. Then, for given values
u(x0), u(x1), · · · , u(xN ) of a function u(x) at the nodal points x0, x1, . . . , xN , it is well
known that there exists an interpolating cubic spline s(x) given by

s(x) =
(xi+1 − x)3

6hi+1
Mi +

(x− xi)3

6hi+1
Mi+1 +

(
ui −

h2
i+1

6
Mi

)(
xi+1 − x
hi+1

)
+

+
(
ui+1 −

h2
i+1

6
Mi+1

)(
x− xi

hi+1

)
, xi ≤ x ≤ xi+1, i = 0, · · · , N − 1, (11)

where ui = u(xi),Mi = u′′(xi), i = 0, · · · , N . Using this cubic spline an approximation
to the the global normalized flux can be defined as

√
εs′(x) = −√ε Mi

(xi+1 − x)2
2hi+1

+
√
ε Mi+1

(x− xi)2

2hi+1
+
√
ε
ui+1 − ui

hi+1
−

−√ε(Mi+1 −Mi)
6

hi+1, xi ≤ x ≤ xi+1, i = 0, · · · , N − 1.

To calculate the numerical cubic spline we use the discrete solution U0, U1, · · ·UN at
mesh points. Defining M i = (biUi − fi)/ε, i = 0, · · ·N , we construct the cubic spline
as

S(x) =
(xi+1 − x)3

6hi+1
M i +

(x− xi)3

6hi+1
M i+1 +

(
Ui −

h2
i+1

6
M i

)(
xi+1 − x
hi+1

)
+

+
(
Ui+1 −

h2
i+1

6
M i+1

)(
x− xi

hi+1

)
, xi ≤ x ≤ xi+1, i = 0, · · · , N − 1. (12)

Note that using this spline we can obtain a numerical approximation to the exact
solution at any point in [0, 1]. Also, we can obtain an approximation to the normalized
flux as follows:

√
εS′(x) = −√ε M i

(xi+1 − x)2
2hi+1

+
√
ε M i+1

(x− xi)2

2hi+1
+
√
ε
Ui+1 − Ui

hi+1
−

−√ε(M i+1 −M i)
6

hi+1, xi ≤ x ≤ xi+1, i = 0, · · · , N − 1.

Lemma 2 Let u(x) be the solution of (1)-(2) and s(x) be the spline given by (11).
Then, for x ∈ [xi, xi+1], i = 0, 1, · · · , N − 1, we have the following estimate:

|s(x)− u(x)| ≤ Ch3
i+1

(
1 + ε−3/2e(xi, xi, β, ε)

)
. (13)
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Proof. Let x = xi + θhi+1 with 0 ≤ θ ≤ 1. Using that u′′j = Mj = (bjuj − fj)/ε, j =
i, i+ 1, from (11), the Taylor expansions and the bounds (4) for the derivatives of the
exact solution, it is straightforward to obtain

|s(x)− u(x)| ≤ Ch3
i+1|u3(ξ)| ≤ Ch3

i+1

(
1 + ε−3/2e(xi, xi, β, ε)

)
.

Lemma 3 Let s(x) be the spline given in (11) and S(x) be the numerical spline given
in (12). Then, for x ∈ [xi, xi+1], i = 0, 1, · · · , N − 1, the following result holds

|s(x)− S(x)| ≤ C

(
1 + b∗

h2
i+1

ε

)
max{|ui − Ui|, |ui+1 − Ui+1|}. (14)

Proof. Let x = xi + θhi+1, where 0 ≤ θ ≤ 1. From expressions (11) and (12) for exact
and numerical splines, using thatMj = (bjuj−fj)/ε, j = i, i+1, M j = (bjUj−fj)/ε, j =
i, i+ 1, and taking the absolute values, one can easily obtain the required result.

Using these two lemmas we are in a position to obtain the uniform convergence of
the global solution based on the numerical cubic spline.

Theorem 4 Let u(x) be the solution of (1)-(2) and S(x) be the spline given in (12).
Then, we have the following error bound:

|S(x)− u(x)| ≤
(
N−2 ln2N +N3−√

βσ0 ln3N
)
. (15)

Proof. First we assume that the mesh is uniform, i.e., σ = 1/4 and 1/
√
ε ≤ C lnN .

Then, from (13), (14) and Theorem 1 it is straightforward to obtain that

|S(x)− u(x)| ≤ C
(
N−3 ln3N +N−√

βσ0

)
. (16)

In the second place, we assume that 1/4 > σ0
√
ε lnN , which is the most interesting case

in practice. We only give the details for x ≤ 1/2; from the symmetry of the boundary
layers at both end points, the proof for x ≥ 1/2 is the same. We distinguish several
cases depending on the location of the mesh point xi. First, when i = 0, 1, · · · , N/4−1,
the mesh point xi is in the boundary layer region. Now hi+1 = 4N−1√εσ0 lnN ; from
(13) it follows that

|s(x)− u(x)| ≤ CN−3 ln3N,

and from (14) and Theorem 1 we have

|s(x)− S(x)| ≤ C
(
N−2 ln2N +N−√

βσ0

)
.

From these two previous bounds we obtain

|S(x)− u(x)| ≤ C
(
N−2 ln2N +N−√

βσ0

)
. (17)

The second case is for i = N/4 + 1, · · · , N/2 − 1, i.e., the mesh point xi is outside
the boundary layer region. To find appropriate bounds of the error, we analyze two
different subcases: H ≤ √ε and H >

√
ε. For the first one, from (13) we deduce

|s(x)− u(x)| ≤ C
(
N−3 + e(xi, xi, β, ε)

) ≤ C
(
N−3 +N−√

βσ0

)
,
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and from (14) and Theorem 1 we obtain

|s(x)− S(x)| ≤ C
(
N−2 ln2N +N−√

βσ0

)
.

From the two previous bounds it follows

|S(x)− u(x)| ≤ C
(
N−2 ln2N +N−√

βσ0

)
.

In the second subcase the proof is different; now, we do not use Lemma 3 and we follow
similar ideas to these ones developed in [6]. Using the uniform stability of the hybrid
scheme we have

|s(x)− S(x)| ≤ C

(
1 + b∗

h2
i+1

ε

)
|τi|, (18)

where τi is the local error at xi. In [5], it was proved that

τi =
ε

H2
(R3(xi, xi+1, u) +R3(xi, xi−1, u)) , (19)

where Rn denotes the remainder of Taylor expansion and therefore

|s(x)− S(x)| ≤ C (R3(xi, xi+1, u) +R3(xi, xi−1, u)) .

Using the integral form of the remainder for the Taylor expansion, integrating by parts
and taking into account that e(xj , xj , β, ε) ≤ N−√

βσ0 , j = i− 1, i, i+ 1, we can obtain

|s(x)− S(x)| ≤ C
(
N−4 +N−√

βσ0

)
.

On the other hand, using that xi ≥ σ+H and the definition of the transition parameter
σ, we have (

Hε−1/2
)l
e(xi, xi, β, ε) ≤ CN−√

βσ0 , l = 0, · · · , 4, (20)

and therefore
|s(x)− u(x)| ≤ C

(
N−3 +N−√

βσ0

)
.

From previous bounds we deduce

|S(x)− u(x)| ≤ C
(
N−3 +N−√

βσ0

)
.

The last case corresponds to the mesh point xN/4 = σ. We only give the details for
the more difficult case H >

√
ε. Following the original idea of Surla (see [11]) for

mesh modification, we define H =
√
ε/βN lnN . Then, if H/2 ≤ H the Shishkin mesh

remains unchanged. From (13) we can obtain

|s(x)− u(x)| ≤ C
(
N−3 +N3−√

βσ0 ln3N
)
.

On the other hand, we use again (18), where the local truncation error can be bounded
by

|τN/4| ≤ |r+N/4R2(xN/4, xN/4+1, u)|+ |r−N/4R2(xN/4, xN/4−1, u)|.
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Following the way of proof of [5], we can prove that

(H2/ε)|r+N/4R2(xN/4, xN/4+1, u)| ≤ C
(
N−3 +N−√

βσ0

)
,

and
(H2/ε)|r−N/4R2(xN/4, xN/4−1, u)| ≤ C

(
N−3 +N−√

βσ0 ln2N
)
.

From previous bounds we have

|s(x)− S(x)| ≤ C
(
N−3 +N−√

βσ0 ln2N
)
,

and therefore
|S(x)− u(x)| ≤ C

(
N−3 +N−√

βσ0 ln3N
)
.

Finally, when H/2 > H we modify the original Shishkin mesh adding the mesh points
xN/4 = xN/4 +H and x3N/4 = x3N/4 −H and we put N = N + 2 and enumerate the
points. Using again the local error we can prove

|s(x)− S(x)| ≤ C
(
N−3 +N−√

βσ0 ln2N
)
,

and considering x ∈ [σ, σ +H] we obtain

|s(x)− u(x)| ≤ C
(
N−3 +N3−√

βσ0 ln3N
)
,

and therefore

|S(x)− u(x)| ≤ C
(
N−3 +N3−√

βσ0 ln3N
)
.

Remark 5 From Theorem 4 we see that by taking the constant σ0 such that
√
βσ0 ≥ 5

the global solution has order of uniform convergence O(N−2 ln3N); in that sense the
result is optimal because we have the same order of uniform convergence as at the mesh
points.

Now we prove the uniform convergence of the normalized flux.

Lemma 6 Let u(x) be the solution of (1-2) and s(x) be the spline given by (11) and
S(x) be the spline given in (12). Then, for x ∈ [xi, xi+1], i = 0, 1, · · · , N − 1, the
following bounds hold:

√
ε|s′(x)− u′(x)| ≤ C

√
εh3

i+1

(
1 + ε−2e(xi, xi, β, ε)

)
. (21)

√
ε|s′(x)− S′(x)| ≤ C

( √
ε

hi+1
+ b∗

hi+1√
ε

)
max{|ui − Ui|, |ui+1 − Ui+1|}. (22)

Proof. The proof is straightforward using (11), (12) and the Taylor expansions.
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Theorem 7 Let
√
εu′(x) be the normalized flux of (1-2) and

√
εS′(x) be the normalized

flux obtained from cubic spline approximations. Then, we have

√
ε|S′(x)− u′(x)| ≤

{
C(N−2 ln3N +N3−√

βσ0 ln3N), if N−1 >
√
ε

(N−1√ε ln2N +N1−√
βσ0), if N−1 ≤ √ε (23)

Proof. Let x = xi + θhi+1, 0 ≤ θ ≤ 1. From (11) and (12), we have

S′′(x)− u′′(x) = (1− θ)(M i − u′′(xi)) + θ(M i+1 − u′′(xi+1)).

Using that u′′(xj) = Mj = (bjuj − fj)/ε, j = i, i + 1, M j = (bjUj − fj)/ε, j = i, i + 1
and (10) we obtain

|u′′(x)− S′′(x)| ≤ Cε−1
(
N−2 ln2N +N−√

βσ0

)
(24)

Below we use in different places that for any function g(x) it holds

‖ g′ ‖[a,b] ≤
2 ‖ g ‖[a,b]

(b− a) + (b− a) ‖ g′′ ‖[a,b] . (25)

First we assume that the mesh is uniform, i.e., 1/4 ≤ σ0
√
ε lnN . Taking g(x) =

u(x)− S(x), [a, b] = [0, 1] in (25), using (16) and (24), it follows
√
ε|u′(x)− S′(x)| ≤ C[ε1/2(N−3 ln3N +N−√

βσ0)+

+ε−1/2(N−2 ln2N +N−√
βσ0)] ≤

(
CN−2 ln3N +N−√

βσ0

)
.

In second case, it holds that 1/4 > σ0
√
ε lnN . Again we only consider the details

for x ≤ 1/2. In the boundary layer region, i = 0, 1, · · · , N/4 − 1, we have hi+1 =
4N−1√εσ0 lnN and x ∈ [0, σ]. From (25) and (20), with same g as before and now
[a, b] = [0, σ], we get

√
ε|u′(x)− S′(x)| ≤ C

(
N−2 ln2N +N−√

βσ0

)
.

Outside the boundary layer region, i = N/4 + 1, · · · , N/2 − 1, we distinguish two
subcases: H ≤ √ε and H >

√
ε. For the first one, from (21) and (22) and Theorem 1,

we have √
ε|s′(x)− u′(x)| ≤ C(ε1/2N−3 +N−√

βσ0),
√
ε|s′(x)− S′(x)| ≤ C

[
ε1/2(N−1 ln2N +N1−√

βσ0) + (N−2 ln2N +N−√
βσ0)
]
.

From previous bounds it follows,

√
ε|u′(x)− S′(x)| ≤ Cε1/2

(
N−1 ln2N +N1−√

βσ0

)
.

For the second one, H >
√
ε, using (20) in (21), we obtain

√
ε|s′(x)− u′(x)| ≤ C(N−3 +N−√

βσ0). (26)
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On the other hand, following [6], we can deduce that

√
ε|s′(x)− S′(x)| ≤ C(1 + b∗

hi+1√
ε

)|τi|,

where τi is the local error at xi given in (19). The same analysis that in Theorem 4
gives √

ε|s′(x)− S′(x)| ≤ C
(
N−4 +N−√

βσ0

)
. (27)

From (26) and (27) it follows

√
ε|S′(x)− u′(x)| ≤ C(N−3 +N−√

βσ0).

The last case is when the mesh point is the transition point, i.e., x ∈ [xN/4, xN/4+1]. As
in Theorem 4 we only give the details for the case H >

√
ε. Defining H =

√
ε/βN lnN ,

and considering the same modified Shishkin mesh as before, for H/2 ≤ H, from (21)
we have

√
ε|s′(x)−u′(x)| ≤ C

(
H3√ε+H

3
ε−3/2e(xi, xi, β, ε)

)
≤ C
(
N−3√ε+N3−√

βσ0 ln3N
)
.

On the other hand, using again the local error, we can obtain

√
ε|s′(x)− S′(x)| ≤ C

(
N−3 +N−√

βσ0 ln2N
)
.

and therefore √
ε|S′(x)− u′(x)| ≤ C

(
N−3 +N3−√

βσ0 ln3N
)
,

Finally, when H/2 > H and x ∈ [σ, σ +H], using the same technique as before we can
obtain √

ε|s′(x)− u′(x)| ≤ C
(
N−3√ε+N3−√

βσ0 ln3N
)
,

and √
ε|s′(x)− S′(x)| ≤ C

(
N−3 +N−√

βσ0 ln2N
)
.

and therefore √
ε|S′(x)− u′(x)| ≤ C

(
N−3 +N3−√

βσ0 ln3N
)
.

Clubbing all the cases the result follows.

Remark 8 From Theorem 7, we see that by taking the constant σ0 such that
√
βσ0 ≥ 5,

the global normalized flux has almost second order of uniform convergence except for
N−1 ≤ √ε, which is not a practical case. So, practically, the obtained global normalized
flux is almost second order convergent. Our computational results also confirms the
same fact.
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3 Numerical Experiments

The example that we consider is{ −εu′′(x) + (ex + sin(x)− x− x3)u(x) = cos(x) + x2 − ex + 1, x ∈ (0, 1),
u(0) = 0, u(1) = 2.

(28)

We are only interested in the errors outside the mesh points. To obtain an approx-
imation to the maximum errors and the rates of convergence, we use a variant of the
double mesh principle (see [9, 10]). We calculate the numerical solution UN on DN

and the numerical solution ŨN on the mesh D̃N where the transition parameter is now
given by

σ̃ = min
{
1/4, σ0

√
ε ln(N/2)

}
.

Then, the errors at midpoints x = (xi + xi+1)/2, of the corresponding Shishkin mesh,
are calculated by

EN
ε = max

x
|SN (x)− S̃2N (x)|, EN = max

ε
EN

ε ,

where SN and S̃2N are the splines defined by (12) on the meshes DN and D̃2N respec-
tively. Using these errors, the numerical orders of convergence and the uniform orders
of convergence are given by

pN
ε = log2

(
EN

ε (x)/E2N
ε (x)

)
, pN = log2

(
EN/E2N

)
.

To permit that the maximum errors stabilize, we take, for the diffusion parameter, the
set of values ε = 20, 2−2, 2−4, · · · , 2−48.

From table 1, it can be seen the almost second order of uniform convergence for
the global solution, in agreement with Theorem 4.

Table 1: Maximum errors for the solution at midpoints,on the modified Shishkin mesh,
and rates of convergence taking σ0 = 5 for problem (28)

ε/N 16 32 64 128 256 512 1024 2048
20 5.3821E-5 1.2776E-5 3.0927E-6 7.5883E-7 1.8786E-7 4.6730E-8 1.1651E-8 2.9113E-9

2.0747 2.0465 2.0270 2.0141 2.0073 2.0039 2.0007
2−8 4.6780E-2 9.9632E-3 2.3483E-3 5.8148E-4 1.4481E-4 3.6184E-5 9.0446E-6 2.2610E-6

2.2312 2.0850 2.0138 2.0056 2.0007 2.0002 2.0001
2−16 1.2953E+0 3.9210E-1 9.9217E-2 2.3251E-2 7.4105E-3 2.2821E-3 6.9580E-4 2.1009E-4

1.7240 1.9826 2.0933 1.6496 1.6992 1.7136 1.7276
2−24 1.2966E+0 3.9267E-1 9.9396E-2 2.3293E-2 7.4237E-3 2.2860E-3 6.9700E-4 2.1045E-4

1.7233 1.9821 2.0933 1.6497 1.6993 1.7136 1.7277
2−32 1.2967E+0 3.9271E-1 9.9407E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9707E-4 2.1048E-4

1.7233 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277
2−40 1.2967E+0 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4

1.7233 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277
2−48 1.2967E+0 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4

1.7233 1.9820 2.0933 1.6497 1.6993 1.7136 1.7276

EN 1.2967E+0 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
pN 1.7233 1.9820 2.0933 1.6497 1.6993 1.7136 1.7276
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Table 2: Maximum errors for the solution at midpoints,on the original Shishkin mesh,
and rates of convergence taking σ0 = 5 for problem (28)

ε/N 16 32 64 128 256 512 1024 2048
20 5.3821E-5 1.2776E-5 3.0927E-6 7.5883E-7 1.8786E-7 4.6730E-8 1.1651E-8 2.9113E-9

2.0747 2.0465 2.0270 2.0141 2.0073 2.0039 2.0007

2−8 4.6780E-2 9.9632E-3 2.3483E-3 5.8148E-4 1.4481E-4 3.6184E-5 9.0446E-6 2.2610E-6
2.2312 2.0850 2.0138 2.0056 2.0007 2.0002 2.0001

2−16 1.2953E+0 3.9210E-1 9.9217E-2 2.3251E-2 7.4105E-3 2.2821E-3 6.9580E-4 2.1009E-4
1.7240 1.9826 2.0933 1.6496 1.6992 1.7136 1.7276

2−24 1.2966E+0 3.9267E-1 9.9396E-2 2.3293E-2 7.4237E-3 2.2860E-3 6.9700E-4 2.1045E-4
1.7233 1.9821 2.0933 1.6497 1.6993 1.7136 1.7277

2−32 2.0490E+0 3.9271E-1 9.9407E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9707E-4 2.1048E-4
2.3834 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277

2−40 3.2817E+1 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
6.3848 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277

2−42 6.5636E+1 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
7.3849 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277

2−44 1.3127E+2 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
8.3849 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277

2−46 2.6255E+2 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
9.3849 1.9820 2.0933 1.6497 1.6993 1.7136 1.7277

2−48 5.2510E+2 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4
10.3849 1.9820 2.0933 1.6497 1.6993 1.7136 1.7276

From table 2 it can be observed that if we use the original Shishkin mesh, then the
maximum errors do not stabilize for all values of parameter N and therefore we cannot
to deduce the uniform convergence.

To see the influence of the constant σ0 in the errors associated to the global solution,
we also include the numerical results for different value of this constant, for the same
set of values of ε, we include tables 3 and 4; from these, we clearly see that in order to
achieve the uniform convergence and the required order we need that this constant be
sufficiently large. Then, in the following numerical results we always use σ0 = 5, which
also matches with our theoretical findings.

Table 3: Maximum errors and uniform errors for the solution at midpoints on the
original Shishkin mesh, for different values of σ0 for problem (28)

σ0/N 16 32 64 128 256 512 1024 2048
σ0 = 1 4.5451E+4 9.1987E+3 2.0533E+3 5.1210E+2 1.2798E+2 3.1995E+1 7.9990E+0 1.9997E+0

2.3048 2.1635 2.0034 2.0005 2.0000 2.0000 2.0000
σ0 = 2 1.8386E+3 2.3801E+2 3.0764E+1 3.9274E+0 4.9618E-1 6.2313E-2 7.8035E-3 9.7607E-4

2.9495 2.9517 2.9696 2.9846 2.9933 2.9973 2.9991
σ0 = 3 2.3756E+1 4.8099E+0 4.0619E-1 2.8707E-2 2.5889E-3 8.1572E-4 2.5047E-4 7.5700E-5

2.3042 3.5658 3.8227 3.4710 1.6662 1.7034 1.7263
σ0 = 4 2.0336E+2 2.1716E-1 5.3665E-2 1.5293E-2 4.7000E-3 1.4505E-3 4.4621E-4 1.3466E-4

9.8711 2.0167 1.8111 1.7021 1.6961 1.7008 1.7284
σ0 = 5 5.2510E+2 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4

10.3849 1.9820 2.0933 1.6497 1.6993 1.7136 1.7276
σ0 = 6 7.6002E+2 6.3013E-1 1.6344E-1 3.6981E-2 1.1110E-2 3.3182E-3 1.0050E-3 3.0300E-4

10.2362 1.9468 2.1440 1.7350 1.7433 1.7232 1.7298
σ0 = 7 8.9238E+2 9.3128E-1 2.4748E-1 5.6829E-2 1.5293E-2 4.5561E-3 1.3736E-3 4.1322E-4

9.9042 1.9119 2.1226 1.8938 1.7470 1.7299 1.7329
σ0 = 8 9.5247E+2 1.2967E+0 3.5274E-1 8.2226E-2 1.9803E-2 5.8825E-3 1.8026E-3 5.4014E-4

9.5207 1.8781 2.1010 2.0539 1.7512 1.7064 1.7386
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Table 4: Maximum errors and uniform errors for the solution at midpoints on the
modified Shishkin mesh, for different values of σ0 for problem (28)

σ0/N 16 32 64 128 256 512 1024 2048
σ0 = 1 3.6780E+1 1.3576E+0 1.9958E+0 1.9960E+0 1.9976E+0 1.9987E+0 1.9994E+0 1.9997E+0

4.7598 -.5559 -.0002 -.0011 -.0008 -.0005 -.0002
σ0 = 2 1.7667E+0 3.7937E-2 2.9862E-2 1.5301E-2 7.7438E-3 3.8926E-3 1.9505E-3 9.7607E-4

5.5413 0.3453 0.9646 0.9826 0.9923 0.9969 0.9988
σ0 = 3 3.5274E-1 9.9408E-2 2.4468E-2 8.2901E-3 2.5889E-3 8.1572E-4 2.5047E-4 7.5700E-5

1.8272 2.0225 1.5614 1.6790 1.6662 1.7034 1.7263
σ0 = 4 7.4289E-1 2.1716E-1 5.3665E-2 1.5293E-2 4.7000E-3 1.4505E-3 4.4621E-4 1.3466E-4

1.7744 2.0167 1.8111 1.7021 1.6961 1.7008 1.7284
σ0 = 5 1.2967E+0 3.9271E-1 9.9408E-2 2.3296E-2 7.4246E-3 2.2863E-3 6.9708E-4 2.1048E-4

1.7233 1.9820 2.0933 1.6497 1.6993 1.7136 1.7276
σ0 = 6 2.3643E+0 6.3013E-1 1.6344E-1 3.6981E-2 1.1110E-2 3.3182E-3 1.0050E-3 3.0300E-4

1.9077 1.9468 2.1440 1.7350 1.7433 1.7232 1.7298
σ0 = 7 4.0228E+0 9.3128E-1 2.4748E-1 5.6829E-2 1.5293E-2 4.5560E-3 1.3736E-3 4.1322E-4

2.1109 1.9119 2.1226 1.8938 1.7470 1.7299 1.7329
σ0 = 8 5.8023E+0 1.2967E+0 3.5274E-1 8.2226E-2 1.9803E-2 5.8825E-3 1.8026E-3 5.4014E-4

2.1618 1.8781 2.1010 2.0539 1.7512 1.7064 1.7386

To approximate the errors for the global normalized flux, also we calculate the
errors at midpoints x = (xi + xi+1)/2, of the corresponding Shishkin mesh, which are
given by

FN
ε (x) = max

x

√
ε|S′

N (x)− S̃′
2N (x)|, FN = max

ε
FN

ε .

From these values we obtain the rates of convergence and the ε-uniform order of con-
vergence for the flux, by using

qN
ε = log2

(
FN

ε /F 2N
ε

)
, qN = log2

(
FN/F 2N

)
.

Table 5 displays the obtained results; from it we deduce the almost second order of
uniform convergence for the global normalized flux, in agreement with Theorem 7.

Table 5: Maximum errors for the normalized flux at midpoints, on the modified
Shishkin mesh, and rates of convergence for problem (28)

ε/N 16 32 64 128 256 512 1024 2048
20 2.1511E-4 5.3969E-5 1.3847E-5 3.5087E-6 8.8323E-7 2.2158E-7 5.5486E-8 1.3896E-8

1.9949 1.9625 1.9806 1.9901 1.9950 1.9976 1.9975
2−8 4.0077E-2 1.7304E-2 5.7603E-3 1.6693E-3 4.4991E-4 1.1683E-4 2.9769E-5 7.5137E-6

1.2117 1.5869 1.7869 1.8915 1.9453 1.9725 1.9862
2−16 2.2594E-2 5.6359E-2 5.0841E-2 3.0713E-2 1.4391E-2 5.6732E-3 1.9930E-3 6.4929E-4

-1.3187 0.1487 0.7271 1.0937 1.3429 1.5093 1.6180
2−24 2.3243E-2 5.6630E-2 5.0971E-2 3.0774E-2 1.4418E-2 5.6842E-3 1.9969E-3 6.5060E-4

-1.2148 0.1519 0.7279 1.0938 1.3429 1.5092 1.6179
2−32 2.3286E-2 5.6647E-2 5.0979E-2 3.0778E-2 1.4420E-2 5.6849E-3 1.9972E-3 6.5068E-4

-1.2825 0.1521 0.7280 1.0938 1.3429 1.5092 1.6179
2−40 2.3288E-2 5.6648E-2 5.0980E-2 3.0778E-2 1.4420E-2 5.6849E-3 1.9972E-3 6.5069E-4

-1.2824 0.1521 0.7280 1.0938 1.3429 1.5092 1.6179
2−48 2.3289E-2 5.6648E-2 5.0980E-2 3.0778E-2 1.4420E-2 5.6849E-3 1.9972E-3 6.5069E-4

-1.2824 0.1521 0.7280 1.0938 1.3429 1.5092 1.6179

F N 5.6173E-2 5.6940E-2 5.0980E-2 3.0778E-2 1.4420E-2 5.6849E-3 1.9972E-3 6.5069E-4
qN -.0196 0.1595 0.7280 1.0938 1.3429 1.5092 1.6179
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Again we are interested in the influence of the constant σ0 in the errors associated to
the global normalized flux; from table 6 we see that it is necessary to take appropriately
this constant to achieve the required order of uniform convergence.

Table 6: Maximum errors and uniform errors for the the normalized flux at midpoints,
on the modified Shishkin mesh, for different values of σ0 for problem (28)

σ0/N 16 32 64 128 256 512 1024 2048
σ0 = 1 4.3620E-2 2.4287E-2 1.2653E-2 6.4324E-3 3.2384E-3 1.6239E-3 8.1299E-4 2.4407E-4

0.8448 0.9407 0.9761 0.9901 0.9958 0.9982 1.7359
σ0 = 2 5.3001E-2 3.5767E-2 1.8826E-2 8.2089E-3 3.1261E-3 1.0841E-3 3.5287E-4 1.1001E-4

0.5674 0.9259 1.1974 1.3928 1.5278 1.6193 1.6815
σ0 = 3 5.7422E-2 5.0980E-2 3.1806E-2 1.5511E-2 6.3454E-3 2.2992E-3 7.6798E-4 2.4300E-4

0.1717 0.6806 1.0360 1.2895 1.4646 1.5820 1.6601
σ0 = 4 5.6173E-2 5.7716E-2 4.2836E-2 2.3262E-2 1.0195E-2 3.8552E-3 1.3209E-3 4.2413E-4

-.0391 0.4302 0.8808 1.1901 1.4030 1.5453 1.6389
σ0 = 5 5.6173E-2 5.6940E-2 5.0980E-2 3.0778E-2 1.4420E-2 5.6849E-3 1.9972E-3 6.5069E-4

-.0196 0.1595 0.7280 1.0938 1.3429 1.5092 1.6179
σ0 = 6 5.6173E-2 5.6940E-2 5.6024E-2 3.7647E-2 1.8826E-2 7.7303E-3 2.7835E-3 9.2006E-4

-.0196 0.0234 0.5735 0.9998 1.2841 1.4736 1.5971
σ0 = 7 5.8866E-2 5.6940E-2 5.8086E-2 4.3631E-2 2.3262E-2 9.9410E-3 3.6677E-3 1.2298E-3

0.0480 -.0287 0.4128 0.9074 1.2265 1.4385 1.5765
σ0 = 8 1.0582E-1 5.6940E-2 5.7422E-2 4.8608E-2 2.7617E-2 1.2274E-2 4.6383E-3 1.5774E-3

0.8941 -.0122 0.2404 0.8156 1.1700 1.4039 1.5561

4 Conclusions

In this paper, we have provided a cubic spline based computational technique for ob-
taining second order uniformly global solution and global normalized flux for singularly
perturbed reaction-diffusion boundary value problems. In order to obtain uniformly
global convergence theoratically, we have modified the original Shishkin mesh near
transition points, which also gives better computational results as compared to results
obtained on original Shishkin mesh. Finally, from the numerical experiments we observe
that in order to preserve the order of uniform convergence of the numerical method, the
constant used to define the transition parameter of the piecewise uniform mesh must
be close to theoretically obtained minimum value.
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Abstract
The firms have need of a control mechanism in order to analyse 
whether they are achieving their goals. A tool for the decision 
support process has been developed based on a multi-agent 
system that incorporates a case-based reasoning system and 
automates the business control process. The case-based 
reasoning system automates the organization of cases and the 
retrieval stage by means of a Maximum Likelihood Hebbian 
Learning-based method, an extension of the Principal 
Component Analysis which groups similar cases, identifying 
clusters automatically in a data set in an unsupervised mode. 
The system has been tested in 12 small and medium companies 
in the textile sector, located in the northwest of Spain and the 
results obtained have been very encouraging. 

Key words: Agents Technology; Case Based Reasoning; 
Maximum Likelihood Hebbian Learning 

1. Introduction
All firms need to monitor their “modus operandi” and to analyse whether they are 
achieving their goals. As a consequence of this, it is necessary to construct models 
that facilitate the analysis of work carried out in changing environments, such as 
finance. Processes carried out inside any firm are grouped in Functions [1, 30]. A 
Function is a group of coordinated and related activities, which are necessary to 
reach the objectives of the firm and are carried out in a systematic and iterative 
way [2]. In turn, each one of these functions is broken down into a series of 
activities and each activity is composed of a number of tasks. Control procedures 
have to be established in the tasks to ensure that the objectives of the firm are 
achieved.
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This paper presents a Multiagent system (MAS) which is able to analyse the 
activities of a firm and calculate its level of risk. The developed model is 
composed of four different agent types. The principal agent, whose objectives are: 
to identify the state or situation of each one of the activities of the company and to 
calculate the risk associated with this state, incorporates a case-based reasoning 
(CBR) system [4, 5, 6, 7]. The CBR system uses different problem solving 
techniques [8, 9]. Moreover, the CBR systems proposed in the framework of this 
research incorporate a Maximum Likelihood Hebbian Learning (MLHL) [12] 
based model to automate the process of case indexing and retrieval, which may be 
used in problems in which the cases are characterised, predominantly, by 
numerical information. One of the aims of this work is to improve the 
performance of the CBR system integrated within the principal agent by means of 
incorporating the MLHL into the CBR cycle stages. The ability of the Maximum 
Likelihood Hebbian Learning-based methods presented in this paper to cluster 
cases/instances and to associate cases to clusters can be used to successfully prune 
the case-base without losing valuable information.  

This paper first presents the Maximum Likelihood Hebbian Learning based 
method and its theoretical background and then, the proposed multi-agent system
is presented. The system results are evaluated and, finally, the conclusions are 
presented.

2. Maximum Likelihood Hebbian Learning Based Method  
The use of Maximum Likelihood Hebbian Learning based method has been 
derived from the work of [13, 15, 16, 17], etc. in the field of pattern recognition as 
an extension of Principal Component Analysis (PCA) [10, 11]. We first review 
Principal Component Analysis (PCA), which has been the most frequently 
reported linear operation involving unsupervised learning for data compression, 
which aims to find that orthogonal basis which maximises the data’s variance for 
a given dimensionality of basis. Then, the Exploratory Projection Pursuit (EPP) 
theory is outlined. It is shown how Maximum Likelihood Hebbian Learning based 
method may be derived from PCA and it could be viewed as a method of 
performing EPP. Finally we show why Maximum Likelihood Hebbian Learning 
based method is appropriated for this type of problems. This method is used by 
the CBR system, of one of the system agents, to index and cluster the cases and 
during its retrieval stage. 

2.1. Principal Component Analysis (PCA) 
Principal Component Analysis (PCA) is a standard statistical technique for 
compressing data; it can be shown to give the best linear compression of the data 
in terms of least mean square error. There are several artificial neural networks 
which have been shown to perform PCA e.g. [10, 11]. We will apply a negative 
feedback implementation [18]. The basic PCA network is described by equations 
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(1)-(3). Let us have an N-dimensional input vector at time t, x(t), and an M-
dimensional output vector, y, with  being the weight linking input j to output i. 

 is a learning rate. Then, the activation passing and learning is described by 
Feedforward:

ijW

N

j
jiji xWy

1

, i (1)

Feedback:

i

M

i
ijjj yWxe

1

(2)

Change weights:
ijij yeW (3)

We can readily show that this algorithm is equivalent to Oja’s Subspace 
Algorithm [10]: 

k
ikkjjijij yyWxyeW )( (4)

The PCA network not only causes convergence of the weights but causes the 
weights to converge to span the subspace of the Principal Components of the 
input data. Exploratory Projection Pursuit (EPP) is a more recent statistical 
method aimed at solving the difficult problem of identifying structure in high 
dimensional data. It does this by projecting the data onto a low dimensional 
subspace in which we search for its structure by eye. However not all projections 
will reveal the data's structure equally well. We therefore define an index that 
measures how “interesting” a given projection is, and then represent the data in 
terms of projections that maximise that index. The first step in our exploratory 
projection pursuit is to define which indices represent interesting directions. Now 
“interesting” structure is usually defined with respect to the fact that most 
projections of high-dimensional data onto arbitrary lines through most multi-
dimensional data give almost Gaussian distributions [19]. Therefore if we wish to 
identify “interesting” features in data, we should look for those directions onto 
which the data-projections are as far from the Gaussian as possible. It was shown 
in [20] that the use of a (non-linear) function creates an algorithm to find those 
values of W which maximize that function whose derivative is f() under the 
constraint that W is an orthonormal matrix. This was applied in [18] to the above 
network in the context of the network performing an Exploratory Projection 
Pursuit.

2.2. -Insensitive Hebbian Learning 
It has been shown [21] that the nonlinear PCA rule 

k
kkjiijij yfWyfyfxW

(5)
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can be derived as an approximation to the best non-linear compression of the data. 
Thus we may start with a cost function 

21 xx TT WWfEWJ (6)

which we minimise to get the rule (5). [22] used the residual in the linear version 
of (6) to define a cost function of the residual 

yxe WffJ 11 )( (7)

where 2
1 .f  is the (squared) Euclidean norm in the standard linear or nonlinear 

PCA rule. With this choice of 
1f , the cost function is minimised with respect 

to any set of samples from the data set on the assumption that the residuals are 
chosen independently and identically distributed from a standard Gaussian 
distribution. We may show that the minimisation of J is equivalent to minimising 
the negative log probability of the residual, , if e is Gaussian. .e

Let )exp(1)( 2ee
Z

p
(8)

Then, we can denote a general cost function associated with this network as 
KpJ 2)()(log ee (9)

where K is a constant. Therefore performing gradient descent on J we have 
T

W
J

W
JW )2( eye

e
(10)

where we have discarded a less important term. See [20] for details. 
In general [23], the minimisation of such a cost function may be thought to make 
the probability of the residuals greater dependent on the probability density 
function (pdf) of the residuals. Thus, if the probability density function of the 
residuals is known, this knowledge could be used to determine the optimal cost 
function. [16] investigated this with the (one dimensional) function: 

ee exp
2

1p
(11)

where

              
otherwisee
eo

e
(12)

with  being a small scalar .0
Fyfe and MacDonald [16] described this in terms of noise in the data set. 
However, we feel that it is more appropriate to state that, with this model of the 
pdf of the residual, the optimal 1f  function is the -insensitive cost function: 

ee1f (13)

In the case of the negative feedback network, the learning rule is 

W
f

W
JW e

e
e1

(14)

which gives: 
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esignyotherwise
eifoW j

ij

(15)

The difference with the common Hebb learning rule is that the sign of the residual 
is used instead the value of the residual. Because this learning rule is insensitive 
to the magnitude of the input vectors x, the rule is less sensitive to outliers than 
the usual rule based on mean squared error. This change from viewing the 
difference after feedback as simply a residual rather than an error permits us to 
consider a family of cost functions each member of which is optimal for a 
particular probability density function associated with the residual. 

2.3. Applying Maximum Likelihood Hebbian Learning 
The Maximum Likelihood Hebbian Learning algorithm is constructed now on the 
bases of the previously presented concepts as outlined here. Now the -insensitive
learning rule is clearly only one of a possible family of learning rules which are 
suggested by the family of exponential distributions. This family was called an 
exponential family in [24] though statisticians use this term for a somewhat 
different family. Let the residual after feedback have probability density function 

)||exp(1)( p

Z
p ee

(16)

Then we can denote a general cost function associated with this network as 
)|(|))(log( KEpEJ pee (17)

where K is a constant independent of W and the expectation is taken over the 
input data set. Therefore, performing gradient descent on J, we have 

}|))(||({|| )1(
1

)1()1( tW
Tp

tWtW signpE
W

J
W
JW eeye

e
(18)

where T denotes the transpose of a vector and the operation of taking powers of 
the norm of e is on an element wise basis as it is derived from a derivative of a 
scalar with respect to a vector. 
Computing the mean of a function of a data set (or even the sample averages) can 
be tedious, and we also wish to cater for the situation in which samples keep 
arriving as we investigate the data set and so we derive an online learning 
algorithm. If the conditions of stochastic approximation [25] are satisfied, we may 
approximate this with a difference equation. The function to be approximated is 
clearly sufficiently smooth and the learning rate can be made to satisfy 

 and so we have the rule:
k

k
k

kk
2,,0

1||.. p
jjiij eesignyW (19)

We would expect that for leptokurtotic residuals (more kurtotic than a Gaussian 
distribution), values of p<2 would be appropriate, while for platykurtotic residuals 
(less kurtotic than a Gaussian), values of p>2 would be appropriate. Researchers 
from the community investigating Independent Component Analysis [24, 26] 
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have shown that it is less important to get exactly the correct distribution when 
searching for a specific source than it is to get an approximately correct 
distribution i.e. all supergaussian signals can be retrieved using a generic 
leptokurtotic distribution and all subgaussian signals can be retrieved using a 
generic platykutotic distribution. Our experiments will tend to support this to 
some extent but we often find accuracy and speed of convergence are improved 
when we are accurate in our choice of p. Therefore the network operation is: 
Feedforward:

N

j
jiji xWy

1
, i

(20)

Feedback:
M

i
iijjj yWxe

1

(21)

Weights change: 
1||.. p

jjiij eesignyW (22)

Fyfe and MacDonald [16] described their rule as performing a type of PCA, but 
this is not strictly true since only the original (Oja) ordinary Hebbian rule actually 
performs PCA.  It might be more appropriate to link this family of learning rules 
to Principal Factor Analysis since PFA makes an assumption about the noise in a 
data set and then removes the assumed noise from the covariance structure of the 
data before performing a PCA. We are doing something similar here in that we 
are basing our PCA-type rule on the assumed distribution of the residual. By 
maximising the likelihood of the residual with respect to the actual distribution, 
we are matching the learning rule to the probability density function of the 
residual.
More importantly, we may also link the method to the standard statistical method 
of Exploratory Projection Pursuit: now the nature and quantification of the 
interestingness is in terms of how likely the residuals are under a particular model 
of the probability density function of the residuals. 

3.  Multi-agent System 
This section describes the multi-agent system in detail. Although the aim is to 
develop a generic model useful in any type of enterprise, the initial work has 
focused in small to medium firms of the textile sector to facilitate the research and 
its evaluation. The model here presented may be extended or adapted for other 
sectors. Twelve companies from the North-west of Spain have collaborated in this 
research, working mainly for the Spanish market. After analyzing the data relative 
to the activities developed within a given firm, the constructed multi-agent system 
is able to determine the state of each of the activities and calculate the associated 
risk. A Firm agent has been assigned for each firm in order to collect new data 
and allow consults. The Expert agents help the auditors and business control 
experts that collaborate in the project to provide information and feedback to the 
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multiagent system. These experts generate prototypical cases from their 
experience and they have help to develop the Store agent case-base. 

The CBR-based agent incorporate a case-based reasoning system as reasoning 
mechanism. The cycle of operations of each case based reasoning system is based 
on the classic life cycle of a CBR system [4, 27]. This agent is communicated 
with the Store agent that stores the shared case base (Table 1 shows the attributes
of a case). A case represents the “shape” of a given activity developed in the 
company. 

Table 1. Case structure 
PROBLEM SOLUTION

Case
number 

Input 
vector

Function 
number 

Activity 
number Reliability Activity State 

The CBR-based agent identifies the state or situation of each of the firm’s 
activities and calculates the risk associated with this situation. The agent uses the 
data for the activity, introduced by the Firm agent, to construct the problem case. 
For each task making up the activity analyzed, the problem case is composed of 
the value of the realization state for that task, and its level of importance within 
the activity (according to the internal auditor). 

In the retrieval step, the agent communicates with the Store agent to retrieve K 
cases – the most similar cases to the problem case; this is done with the Maximum 
Likelihood Hebbian Learning proposed method. Applying equations 20 to 22 to 
the case base, the MLHL algorithm groups the cases in clusters automatically. 
The proposed indexing mechanism classifies the cases/instances automatically,
clustering together those of similar structure. One of the great advantages of this 
technique is that it is an unsupervised method so we do not need to have any 
information about of the data before hand. When a new problem case is presented 
to the CBR system, it is identified as belonging to a particular type by applying 
also equations 20 to 22 to it. This mechanism may be used as an universal 
retrieval and indexing mechanism to be applied to any problem similar to the 
presented here. Maximum Likelihood Hebbian Learning techniques are used 
because of the size of the database and the need to group the most similar cases 
together in order to help retrieve the cases that most resemble the given problem. 

The re-use phase aims to obtain an initial estimation of the state of the activity 
analysed. In order to obtain this estimation, RBF networks are used [14, 28, 29]. 
As in the previous phase, the number of attributes of the problem case depends on 
the activity analyzed. Therefore, it is necessary to establish an RBF network 
system, one for each of the activities to be analysed. The k cases retrieved in the 
previous phase are used by the RBF network as a training group that allows it to 
adapt its configuration to the new problem encountered before generating the 
initial estimation. The RBF network is characterized by its ability to adapt, to 
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learn rapidly, and to generalize. Specifically, within this system the network acts 
as a mechanism capable of absorbing knowledge about a certain number of cases 
and generalizing from them. 

The objective of the revision phase is to confirm or refute the initial solution 
proposed by the RBF network, thereby obtaining a final solution and calculating 
the control risk. In view of the initial estimation or solution generated by the RBF 
network, the internal auditor (through the Firm agent) will be responsible for 
deciding if the solution is accepted. For this it is based on the knowledge he/she 
retains, specifically, knowledge about the company with which he/she is working. 
If he/she considers that the estimation given is valid, the system will take the 
solution as the final solution and in the following phase of the CBR cycle, a new 
case will be stored in the Store agent case base consisting of the problem case and 
the final solution. The system will assign the case an initial reliability of 100%. If 
on the other hand, the internal auditor considers the solution given by the system 
to be invalid, he will give his own solution which the system will take as the final 
solution and which together with the problem case will form the new case to be 
stored by the Store agent in the following phase. This new case will be given a 
reliability of 30%. This value has been decided by various auditors which have 
considered to assign a reliability of 30% to the personal opinion of the internal 
auditor. From the final solution: state of activity, the agent calculates the control 
risk associated with the activity. Every activity developed in the business sector 
has a risk associated with it that indicates the negative influence that affects the 
good operation of the firm. In this study, the level of risk is valued at three levels: 
low, medium and high. The calculation of the level of control risk associated with 
an activity is based on the current state of the activity and its level of importance. 
This latter value was obtained after analysing data obtained from a series of 
questionnaires (98 in total) carried out by auditors throughout Spain. The level of 
control risk was then calculated from the level of importance given to the activity 
by the auditors and the final solution obtained after the revision phase. For this 
purpose, if-then rules are employed. 

The last phase executed by the agent is the communication and incorporation of 
the system’s memory managed by the Store agent of what has been learnt after 
resolving a new problem. Once the revision phase has been completed, after 
obtaining the final solution, a new case (problem + solution) is constructed, which 
is stored in the agent Store’s memory. Apart from the overall knowledge update 
involving the insertion of a new case within the agent Store memory, the multi-
agent system presented carries out a local adaptation of the knowledge structures 
that it uses. Maximum Likelihood Hebbian Learning technique contained within 
the prototypes related to the activity corresponding to the new case is reorganised 
in order to respond to the appearance of this new case, modifying its internal 
structure and adapting itself to the new knowledge available. In this way, the RBF 
network uses the new case to carry out a complete learning cycle, updating the 

© CMMSE Volume I Page 146 of 720 ISBN: 978-84-612-1982-7



CMMSE 2008 

position of its centres and modifying the value of the weightings that connect the 
hidden layer with the output layer. 

4. Results and Conclusions 
For a given company, each one of its activities was evaluated by the system, 
obtaining a level of risk. On the other hand, we request to six external and 
independent auditors that they analyzed the situation of each company. The 
mission of the auditors is to estimate the state of each activity, the same as the 
proposed system makes. Then, we compare the result of the evaluation obtained 
by the auditors with the result obtained by the system. The results obtained by the 
system are very similar to those obtained by the external auditors (Figure 1 shows 
the differences between the results obtained by the system and the external 
auditors about the function “Sales”. In general, it could be said that these results 
demonstrate the suitability of the techniques used for their integration in the 
multiagent system. 

Function "Sales"

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%
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System Auditor 1 Auditor 2 Auditor 3

Auditor 4 Auditor 5 Auditor 6

Fig. 1. Results 

This article presents a multi-agent system that uses a CBR system employed as a 
basis for hybridization of a Maximum Likelihood Hebbian Learning technique, 
and a RBF net. The system is able to estimate or identify the state of the activities 
of the firm and their associated risk. Estimation in the environment of firms is 
difficult due to the complexity and the great dynamism of this environment. 
However, the developed model is able to estimate the state of the firm with 
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precision. We have demonstrated a new technique for case indexing and retrieval, 
which could be used to construct case based reasoning systems. The basis of the 
method is a Maximum Likelihood Hebbian Learning algorithm. This method 
provides us with a very robust model for indexing the data and retrieving 
instances without any need of information about the structure of the data set. 
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Abstract

In this work we introduce the notion of fuzzy congruence relation on an nd-
groupoid and study conditions on the nd-groupoid which guarantee a complete
lattice structure on the set of fuzzy congruence relations. The study of these
conditions allowed to construct a counterexample to the statement that the set of
fuzzy congruences on a hypergroupoid is a complete lattice.

Key words: Fuzzy congruence relation, nd-groupoid, multisemilattice

1 Introduction

The systematic generalization of crisp concepts to the fuzzy case has proven to be
an important theoretical tool for the development of new methods of reasoning under
uncertainty, imprecision and lack of information.

Regarding the generalization level, it is important to note that the definition of
fuzzy sets originally presented as mappings with codomain [0, 1], was soon replaced
by more general structures, for instance a complete lattice, as in the L-fuzzy sets
introduced by Goguen [8]. This paper continues previous work [4, 5] which is aimed
at investigating L-fuzzy sets where L has the structure of a multilattice, a structure
introduced in [2] and later recovered for use in other contexts, both theoretical and
applied [10,13].

Roughly speaking, a multilattice is an algebraic structure in which the restrictions
imposed on a lattice, namely, the “existence of least elements in the sets of upper
bounds and greatest in the sets of lower bounds” are relaxed to the “existence of
minimals and maximals, respectively, in the corresponding sets of bounds”. Attending
to this informal description, the main difference that one notices when working with
multilattices is that the operators which compute suprema and infima are no longer
single-valued, since there may be several multi-suprema or multi-infima, or may be
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none. This immediately leads to the theory of hyperstructures, that is, algebras whose
operations are set-valued.

If A is a non-empty set and H is a family of set-valued operations on A, the ordered
pair (A,H) is called a hyperalgebra (or multialgebra, or polyalgebra). The study of hy-
peralgebras originated in 1934 when Marty introduced the so-called hypergroups in [12].
Since then, a number of papers have been published on this topic, focussing essentially
on special types of hyperalgebras (such as hypergroups, hyperrings, hyperfields, vector
hyperspaces, boolean hyperalgebras, . . . ) and guided, sometimes by purely theoretical
motivations and sometimes because of their applications in other areas.

In this paper, we will focus on the most general hyperstructures, namely hyper-
groupoids and nd-groupoids. Our interest in these structures arises from the fact that,
in a multilattice, the operators which compute the multi-suprema and multi-infima are
precisely nd-groupoids or, if we have for granted that at least a multi-supremum always
exists, a hypergroupoid. Actually, some of the results will be stated just in terms of
multisemilattices.

Several papers have investigated the structure of the set of fuzzy congruences on
different algebraic structures [1,6,7,15,17]; and in [4,5] we initiated our research in this
direction. Specifically, we focused on the theory of (crisp) congruences on a multilattice
and on an nd-groupoid, as a necessary step prior studying the fuzzy congruences on
multilattices and the multilattice-based generalization of the concept of L-fuzzy congru-
ence. In this paper, we study the notion of fuzzy congruence relation on nd-groupoids.

The fact that the structure of nd-groupoid is simpler than that of a multilattice
does not necessarily mean that the theory is simpler as well. We will show that, in
general, the set of fuzzy congruences on an nd-groupoid is not a lattice unless we assume
some extra properties. This problem led us to review some related literature and, as a
result, we found one counter-example in the context of congruences on a hypergroupoid.

2 Preliminaries

We can find in the literature we find the definition of a hypergroupoid as a nonempty
set endowed with a hyperoperation ∗ : H × H → 2H � {∅}. However, we are inter-
ested in a generalization of hypergroupoid that we will call non-deterministic groupoid
(nd-groupoid, for short) which also considers the empty set as possible image of the
hyperoperation.

Definition 2.1 An nd-groupoid (A, ∗) is defined by an nd-operation ∗ : A × A → 2A

on a nonempty set A. The induced power groupoid is defined as (2A, ∗) where the
operation is given by X ∗ Y = {x ∗ y | x ∈ X, y ∈ Y } for all X,Y ⊆ A.

Notice that the definition allows the assignment of the empty set to a pair of
elements, that is a ∗ b = ∅, this mere fact, albeit simple, represents an important
difference with hypergroupoids, as it will be explained later.

The following notational conventions will be used hereafter:
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• We will use multiplicative notation and, thus, the symbol of the nd-operation will
be omitted.

• If a ∈ A and X ⊆ A, we will denote aX = {ax | x ∈ X} and Xa = {xa | x ∈ X}.
In particular, a∅ = ∅a = ∅.

• When the result of the nd-operation is a singleton, we will often omit the braces.

As stated in the introduction, our interest in extending the concept of hyper-
groupoid is justified by the algebraic characterization of multilattices and multisemi-
lattices, since the operators for multi-suprema and multi-infima are both examples of
nd-operators.

With this idea in mind, we introduce below the extension to the framework of
nd-groupoids of some well-known properties. Assume that (A, ·) is an nd-groupoid:

• Idempotency: aa = a for all a ∈ A.

• Commutativity: ab = ba for all a, b ∈ A.

• Left m-associativity: (ab)c ⊆ a(bc) when ab = b, for all a, b, c ∈ A.

• Right m-associativity: a(bc) ⊆ (ab)c when bc = c, for all a, b, c ∈ A.

• m-associativity: if it is left and right m-associative.

Note that the prefix ‘m-’ has its origin in the concept of multilattice.
We will focus our interest on the binary relation usually named natural ordering,

which is defined by
a ≤ b if and only if ab = b

Although, in general, this relation is not an ordering, the properties above guarantee
that the relation just defined is an ordering. Specifically, it is reflexive if the nd-groupoid
is idempotent, the relation is antisymmetric if the nd-groupoid is commutative and,
finally, it is transitive if the nd-groupoid is m-associative.

The two following properties of nd-groupoids have an important role in multilattice
theory:

• C1: c ∈ ab implies that a ≤ c and b ≤ c.

• C2: c, d ∈ ab and c ≤ d imply that c = d.

These two properties are named comparability. Similarly to lattice theory, we
can define algebraically the concept of multisemilattice as an nd-groupoid that satisfies
idempotency, commutativity, m-associativity and comparability laws. The ordered and
the algebraic definitions of multisemilattice can be proved to be equivalent simply by
considering a · b = multisup{a, b} and ≤ being the natural ordering (see [11, Theo-
rem 2.11]).
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Definition 2.2 (Zadeh, [18]) Let A be a nonempty set. A fuzzy relation ρ on A is a
fuzzy subset of A × A (i.e. ρ is a function from A × A to [0, 1]). ρ is reflexive in A
if ρ(x, x) = 1 for all x ∈ A, ρ is symmetric in A if ρ(x, y) = ρ(y, x) for all x, y ∈ A,
finally, ρ is transitive if

sup
z∈A

min {ρ(x, z), ρ(z, y)} ≤ ρ(x, y) for all x, y ∈ A

A fuzzy equivalence relation is a reflexive, symmetric and transitive fuzzy relation.

Since a fuzzy relation in a nonempty set A is a fuzzy subset of A × A, we can
define the inclusion, intersection and union of fuzzy relations as follows: ρ ⊆ σ if
ρ(x, y) ≤ σ(x, y) for all x, y ∈ A.

⋂
i∈Λ ρi(x, y) = infi∈Λ ρi(x, y) and

⋃
i∈Λ ρi(x, y) =

supi∈Λ ρi(x, y) for all x, y ∈ A.
Let FEq(A) be the set of fuzzy equivalence relations on a non empty set A. Murali

proved in [14] that (FEq(A),⊆) is a complete lattice where the meet is the intersection
and the join is the transitive closure of the union.

The following property is used to provide characterizations of some universal prop-
erties in terms of elements; similar definitions are used in other works about fuzzy
relations.

Definition 2.3 Let A be a nonempty set and ρ a fuzzy relation on A. We say that
ρ satisfies the left (resp. right) sup property if for all nonempty X ⊆ A, there exist
x0(resp.y0) ∈ X such that sup

x∈X
ρ(x, a) = ρ(x0, a) (resp. sup

y∈X
ρ(a, y) = ρ(a, y0)).

Definition 2.4 Let ρ be a fuzzy relation on a groupoid (G, ·); we say that ρ is right
compatible with · if ρ(ac, bc) ≥ ρ(a, b) for all a, b, c ∈ G; similarly, ρ is said to be
left compatible if ρ(ca, cb) ≥ ρ(a, b) for all a, b, c,∈ G. A congruence on G is a fuzzy
equivalence relation left and right compatible.

3 Fuzzy congruence relations on nd-groupoids

Regarding the extension of the definition of congruence to the non-deterministic case,
the following definition was introduced by Bakhshi and Borzooei in [1].

Definition 3.1 Let (A, ·) be an nd-groupoid. Then a fuzzy relation ρ on A is said to
be left (right) compatible if for all u ∈ ax (u ∈ xa) there exists v ∈ ay (v ∈ ya) and
for all v ∈ ay (v ∈ ya) there exists u ∈ ax (u ∈ xa) such that ρ(u, v) ≥ ρ(x, y), for all
x, y, a ∈ A and compatible if it is both fuzzy left and right compatible.

This definition explicitly uses the fact that the images of the hyperoperator are
nonempty. Thus, we propose an alternative definition which generalizes the previous
one and adequately handles the empty images.

As a previous step to the consideration of fuzzy congruence relations on a nd-
groupoid, let us note that it is possible to extend any fuzzy relation on a set A to
its powerset 2A; this construction leads to the definition of an operator ̂ from the set
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FR(A) of fuzzy relations on A to the set FR(2A) of fuzzy relations on 2A. Namely,
given a fuzzy relation ρ : A × A → [0, 1], its power extension is a fuzzy relation
ρ̂ : 2A × 2A → [0, 1] defined by

ρ̂(X,Y ) =
( ∧

x∈X

∨
y∈Y

ρ(x, y)
)
∧
( ∧

y∈Y

∨
x∈X

ρ(x, y)
)

Notice that ρ̂(∅, X) = ρ̂(X,∅) = 0, for all nonempty X ⊆ A, ρ̂(∅,∅) = 1 and
ρ̂({a}, {b}) = ρ(a, b), for all a, b ∈ A.

With this power extension of a fuzzy relation, the definition of fuzzy congruence
relation on an nd-groupoid (A, ·) follows exactly the one for the deterministic case:
ρ̂(ac, bc) ≥ ρ(a, b), for all a, b, c ∈ A. It is easy to check that a fuzzy relation that is
compatible with · satisfies this condition but, in general, they are not equivalent as the
following example shows:

Example 3.1 Let A = [0, 1] be the hypergroupoid endowed with the hyperoperation
a ∗ b := (0, 1) and consider the fuzzy equivalence relation ρ(a, b) = 1− ab. Observe that

ρ̂(a ∗ c, b ∗ c) =
( ∧

x∈(0,1)

∨
y∈(0,1)

(1− xy)
)
∧
( ∧

y∈(0,1)

∨
x∈(0,1)

(1− xy)
)

=

=
( ∧

x∈(0,1)

1
)
∧
( ∧

y∈(0,1)

1
)

= 1 ≥ ρ(a, b)

for all a, b, c ∈ A. However, for all x ∈ 0 ∗ c and y ∈ b ∗ c, we have ρ(x, y) < ρ(0, b) = 1
because otherwise, we would have either x = 0 or y = 0 contradicting that x, y ∈ (0, 1).
Thus, ρ is not compatible with the hyperoperation ∗.

Once we have introduced the power extension of a fuzzy relation, in order to use
the above condition to define the concept of fuzzy congruence relation, we study the
behaviour of the operator ̂wrt the properties of reflexivity, simmetry and transitivity.

Proposition 3.2 Let ρ be a fuzzy relation in a non-empty set A and let ρ̂ be its power
extension as defined above. If ρ is a fuzzy equivalence relation then so is ρ̂.

Summarizing the previous considerations we can state the following definition and
theorem.

Definition 3.3 A fuzzy equivalence relation ρ on an nd-groupoid (A, ·) is said to be a
right (resp. left) congruence relation if ρ̂(ac, bc) ≥ ρ(a, b) (resp. ρ̂(ca, cb) ≥ ρ(a, b)) for
all a, b, c ∈ A. A fuzzy relation is said to be a congruence relation if it is a left and right
congruence relation.

Theorem 3.4 Let ρ be a fuzzy equivalence relation on an nd-groupoid (A, ·). Then,
ρ is a fuzzy congruence relation if and only if ρ̂ is a fuzzy congruence relation in the
induced power groupoid (2A, ·).

The sup property, which was introduced in Definition 2.3, guarantees the equiva-
lence between our definition of fuzzy congruence relation and the one given in [1].
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Lemma 3.5 Let ρ be a fuzzy equivalence relation on an nd-groupoid (A, ·) which sat-
isfies sup property. Then, ρ is a fuzzy congruence relation if and only if ρ is compatible
with the nd-operation.

4 On the lattice structure of fuzzy congruence relations

In the previous section, we introduce the map ̂ defined over the lattices of fuzzy equiv-
alence relations on an nd-groupoid A and powerset 2A. Let us now consider this map
on FCon(A), the subset of FEq(A) given by the fuzzy congruence relations. First,
notice that Theorem 3.4 guarantees that ̂: FCon(A) → FCon(2A) is well defined.

In the crisp case, Murali proved in [15] that the set of fuzzy congruence relations
on a groupoid X is a complete sublattice of the set of all fuzzy equivalence relations.
This result might suggest that the lattice structure of FCon(2A) can be reproduced on
FCon(A), via the map .̂ However, although ρ̂ is injective , since ρ̂({a}, {b}) = ρ(a, b),
for all a, b ∈ A, it is not surjective. If it were surjective, then for all Θ ∈ FCon(2A) the
following equality would hold

Θ(X,Y ) =
( ∧

x∈X

∨
y∈Y

Θ({x}, {y})
)
∧
( ∧

y∈Y

∨
x∈X

Θ({x}, {y})
)

but, in general, this is not the case.

Example 4.1 Let (A, ·) be the nd-groupoid with A = {a, b} and x·y = {a}, for all x, y ∈
A. Consider Θ the reflexive and symmetric fuzzy relation on 2A given by Θ({a}, {b}) =
1; Θ({a}, A) = Θ({b}, A) = 1/2 and Θ(∅, {a}) = Θ(∅, {b}) = Θ(∅, A) = 0. It is
routine calculation that Θ is a congruence relation, but( ∧

a∈{a}

∨
y∈A

Θ({a}, {y})
)
∧
( ∧

y∈A

∨
a∈{a}

Θ({a}, {y})
)

=

( ∨
y∈A

Θ({a}, {y})
)
∧
( ∧

y∈A

Θ({a}, {y})
)

=
∧
y∈A

Θ({a}, {y}) = 1 �= 1
2

= Θ({a}, A).

Under the additional assumption of commutativity with respect to the usual compo-
sition of binary relations, Bakhshi and Borzooei [1], stated that the set of all fuzzy
congruence relations on a hypergrupoid (H, ·) is a complete lattice. The following ex-
ample proves that this result is not true even in the crisp case and, thus, neither in a
fuzzy framework.

Example 4.2 Let H be the set {a, b, c, u0, u1, v0, v1} provided with a commutative hy-
peroperation ∗ which is defined as follows:

a ∗ a = a ∗ b = b ∗ b = {a, b}; a ∗ c = {u0, u1};

b ∗ c = {v0, v1} and x ∗ y = {c}, elsewhere
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Consider R,S : H ×H → {0, 1} two binary relations, where R is the least equivalence
relation containing {(a, b), (u0, v0), (u1, v1)} and S the least equivalence relation con-
taining {(a, b), (u0, v1), (u1, v0)}. A tedious check shows that R and S commute and
are compatible with the hyperoperation ∗ (they are congruence relations). However, the
intersection R ∩ S is not a congruence relation.

As a result of the previous example, the rest of the paper studies conditions that
must be satisfied by the nd-groupoid in order to guarantee that (FCon(A),⊆) is a
lattice.

Theorem 4.1 Let (A, ·) be an nd-groupoid satisfying idempotency and property C1,
and let ρ be a fuzzy equivalence relation satisfying the supremum property. Then ρ is a
congruence relation if and only if the following holds:

For all a, b, c ∈ A with a ≤ b we have that ρ̂(ac, bc) ≥ ρ(a, b).

From now on we focus on the search of properties that ensure the condition of the
previous theorem.

Proposition 4.2 Let (A, ·) be an m-associative nd-groupoid that satisfies C1 and, for
a, b, c ∈ A, consider a ≤ b and z ∈ bc:

1. There exists w ∈ ac such that w ≤ z.

2. Furthermore, if (A, ·) is commutative and C2 holds and ρ is a fuzzy congruence
relation in A, then every element w as in the previous item satisfies that ρ(w, z) ≥
ρ(a, b).

In order to obtain the converse result, we need to introduce the following definition.

Definition 4.3 An nd-operation · in a set A is said to be m-distributive when, for
all a, b, c ∈ A, if a ≤ b and w ∈ ac, then bw ∩ bc �= ∅.

The justification of this name is that a multilattice (A,∨,∧) in which both opera-
tions are m-distributive satisfies the following property: for all a, b ∈ A with a ≤ b and
c ∈ A:

1. (a ∧ b) ∨ c ⊆ (a ∨ c) ∧ (b ∨ c)
2. (a ∨ b) ∧ c ⊆ (a ∧ c) ∨ (b ∧ c)

Proposition 4.4 Let (M, ·) be an m-distributive nd-groupoid that satisfies C1 and
a, b, c ∈M . If a ≤ b and w ∈ ac then there exists z ∈ bc such that w ≤ z.

Notice that the properties required as hypotheses of Proposition 4.4 and Proposition 4.2
are those of a multisemilattice without idempotency. The following result, stated in
terms of a multisemilattice, is a straightforward consequence of these two propositions.
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Proposition 4.5 Let (M, ·) be an m-distributive multisemilattice, ρ be a fuzzy con-
gruence relation and a, b, c ∈ M . If a ≤ b, w ∈ ac and z ∈ bc with w ≤ z then
ρ(w, z) ≥ ρ(a, b).

Now, we have all the required properties and lemmas needed in order to face the
main goal of this paper, namely, to prove that under certain circumstances the set of
congruences of an nd-groupoid is a complete lattice.

Theorem 4.6 The set of the fuzzy congruence relations in an m-distributive multi-
semilattice M , FCon(M), is a sublattice of FEq(M) and, moreover is a complete
lattice wrt the fuzzy inclusion ordering.

5 Conclusions and future work

Starting with the usual notion of fuzzy congruence relation in a groupoid, we have
introduced the definition of fuzzy congruence relation in an nd-groupoid by means of the
power extension of the relation to the power set of the carrier. Our definition is proved
to be an adequate generalization of that introduced by Bakhshi and Borzooei in [1].
Moreover, contrariwise to their claim, we have proved that, if (A, ·) is a hypergroupoid
(and thus an nd-groupoid), in general, (FCon(A),⊆) is not a lattice.

Finally, we introduce conditions on the nd-groupoid so that we can guarantee the
structure of lattice, moreover, of complete lattice of its set of fuzzy congruences. Such
conditions are those of an m-distributive multisemilattice.

As future work on this research line, our plan is to keep investigating new or ana-
logue results concerning congruences on generalized algebraic structures, specially in a
non-deterministic sense; in this topic, it seems to be important to study the so-called
power structures from a universal standpoint [3, 9]. We will also focus on the corre-
sponding fuzzifications of concepts such as ideal, closure systems and homomorphisms
over nd-structures, in the line of [16].
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Abstract

In real problems of optimization usually the analytical expression of the objec-
tive function is not known, nor its derivatives, or are complex. In these cases one
becomes essential to use optimization methods where the calculation of the deriva-
tives, or the verification of their existence, is not necessary: the Direct Search
Methods or Derivative-free Methods.

When the problem has constraints is, many times, used the penalty functions.
Unfortunately the choice of the penalty parameters are, frequently, very difficult,
because the most of the strategies for choosing are heuristics strategies. As an
alternative to penalty function appeared the filter methods. A filter algorithm
introduces a function that aggregates the constrained violations and constructs a
biobjective problem. In this problem the step is accepted if it either reduces the
objective function or the constrained violation. This implies the filter methods are
less parameter dependent than a penalty function.

In this work we present a new direct search method, based on simplex methods,
for general constrained optimization that combines the features of the simplex
method and filter methods. This method does not compute or approximate any
derivatives, penalty constants or Lagrange multipliers. The basics idea of simplex
filter algorithm is construct a initial simplex and use the simplex to drive the search.
Initially we use three of the the four basic operations of Nelder and Mead method:
Reflection; Expansion and Contract. Each operation produce a new vertex that
can be a good (which are a unfiltered trial point) or bad (which are filtered and
leave the filter unmodified) vertex in the simplex. If the simplex search produces
an unfiltered iterate, the iteration are accepted, otherwise we implement the shrink
step.

Key words: Nonlinear Constrained Optimization, Filter Methods, Direct Search
Methods

MSC 2000: 80M50, 49M37; 90C30
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1 Introduction

We consider the general problem of nonlinear constrained optimization (NLP) of the
form:

minimize
x∈Rn

f(x)

subject to C(x) ≥ 0
(1)

where f : Rn → R ∪ {∞} is the objective function and c : Rn → (R ∪ {∞})m are
the constraint functions with C = (c1, ..., cm)T . The feasible region is denoted by Ω.

Traditionally, this kind of problems is solved using penalty or merit functions that
are a linear combination of the objective function and a measure of the constrained
violation.

In recent years, there has been a resurgence of interest in penalty methods, mainly
for exact penalty methods, [2], Byrd et al., [3], Chen et al., [7], Fletcher et al., [10],
Gould et al., [14], Leyffer et al., [16], Mongeau et al., and [20], Zaslavski, because their
ability to handle degenerate problems and inconsistent constrained linerizations.

The Penalty methods are designed to solve this problem by instead solving a se-
quence of constructed unconstrained problems, so they were seen as vehicle for solving
constrained optimization problems by means of unconstrained optimization techniques.
Unfortunately the choice of suitable penalty parameters are, frequently, very difficult,
because the most of the strategies for choosing are heuristics strategies.

As an alternative to penalty function appeared the filter methods which are in-
troduced by Fletcher and Leyffer [5]. Since then, the filter technique has been mostly
applied, to SLP (Sequential Linear Programming) and SQP (Sequential Quadratic
Programming) type methods. A filter algorithm introduces a function that aggregates
constrained violations and construct a biobjective problem. In this problem the step is
accepted if it either reduces the objective function or the constrained violation. This
implies the filter methods are less parameter dependent than a penalty function.

The SQP-filter approach was also applied to interior point algorithms by Ulbrich et
al., [19]. Audet and Dennis [1] present a pattern search filter method for derivative-free
nonlinear programming. Gould et al.,[9], introduce a multidimensional filter algorithm
for solving nonlinear feasibility problems. Gould et al., [11], extend the multidimen-
sional filter techniques to general unconstrained optimization problems. Filter methods
were also used in the context of nonsmooth optimization by Fletcher and Leyffer, [7]
and by Karas et al. [13].

A review of filter methods is presented by Fletcher, Leyffer and Toint in [8].
Global convergence for filter in SLP problems was obtained by Fletcher, Leyffer

and Toint [6]. A proof of convergence for SQP was given by Fletcher et al. in [4]. In
both cases, convergence is to a point satisfying Fritz John optimally conditions. Thus,
previous filter algorithms require explicit use of the derivatives of both the objective
and the objective constrains.

Audet and Dennis [1] present a pattern search filter method for derivative-free
nonlinear programming.
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Similar to all the derivative free algorithms, the pattern search methods are suitable
when some of the functions defining the problem are given as black boxes that do not
assure enough precision to approximate derivatives.

These problems occur frequently in science and engineering since evaluation of
the objective function usually requires a complex deterministic simulation because that
describes the underlying physical phenomena. The computational noise associated with
these complex simulations means that obtaining derivatives is difficult and unreliable.

Direct search methods are nonlinear optimization methods that neither require
nor explicitly approximate derivatives for the problem to be solved. Instead, at each
iteration a set of trial points is generated and their function values are compared with
the best solution previously obtained. This information is then used to determine the
next set of trial points.

In [1] Audet and Dennis don’t prove such strong results, for general constraints,
but they not compute or approximate any derivatives. They present and analysis a
pattern search method for general constrained optimization based on filter methods for
step acceptance.

The filter in [1] differs in three important aspects from the filters described above:

• it requires only simple decrease similar to unconstrained pattern-search algo-
rithms,

• the incumbent (POLLcenter) is either feasible or the least infeasible iterate, and

• the filter includes an entry (0, fF ) corresponding to a feasible iterate. A new point
x+

k is acceptable if either of the following two conditions hold:

h(x+
k ) = 0 and f(x+

k ) < fF

or
h(x+

k ) < hl and f(x+
k ) < fl,∀l ∈ Fk

The authors extend the usual patter-search convergence results to filter methods.
Our goal is apply the method, of Audet and Dennis, to the other direct search

methods.
The paper is divided as follow. In Section 2 we present a brief description of direct

search methods. In Section 3 we briefly present the filter method of Audet and Dennis
in [1]and their notation. Then, in Section 4 we present a new simplex method for
general constrained optimization that combines the features of the simplex method
and filter methods. This method does not compute or approximate any derivatives,
penalty constants or Lagrange multipliers.

2 Direct search methods

Last decade derivative-free method or direct search methods have attracted more at-
tention from optimization community.
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These methods are especially effective when Newton-like are inappropriate or in-
applicable. They are effective for minimization of a function with one or more of the
fallowing properties:

• Calculation of is very expensive or time consuming

• Exact first partial derivatives of cannot be calculated

• Numerical approximation of the gradients of is impractically expensive or slow

• The values of are ”noisy”

We can organize, in accordance with Lewis et al. [15], the more popular direct
search methods for unconstrained minimization into tree basic categories:

• Pattern search methods

• Simplex methods

• Methods with adaptive sets of search directions

The categorie of Pattern search methods includes methods like of Hooke and Jeeves
[12] method, Nelder and Mead [17] is a good example of a Simplex method and the
Powell method, [18], is a method with adaptive sets of search directions.

In this paper we just refer the Pattern search methods and the Simplex methods.

2.1 Pattern search methods

Pattern search methods are characterized by a series of exploratory moves that consider
the performance of the objective function at a pattern points, all of which lie on a
rational lattice.

The exploratory moves consist of a systematic strategy of visiting the points in the
lattice in the instant neighborhood of the current iterate.

The Hooke and Jeeves Method, introduced in 1961 by Hooke and Jeeves [12], is
one of the first direct search methods.

The algorithm consists in choose an initial point, a step-length, for the respective
variables, after f is evaluated in the initial point and the method proceeds by a sequence
of exploratory and pattern moves.

If an exploratory move leads to a decrease in the value of f it is called a success;
otherwise it is called failure. A pattern move is not tested for success or failure.

The aim of an exploratory move is to acquire information about the function f in
the neighborhood of the current base point and to find a descent direction. A Pattern
move attempts to speed up the search by using information already acquired about f .
It is invariably followed by a sequence of exploratory moves, with a view to finding an
improved direction of search in which to make another pattern move.
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2.2 Simplex Method

Simplex methods are characterized by the simple device that they use to guide the
search. The basic idea of simplex search is construct a nondegenerate simplex in Rn

and use the simplex to drive the search.
A simplex is a set of n+ 1 points in the Rn. Thus in R2 , a simplex is a triangle,

and in R3 is a tetrahedron, etc.
The first know simplex method is due to Spendley in 1962. In this simplex a single

move specified is the reflection, replacing a vertex by reflecting it through the centroid
of the opposite face, resulting also a simplex. This move identifies the ”worst” vertex in
the simplex (which are the least desirable objective value) and then reflects the vertex.
If the reflected vertex is still the worst vertex, then next chose the ”second worst”
vertex and repeat the process.

The contribution of Nelder and Mead, [17] was to turn simplex search into an
optimization algorithm with additional moves designed to accelerate the search.

The four basic operations added are: Reflect; Expand; Contract and Shrink.
First they added expansion and contraction moves.
The expansion step allows for a more aggressive move by doubling the length of the

step from the centroid to the reflection point, whereas the contraction steps allow for
more conservative moves by halving the length of the step from the centroid to either
the reflection point or the worst vertex.

Later Nelder and Mead also resolved the question of what to do if none of the steps
tried bring acceptable improvement by adding a shrink step. That consists in when all
else fails, reduce the lengths of the edges adjacent to the current best vertex by half.

The Nelder-Mead simplex algorithm is, of all the direct search methods, is the most
often found in numerical software packages because it is effective and computationally
compact.

3 Filter method of Audet and Dennis

3.1 Notation and definitions

This section is based on the work of Audet and Dennis [1].
Filter methods treat the optimization problem as biobjective attempt to minimize

both functions, the objective function and a continuous function h , that aggregate
constraint violation function. The priority must be given to h, at least until a feasible
iterate is found.

h must satisfies:

h(x) ≥ 0 with h(x) = 0 if and only if x is feasible.

The function h is often set to h(x) = ‖C(x)+‖ , where ‖.‖ is a vector norm and
C(x)+ is the vector of constrained violations at x, i.e, for i = 1, 2, ...,m,

C(x)+ =
{
Ci(x) if Ci(x) > 0
0 otherwise
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In [1] Audet and Dennis define a second constrained violation function hX = h+Ψx,
where Ψx is the indicator function for X,

Ψx =
{

0 on X
+∞ elsewhere

Others definitions are needed here.

Definição 3.1 A point x ∈ Rn is said to dominate y ∈ Rn, writen x ≺ y , if f(x) ≤
f(y) and hX(x) ≤ hX(y) with either f(x) < f(y) or hX(x) < hX(y) .

Definição 3.2 A filter, denoted F , is a finite set of points in the domain of f and h
such that no pair of points x and y in the set have the relation x ≺ y.

The filter in [1] has two additional restrictions on F :

• Set a bound on aggregate constraint violation, so that each point satisfies

• Include only infeasible points in the filter and track feasible points separately.

With these two modifications we can define:

Definição 3.3 A point is said to be filtered by a filter F if any of the fallowing prop-
erties hold:

• There exists a point y ∈ F such that y ≺ x or y = x

• hX(x) ≥ hmax

• hX(x) = 0 and f(x) ≥ fF , where fF is the objective function value of the best
feasible point found thus far.

Definição 3.4 The point x is said to be unfiltered by F if is not filtered by F .

Definição 3.5 Thus, the set of unfiltered points, denoted by F̄ , is given by

F̄= ∪
x∈ F

{y : y ≺ x or y = x} ∪ {y : hX(y) = 0, f(y) ≥ fF
}
.

Note that, with this notation, if a new trial point has the same function values as
those of any point in the filter, then the trial point is filtered. Thus, only the first point
with such values is accepted into the filter.
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3.2 The Pattern search algorithm

With the notation and definitions of the previous section we can now present the pattern
search algorithm of Audet and Dennis:

1. INITIALIZATION

Let x0 be an undominated point of a set of initial solutions. Include all these solutions
in the filter F0, together with hmax > h(x0). Fix the mesh size parameter Δ0 > 0,
(Δk → 0, k → +∞) and set the iteration counter k to 0.

2. DEFINITION OF INCUMBENT SOLUTIONS

Define (if possible)

fF
k : the smallest objective function value for all feasible solutions found so far

hI
k > 0: the least positive constrained violation function value found so far

f I
k : the smallest objective function value of the points found so far whose constraint

violation function value are equal to hI
k.

3. SEARCH AND POOL STEPS

Perform the SEARCH and possibly he POLL step (or only part of the steps) until an
unfiltered trial point xk+1 is found, or when it is shown that all trial points are filtered
by Fk

- SEARCH STEP: Evaluate the function h and f on a set of trial points on the current
mesh Mk (the strategy that gives the set of points is usually provided by the user)

- POLL STEP: Evaluate the function h and f on the poll set around pk, where pk

satisfies either (h(pk), f(pk)) = (0, fF
k ) or (h(pk), f(pk)) = (hI

k, f
I
k ) a set of trial points

on the current mesh Mk (the strategy that gives the set of points is usually provided by
the user)

4. PARAMETER UPDATE

If the SEARCH or POLL step produced an unfiltered iterate xk+1 ∈ Fk+1 , then declare
the iteration successful and update Δk+1 ≥ Δk.

Otherwise, set xk+1 = xk, declare the iteration unsuccessful and update Δk+1 < Δk.

Increase k ← k + 1 and go back the definition of the incumbents.

4 The simplex filter algorithm

In this section we present a new derivative-free algorithm for solve nonlinear constrained
problems, like Audet and Dennis method, that combines the features of a derivative free
method and filter methods. That one uses the pattern search derivative-free method.
Our algorithm combines filter methods with a simplex method, so it consists in a
simplex method for general constrained optimization. This method does not compute
or approximate any derivatives, penalty constants or Lagrange multipliers.
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4.1 Notation and definitions

The terminology used by Audet and Dennis differs from the usual terminology of filter
methods. That is more adjusted to derivative-free methods and so more simple to
understand in this context. In this work we adopted the same notation and definitions.

4.2 The simplex search algorithm

As in the simplex methods presented in Section 2.2, the basics idea of simplex filter
algorithm is construct a initial simplex and use the simplex to drive the search. The
difference is that now we have a constrained problem so we introduce a filter for accept
or reject the step.

Initially we use, in this method, three of the the four basic operations of Nelder
and Mead: Reflection; Expansion and Contraction. We call this procedure the simplex
search. Each operation produce a new vertex that can be a good (which are a unfiltered
trial point) or bad (which are filtered and leave the filter unmodified) vertex in the
present simplex.

If the simplex search produces an unfiltered iterate, then the iteration are accepted
and we can find the usual best solution in the actual filter, the vertex that have the
smallest objective function value of the points found so far, f I

k , whose constraint vio-
lation function value are equal to hI

k, the least positive constrained violation function
value found so far.

Otherwise we reduce the lengths of the edges adjacent to the current best vertex
by half, that is, we implement the shrink step and repeat the process.

We can now present the simplex search algorithm:

1. INITIALIZATION

Let x0 be an undominated point of a set of initial solutions. Include all these solutions
in the filter F0, together with hmax > h(x0). Fix the parameters s, length of the edge
step, α, β, γ, the reflection, contraction and expansion parameters and set the iteration
counter k to 1.

2. DEFINITION OF INCUMBENT SOLUTIONS

Define (if possible)

fF
k : the smallest objective function value for all feasible solutions found so far

hI
k > 0: the least positive constrained violation function value found so far

f I
k : the smallest objective function value of the points found so far whose constraint

violation function value are equal to hI
k.

3. SIMPLEX SEARCH STEPS

Perform the SIMPLEX SEARCH STEPS until an unfiltered trial point xk is found, or
when it is shown that all trial points are filtered by Fk−1

- Construct the simplex

- Compute the function values of all vertex of the simplex
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- Identify the vertex that have the worst function value , vp

- Identify the vertex that would go substituted the worst vertex: Reflected vertex, vr;
Expanded vertex ve or Contract vertex, vc

4. ACEPTANCE STEP

If the simplex search produces an unfiltered iterate xk ∈ Fk, then the iteration are
accepted and we can find the usual best solution in the actual filter, the vertex that have
the smallest objective function value of the points found so far, f I

k , whose constraint
violation function value are equal to hI

k, the least positive constrained violation function
value found so far. Repeat the process until the stop criterion pre-established is not
verified.

Otherwise, reduce the lengths of the edges adjacent to the current best vertex by half,
that is, we implement the Shrink step and repeat the process.

5 Conclusions and Future Work

In this work we present a new direct search method, based on simplex methods, for
general constrained optimization that combines the features of the simplex method and
filter methods. This method does not compute or approximate any derivatives.

In Future we intend to create a web page with an application that can solve any
constrained and unconstrained nonlinear problem. Traditionally, this kind of problems
is solved using penalty or merit functions that are a linear combination of the objective
function and a measure of the constrained violation. These methods are designed to
solve this problem by instead solving a sequence of constructed unconstrained problems,
so they were seen as vehicle for solving constrained optimization problems by means of
unconstrained optimization techniques.

Here we present an alternative to this kind of methods and other way to solve
constrained nonlinear problems. We pretend implement this method in Java Language.
Java has a rich variety of classes that abstracts the Internet protocols like HTTP, FTP,
IP, TCP-IP, SMTP, DNS etc., so we start for implementing in java language the direct
search methods and next we have as objective implement the exact penalty methods
and this filter method. This next step will become possible the resolution of constrained
nonlinear problems without use of derivatives or approximations of them.
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Abstract

Here we present a primal-dual interior point three-dimensional filter line search
method for nonlinear programming. The three components of the filter aim to
measure adequacy of feasibility, centrality and optimality of trial iterates. The
algorithm also relies on a monotonic barrier parameter reduction and it includes a
feasibility/centrality restoration phase. Numerical experiments with a set of well-
known problems are carried out and a comparison with a previous implementation
that differs on the optimality measure is presented.
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1 Introduction

The filter technique of Fletcher and Leyffer [6] is used to globalize the primal-dual
interior point method for solving nonlinear constrained optimization problems. This
technique incorporates the concept of nondominance to build a filter that is able to
reject poor trial iterates and enforce global convergence from arbitrary starting points.
The filter replaces the use of merit functions, avoiding therefore the update of penalty
parameters that are associated with the penalization of the constraints in merit func-
tions.

The filter technique has already been adapted to interior point methods. In Ulbrich,
Ulbrich and Vicente [12], a filter trust-region strategy based on two components is
proposed. The two components combine the three criteria of the first-order optimality
conditions: the first component is a measure of quasi-centrality and the second is an
optimality measure combining complementarity and criticality. Global convergence to
first-order critical points is also proved. In [1, 14, 15, 16], a filter line search strategy
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that defines two components for each entry in the filter is used. The components are
the barrier objective function and the constraints violation. The global convergence
is analyzed in [14]. Numerical experiments with a three-dimensional filter based line
search strategy are shown in [2, 3]. The three components of the filter measure feasibility,
centrality and optimality and are present in the first-order KKT conditions of the barrier
problem. The optimality measure relies on the norm of the gradient of the Lagrangian
function. Convergence to stationary points has been proved, although convergence to a
local minimizer is not guaranteed [4].

The algorithm herein presented is a primal-dual interior point method with a three-
dimensional filter line search approach that considers the barrier objective function as
the optimality measure. The algorithm also incorporates a restoration phase that aims
to improve either feasibility or centrality. In the paper, a performance evaluation is also
carried out using a benchmarking tool, known as performance profiles [5], to compare
different practical details.

The paper is organized as follows. Section 2 briefly describes the interior point
method and Section 3 is devoted to introduce the 3-D filter line search method. Section
4 describes the numerical experiments that were carried out in order to analyze the
performance of the new algorithm and to compare its behavior with a previous imple-
mentation that differs on the optimality measure. Conclusions are made in Section 5.

2 The interior point method

The formulation of the nonlinear constrained optimization problem that is considered
in the paper is the following:

minx∈IRn F (x)
s.t. h(x) ≥ 0

(1)

where hi : IRn → IR for i = 1, . . . ,m and F : IRn → IR are nonlinear and twice
continuously differentiable functions.

In this interior point paradigm, problem (1) is transformed into an equality con-
strained problem by using nonnegative slack variables w, as follows:

minx∈IRn,w∈IRm ϕμ(x,w) ≡ F (x)− μ
m∑

i=1
log(wi)

s.t. h(x)− w = 0
w ≥ 0,

(2)

where ϕμ(x,w) is the barrier function and μ is a positive barrier parameter [11, 13].
This is the barrier problem associated with (1). Under acceptable assumptions, the
sequence of solutions of the barrier problem converges to the solution of the problem
(1) when μ ↘ 0. Thus, primal-dual interior point methods aim to solve a sequence of
barrier problems for a positive decreasing sequence of μ values. The first-order KKT
conditions for a minimum of (2) define a nonlinear system of n+2m equations in n+2m
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unknowns ⎧⎨⎩
∇F (x)−AT y = 0
−μW−1e+ y = 0
h(x)− w = 0

(3)

where ∇F is the gradient vector of F , A is the Jacobian matrix of the constraints h,
y is the vector of dual variables, W = diag(wi) is a diagonal matrix, and e is an m
vector of all ones. Applying the Newton’s method to solve (3), the following system,
after symmetrization, appears⎡⎣ −H 0 AT

0 −μW−2 −I
A −I 0

⎤⎦⎡⎣ �x�w
�y

⎤⎦ =

⎡⎣ σ
−γμ

ρ

⎤⎦ (4)

where

H = ∇2F (x)−
m∑

i=1

yi∇2hi(x)

is the Hessian matrix of the Lagrangian function (L = ϕμ(x,w)− yT (h(x)− w)) and

σ = ∇xL = ∇F (x)−AT y, γμ = μW−1e− y and ρ = w − h(x).
Since the second equation in (4) can be used to eliminate Δw without producing any
off-diagonal fill-in in the remaining system, one obtains

Δw = μ−1W 2 (γμ −Δy) , (5)

and the resulting reduced KKT system[ −H AT

A μ−1W 2

] [
Δx
Δy

]
=
[
σ
π

]
(6)

where π = ρ+ μ−1W 2γμ, to compute the search directions Δx, Δw, Δy. Given initial
approximations to the primal, slack and dual variables x0, w0 > 0 and y0 > 0, this
interior point method implements a line search procedure that chooses iteratively a
step size αk, at each iteration, and defines a new approximation by

xk+1 = xk + αkΔxk

wk+1 = wk + αkΔwk

yk+1 = yk + αkΔyk.

The choice of the step size αk is a very important issue in nonconvex optimization and
in the interior point context aims:

1. to ensure the nonnegativity of the slack and dual variables;

2. to enforce progress towards feasibility, centrality and optimality.

To decide which trial step size is accepted, at each iteration, a backtracking line search
framework combined with a three-D filter method is used. This is the subject of the
next section.
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3 Three-D filter line search method

The methodology of a filter as outline in [6] is adapted to this interior point method.
We use a three-dimensional filter. In the sequel, we use the vectors:

u = (x,w, y), u1 = (x,w), u2 = (w, y),
Δ = (Δx,Δw,Δy), Δ1 = (Δx,Δw), Δ2 = (Δw,Δy).

To define the three components of the filter, we make use of the first-order optimality
conditions (3) and the barrier objective function. The first component of the filter
measures feasibility, the second measures centrality and the third represents optimality,
and they are defined as follows:

θf (u1) = ‖ρ‖2 , θc(u2) = ‖γμ‖2 and ϕμ(u1).

We remark that our previous work [2, 3] considered the norm of the gradient of
the Lagrangian function in the optimality measure, therein denoted by θop = 1

2‖∇xL‖2.
While promoting convergence to stationary points [4], the algorithm did not enforce a
sufficient decrease in the barrier function. Nonetheless, the practical implementation
of the algorithm has shown convergence to minimizers even when saddle points and
maximizers are present.

At each iteration k, a backtracking line search framework generates a decreasing
sequence of step sizes

αk,l ∈ (0, αmax
k ] , l = 0, 1, ...,

with liml αk,l = 0, until a set of acceptance conditions are satisfied. Here, l denotes
the iteration counter for the inner loop. αmax

k is the longest step size that can be taken
along the search directions to ensure the nonnegativity condition u2

k ≥ 0. Assuming
that the initial approximation satisfies u2

0 > 0, the maximal step size αmax
k ∈ (0, 1] is

defined by
αmax

k = max{α ∈ (0, 1] : u2
k + αΔ2

k ≥ (1− ε)u2
k} (7)

for a fixed parameter ε ∈ (0, 1).
In this interior point context, the trial iterate uk(αk,l) = uk + αk,lΔk is acceptable

by the filter, if it leads to sufficient progress in one of the three measures compared to
the current iterate,

θf (u1
k(αk,l)) ≤

(
1− γθf

)
θf (u1

k) or θc(u2
k(αk,l)) ≤ (1− γθc) θc(u2

k)
or ϕμ(u1

k(αk,l)) ≤ ϕμ(u1
k)− γϕθf (u1

k)
(8)

where γθf
, γθc , γϕ ∈ (0, 1) are fixed constants. However, to prevent convergence to a

feasible but nonoptimal point, and whenever for the trial step size αk,l, the following
switching conditions

mk(αk,l) < 0 and [−mk(αk,l)]
so [αk,l]

1−so > δ
[
θf (u1

k)
]sf

and [−mk(αk,l)]
so [αk,l]

1−so > δ
[
θc(u2

k)
]sc (9)
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hold, with fixed constants δ > 0, sf > 1, sc > 1, so ≥ 1, where

mk(α) = α∇ϕμ(u1
k)

T Δ1
k,

then the trial iterate must satisfy the Armijo condition

ϕμ(u1
k(αk,l)) ≤ ϕμ(u1

k) + ηomk(αk,l), (10)

instead of (8), to be acceptable. Here, ηo ∈ (0, 0.5) is a constant. A trial step size αk,l

is called a ϕ-step if (10) holds. Similarly, if a ϕ-step is accepted as the final step size
αk in iteration k, then k is referred to as a ϕ-type iteration (see also [14]).

To prevent cycling between iterates that improve either the feasibility, or the cen-
trality, or the optimality, at each iteration k, the algorithm maintains a filter that is a
set F k that contains values of θf , θc and ϕμ, that are prohibited for a successful trial
iterate in iteration k [12, 14, 15, 16]. Thus, a trial iterate uk(αk,l) is acceptable, if(

θf (u1
k(αk,l)), θc(u2

k(αk,l)), ϕμ(u1
k(αk,l))

)
/∈ F k.

The filter is initialized to

F 0 ⊆
{

(θf , θc, ϕμ) ∈ IR3 : θf ≥ θmax
f , θc ≥ θmax

c , ϕμ ≥ ϕmax
μ

}
, (11)

for the nonnegative constants θmax
f , θmax

c and ϕmax
μ ; and is updated whenever the ac-

cepted step size satisfies (8) by

F k+1 = F k ∪
{
(θf , θc, ϕμ) ∈ IR3 : θf ≥

(
1− γθf

)
θf (u1

k) and θc ≥ (1− γθc) θc(u2
k)

and ϕμ ≥ ϕμ(u1
k)− γϕθf (u1

k)
}
.

(12)
We remark that the filter remains unchanged whenever (9) and (10) hold for the accepted
step size.

Finally, when the backtracking line search cannot find a trial step size αk,l that
satisfies the above criteria, we define a minimum desired step size αmin

k , using linear
models of the involved functions,

αmin
k = γα

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

min
{
γθf

,
γϕθf (u1

k)

−mk(αk,l)
,

δ[θf (u1
k)]sf

[−mk(αk,l)]so ,
δ[θc(u2

k)]sc

[−mk(αk,l)]so

}
, if mk(αk,l) < 0

and (θf (u1
k) ≤ θmin

f or θc(u2
k) ≤ θmin

c )

min
{
γθf

,
γϕθf (u1

k)

−mk(αk,l)

}
, if mk(αk,l) < 0

and (θf (u1
k) > θmin

f and θc(u2
k) > θmin

c )
γθf

, otherwise
(13)

for positive constants θmin
f , θmin

c and a safety factor γα ∈ (0, 1]. Whenever the backtrack-
ing line search finds a trial step size αk,l < αmin

k , the algorithm reverts to a restoration
phase. Here, the algorithm tries to find a new iterate uk+1 that is acceptable to the cur-
rent filter, i.e., (8) holds, by reducing either the constraints violation or the centrality
within an iterative process.
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3.1 Restoration phase

The task of the restoration phase is to compute a new iterate acceptable to the filter by
decreasing either the feasibility or the centrality, whenever the backtracking line search
procedure cannot make sufficient progress and the step size becomes too small. Thus,
the restoration algorithm works with the new functions

θ2,f (u1) =
1
2
‖ρ‖22 and θ2,c(u2) =

1
2
‖γμ‖22

and the steps Δ1 and Δ2 that are descent directions for θ2,f (u1) and θ2,c(u2), respec-
tively (as shown in Theorem 2 below).

3.2 Descent properties

While the search directions are computed from solving the reduced KKT system (6),
we need for subsequent analysis the explicit formulas for Δx and Δw. Let N(u) =
H + μATW−2A denote the dual normal matrix.

Theorem 1 If N is nonsingular, then (4) has a unique solution. In particular,

Δx = −N−1∇F (x) + μN−1ATW−1e+ μN−1ATW−2ρ
Δw = −AN−1∇F (x) + μAN−1ATW−1e− (I − μAN−1ATW−2

)
ρ.

Proof. Solving the second block of equations in (6) for Δy and eliminating Δy from
first block of equations yields a system involving only Δx whose solution is

Δx = N−1
(−σ +AT (μW−2ρ+ γμ)

)
= N−1

(−∇F (x) +AT y +AT (μW−2ρ+ μW−1e− y))
= −N−1∇F (x) +N−1AT y + μN−1ATW−2ρ+ μN−1ATW−1e−N−1AT y
= −N−1∇F (x) + μN−1ATW−2ρ+ μN−1ATW−1e

where we used the definitions of σ and γμ. Using this formula of Δx, we can then solve
for Δy and finally for Δw.

The resulting formula for Δw is:

Δw = μ−1W 2 (γμ −Δy)
= μ−1W 2γμ − μ−1W 2

(
μW−2ρ+ γμ − μW−2AΔx

)
= μ−1W 2γμ − ρ− μ−1W 2γμ +AΔx
= −ρ+AN−1

(−σ +AT (μW−2ρ+ γμ)
)

= −ρ−AN−1σ +AN−1AT (μW−2ρ+ γμ)
= −ρ+ μAN−1ATW−2ρ−AN−1σ +AN−1ATγμ

= − (I − μAN−1ATW−2
)
ρ−AN−1

(∇F (x)−AT y
)

+AN−1AT
(
μW−1e− y)

= −AN−1∇F (x) + μAN−1ATW−1e− (I − μAN−1ATW−2
)
ρ.

© CMMSE Volume I Page 178 of 720 ISBN: 978-84-612-1982-7



M.F.P. Costa, E.M.G.P. Fernandes

Theorem 2 The search directions have the following properties: (i) If the dual matrix
N is positive definite and ρ = 0, then

∇ϕT
μΔ1 ≤ 0.

ii) Furthermore
∇θT

2,fΔ1 ≤ 0 and ∇θT
2,cΔ

2 ≤ 0.

Proof. First we prove (i). It is easy to see that ∇xϕμ = ∇F and ∇wϕμ = −μW−1e.
Let y = μW−1e and σ = ∇F − AT y. From the expressions for Δx and Δw given in
Theorem 1, and assuming that ρ = 0, we get( ∇F

−y
)T ( Δx

Δw

)
= ∇F T Δx− yT Δw

= ∇F T
(−N−1∇F (x) + μN−1ATW−1e

)−
−yT
(−AN−1∇F (x) + μAN−1ATW−1e

)
= ∇F T

(−N−1∇F (x) +N−1AT y
)−

−yT
(−AN−1∇F (x) +AN−1AT y

)
= ∇F T

(−N−1(∇F (x)−AT y)
)−

−yTA
(−N−1(∇F (x)−AT y

)
))

= ∇F T
(−N−1σ

)− yTA(−N−1σ)
=
(∇F T − yTA

) (−N−1σ
)

= −σTN−1σ ≤ 0,

which completes the proof of the first property. To prove (ii), we star by addressing the
the feasibility measure θ2,f . It is easy to see that ∇xθ2,f = −ATρ and ∇wθ2,f = ρ, and
from (4) we get ( ∇xθ2,f

∇wθ2,f

)T ( Δx
Δw

)
=
( −ATρ

ρ

)T ( Δx
Δw

)
=
(−ρTA

)
Δx+

(
ρT
)
Δw

= −ρT (AΔx−Δw)
= −ρTρ ≤ 0.

We now address the centrality measure θ2,c. It is easy to see that ∇wθ2,c =
−μW−2γμ and ∇yθ2,c = −γμ, and from (4) we get( ∇wθ2,c

∇yθ2,c

)T ( Δw
Δy

)
=
( −μW−2γμ

−γμ

)T ( Δw
Δy

)
= γT

μ (−μW−2)Δx− γT
μ Δy

= γT
μ

(−μW−2Δx−Δy
)

= γT
μ (−γμ)

= −γT
μ γμ ≤ 0.
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3.3 The algorithm

Next, we present the proposed primal-dual interior point 3-D filter line search algorithm
for solving constrained optimization problems.

Algorithm 1 (Interior Point 3-D Filter Line Search Algorithm)

1. Given: Starting point x0, u2
0 > 0;

constants θmax
f ∈ (θf (u1

0),∞]; θmin
f ∈ (0, θf (u1

0)]; θ
max
c ∈ (θc(u2

0),∞]; θmin
c ∈

(0, θc(u2
0)]; ϕ

max
μ ∈ (ϕμ(u1

0),∞]; γθf
, γθc , γϕ ∈ (0, 1); δ > 0; sf > 1; sc > 1;

so ≥ 1; ηo, ηθ2,f
, ηθ2,c ∈ (0, 0.5]; εtol � 1; ε ∈ (0, 1); δμ, κμ ∈ [0, 1); ε ∈ (0, 1);

compute μ0 > 0 using (14).

2. Initialize the filter using (11) and set k ← 0.

3. Stop if termination criterion is satisfied (see (15)).

4. If k �= 0 compute μk using (14).

5. Compute the search direction Δk from the linear system (6), and (5).

6. 6.1 Compute the longest step size αmax
k using (7) to ensure positivity of slack and

dual variables. Set αk,l = αmax
k , l← 0.

6.2 If αk,l < αmin
k , go to restoration phase in step 10. Otherwise, compute the

trial iterate uk(αk,l).

6.3 If
(
θf (u1

k(αk,l)), θc(u2
k(αk,l)), ϕμ(u1

k(αk,l))
) ∈ F k, reject the trial step size and

go to step 6.6.

6.4 If αk,l is a ϕ-step size ((9) holds) and the Armijo condition (10) for the ϕμ

function holds, accept the trial step and go to step 7.

6.5 If (8) holds, accept the trial step and go to step 7. Otherwise go to step 6.6.

6.6 Set αk,l+1 = αk,l/2, l← l + 1, and go back to step 6.2.

7. Set αk ← αk,l and uk+1 ← uk(αk).

8. If k is not a ϕ-type iteration, augment the filter using (12). Otherwise, leave the
filter unchanged.

9. Set k ← k + 1 and go back to step 3.

10. Use the Restoration Algorithm to produce a point uk+1 that is acceptable to the
filter, i.e.,

(
θf (u1

k+1), θc(u2
k+1), ϕμ(u1

k+1)
)
/∈ F k. Augment the filter using (12)

and continue with the regular iteration in step 9.

In the restoration phase, a sufficient reduction in one of the measures θ2,f and θ2,c is
required for a trial step size to be acceptable. The Restoration Algorithm is as follows.
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Algorithm 2 (Restoration Algorithm)

1. Set αmax
k,0 = αmax

k , uk,0 = uk, l = 0 and start with step 5.

2. If uk,l is acceptable to the filter then set uk+1 = uk,l and stop.

3. Compute Δk,l from the linear system (6), and (5) (with uk = uk,l)

4. (Define the vectors Δ1
k,l, Δ2

k,l which are used as search directions for the variables
u1

k,l, u
2
k,l.) Compute αmax

k,l

5. Set αk = αmax
k,l .

6. Compute the trial iterate uk,l(αk),

If θ2,f (u1
k,l (αk)) ≤ θ2,f (u1

k,l) + αkηθ2,f
∇θ2,f (u1

k,l)
T Δ1

k,l or

θ2,c(u2
k,l (αk)) ≤ θ2,c(u2

k,l) + αkηθ2,c∇θ2,c(u2
k,l)

T Δ2
k,l

then set uk,l+1 = uk,l (αk), l = l+ 1, and return to step 2. Otherwise αk ← αk/2,
and repeat step 6.

4 Numerical experiments

To analyze the performance of the proposed interior point 3-D filter line search method,
as well as to compare with our previous implementation of the algorithm [2], we used
111 constrained problems from the Hock and Schittkowski test set [8]. The tests were
done in double precision arithmetic with a Pentium 4. The algorithm is coded in the C
programming language and includes an interface to AMPL to read the problems that
are coded in the AMPL modeling language [7].

4.1 Implementation details

Next, we report some computational details that were undertaken during our numerical
experimentation, such as, for example, the initialization of the variables, the barrier
parameter evaluation and the termination criterion.

Initial quasi-Newton approximation Our algorithm is a quasi-Newton based method
in the sense that a symmetric positive definite quasi-Newton BFGS approximation, Bk,
is used to approximate the Hessian of the Lagrangian H, at each iteration k [9]. In the
first iteration, we may set B0 = I or B0 = positive definite modification of ∇2F (x0),
depending on the characteristics of the problem to be solved.

Monotonic reduction of the barrier parameter To guarantee a positive decreasing
sequence of μ values, the barrier parameter is updated by a formula that couples the
theoretical requirement defined on the first-order KKT conditions (3) with a simple
heuristic. Thus, μ is updated by
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μk+1 = max

{
ε,min

{
κμμk, δμ

wT
k+1yk+1

m

}}
(14)

where the constants κμ, δμ ∈ (0, 1) and the tolerance ε is used to prevent μ from be-
coming too small so avoiding numerical difficulties at the end of the iterative process.

Reevaluation of centrality and optimality measures in the filter We further
remark that each time the barrier parameter is updated, the θc component, as well as
the barrier objective function value, of points in the filter may be reevaluated using the
new μ so that a fair comparison of the current point with points in the filter is made.
In practice, only θmax

c and ϕmax
μ need to be reevaluated.

Initialization of variables Two possible ways to initialize the primal and dual vari-
ables consider:

1. the usual published initial x0, and the dual variables are initialized to one;

2. the published x0 to define the dual variables and modified primal variables by
solving the simplified reduced system:[ −(B0 + I) AT (x0)

A(x0) I

] [
x̃0

y0

]
=
[ ∇F (x0)

0

]
.

Further, if ‖y0‖∞ > 103 then we set (component-wise) y0 = 1. Similarly, if
‖x̃0‖∞ > 103‖x0‖∞, we set x̃0 = x0.

The nonnegativity of the initial slack variables are ensured by computing w0 =
max{|h(x0)|, εw}, for the previously defined x0, and a fixed positive constant εw.

Termination criterion The termination criterion considers dual and primal feasibility
and centrality measures

max
{‖σ‖∞

s
, ‖ρ‖∞, ‖γμ‖∞

s

}
≤ εtol, (15)

where
s = max

{
1, 0.01

‖y‖1
m

}
and εtol > 0 is the error tolerance.

4.2 Parameter settings

The chosen values for the parameters involved in the Algorithms 1 and 2 are:
θmax
f = 104 max

{
1, θf (u1

0)
}
, θmin

f = 10−4 max
{
1, θf (u1

0)
}
, θmax

c = 104 max
{
1, θc(u2

0)
}
,

θmin
c = 10−4 max

{
1, θc(u2

0)
}
, ϕmax

μ = 104 max
{
0, ϕμ(u1

0)
}
, γθf

= γθc = γϕ = 10−5,
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Figure 1: Profiles on the number of iterations: using ϕμ (on the left); using θop (on the
right)

δ = 1, sf = 1.1, sc = 1.1, so = 2.3, ηo = ηθ2,f
= ηθ2,c = 10−4, ε = 0.95, , δμ = κμ = 0.1,

ε = 10−9, εw = 0.01 and εtol = 10−4.
We carried out a set of experiments considering the two alternatives for setting

the initial B0 (as previously described) and the two ways of primal and dual variables
initialization. For the subsequent analysis and comparisons we combined the overall
results for each problem and selected the one which yields the smallest number of
iterations.

4.3 Dolan-Moré performance profiles

To compare the performance of the reevaluation of the centrality and optimality mea-
sures in the filter for each updated μ value, we use the performance profiles as outline in
[5]. These profiles represent the cumulative distribution function of a performance ratio,
computed from a predefined metric. For this analysis we choose the number of iterations
required to achieve the desired accuracy, as reported in (15). A brief explanation of the
Dolan-Moré performance profiles follows.

Let P be the set of problems and C the set of codes used in the comparative study.
Let tp,c be the performance metric - number of iterations required to solve problem p
by code c. Then, the comparison relies on the performance ratios

rp,c =
tp,c

min{tp,c, c ∈ C} , p ∈ P, c ∈ C

and the overall assessment of the performance of a code c is given by ρc(τ) = nPτ
nP

,
where nP is the number of problems in the set P and nPτ is the number of problems
in the set such that the performance ratio rp,c is less than or equal to τ ∈ IR for code
c ∈ C. Thus, ρc(τ) gives the probability (for code c) that rp,c is within a factor τ of
the best possible ratio. The function ρc is the cumulative distribution function for the
performance ratio.
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Figure 2: Profiles on the number of iterations: comparison between θop and ϕμ

First, we examine the practical performance of the reevaluation of the filter for each
new μ value within the herein proposed algorithm - where ϕμ is used as the optimality
measure. The performance plots on the left of Figure 1 show that the version that
does not implement the reevaluation of the filter is the most efficient on 85% of the
problems (see the corresponding value of ρ(1)). Next, the filter reevaluation process
was implemented in our previous implementation of the algorithm - when θop was used
as the optimality measure. The performance plots on the right of Figure 1 definitely
show that the filter reevaluation yields the worst performance.

From the previous analysis, we decided to disable the reevaluation filter process
from both algorithms and plot the performance profiles together. Figure 2 represents
the performance profiles of the number of iterations. The use of the barrier function to
measure the trial iterate optimality adequacy did not improve the performance of this
interior point based method, at least when the number of iterations is the metric used
in these performance profiles.

Finally, to further compare the convergence of both interior point 3-D filter line
search algorithms we include Table 1 that records the objective function values at the
found solutions. Only the problems that were solved at least by one of the versions
in comparison are listed. While the previous implementation did not converge to the
required solution on 3 problems (hs046, hs105, hs111), within 100 iterations, the new
algorithm did not reach the solution on the following problems: hs064, hs083, hs101,
hs106 and hs118. In all the other problems, both algorithms reach the same solution
with the desired accuracy.
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Table 1: Objective function values at the solution

Prob with θop with ϕμ Prob with θop with ϕμ Prob with θop with ϕμ

hs001 8.9525e-13 6.5934e-12 hs038 1.0359e-11 6.6804e-14 hs077 2.4151e-01 2.4151e-01
hs002 5.0426e-02 5.0426e-02 hs039 -1.0000e00 -1.0000e00 hs078 -2.9197e00 -2.9197e00
hs003 1.0000e-04 1.0000e-04 hs040 -2.5000e-01 -2.5000e-01 hs079 7.8777e-02 7.8777e-02
hs004 2.6667e00 2.6667e00 hs041 1.9999e00 1.9999e00 hs080 5.3949e-02 5.3949e-02
hs005 -1.9132e00 -1.9132e00 hs042 1.3858e01 1.3858e01 hs081 5.3950e-02 5.3950e-02
hs006 1.6997e-12 1.6997e-12 hs043 -4.4000e01 -4.4000e01 hs083 -3.0666e04 -
hs007 -1.7321e00 -1.7321e00 hs044 -1.5000e01 -1.5000e01 hs086 -3.2349e01 -3.2349e01
hs008 -1.0000e00 -1.0000e00 hs045 1.0000e00 1.0000e00 hs087 8.8276e03 8.8276e03
hs009 -4.9999e-01 -4.9999e-01 hs046 2.1089e-02 6.2703e-07 hs088 1.3626e00 1.3626e00
hs010 -1.0000e00 -1.0000e00 hs047 1.1658e-07 1.1658e-07 hs089 1.3626e00 1.3626e00
hs011 -8.4985e00 -8.4985e00 hs048 1.6555e-12 1.6555e-12 hs090 1.3626e00 1.3626e00
hs012 -3.0000e01 -3.0000e01 hs049 1.17559e-06 1.1756e-06 hs091 1.3626e00 1.3626e00
hs014 1.3934e00 1.3934e00 hs050 3.1993e-10 3.1993e-10 hs092 1.3627e00 1.3627e00
hs015 3.0650e02 3.0650e02 hs051 3.5090e-10 3.5090e-10 hs093 1.3508e02 1.3508e02
hs016 2.5000e-01 2.5000e-01 hs052 5.3266e00 5.3266e00 hs095 1.5620e-02 1.5620e-02
hs017 1.0000e00 1.0000e00 hs053 4.0930e00 4.0930e00 hs096 1.5620e-02 1.5620e-02
hs018 4.9999e00 5.0000e00 hs054 1.9286e-01 1.9286e-01 hs097 3.1358e00 3.1358e00
hs019 -6.9618e03 -6.9618e03 hs055 6.6667e00 6.6667e00 hs098 4.0712e00 4.0712e00
hs020 3.8199e01 3.8199e01 hs056 -1.0788e-10 -1.0788e-10 hs100 6.8063e02 6.8063e02
hs021 -9.9960e01 -9.9960e01 hs057 3.0648e-02 3.0648e-02 hs101 1.8098e03 -
hs022 1.0000e00 1.0000e00 hs059 -7.8028e00 -7.8028e00 hs102 9.1188e02 9.1188e02
hs023 2.0000e00 2.0000e00 hs060 3.2568e-02 3.2568e-02 hs103 5.4367e02 5.4367e02
hs024 -1.0000e00 -1.0000e00 hs061 -1.4365e02 -1.4365e02 hs104 3.9512e00 3.9512e00
hs025 1.8361e-10 2.7269e-11 hs062 -2.6273e04 -2.6273e04 hs105 - 1.1363e03
hs026 7.6064e-07 1.9872e-07 hs063 9.6172e02 9.6172e02 hs106 7.0492e03 -
hs027 3.9999e-02 3.9999e-02 hs064 6.2998e03 - hs108 -5.0000e-01 -5.0000e-01
hs028 1.0270e-09 1.0270e-09 hs065 9.5354e-01 9.5354e-01 hs110 -4.5778e01 -4.5778e01
hs029 -2.2627e01 -2.2627e01 hs066 5.1816e-01 5.1816e-01 hs111 - -4.7761e01
hs030 1.0002e00 1.0002e00 hs067 -1.1620e03 -1.1620e03 hs112 -4.7761e01 -4.7761e01
hs031 5.9999e00 6.0000e00 hs070 2.7971e-01 2.7971e-01 hs113 2.4306e01 2.4306e01
hs032 1.0000e00 1.0000e00 hs071 1.7014e01 1.7014e01 hs114 -1.7688e03 -1.7688e03
hs033 -4.5858e00 -4.5858e00 hs072 7.2760e02 7.2767e02 hs117 3.2349e01 3.2349e01
hs034 -8.3403e-01 -8.3403e-01 hs073 2.9894e01 2.9894e01 hs118 6.6482e02 -
hs035 1.1116e-01 1.1116e-01 hs074 5.1265e03 5.1265e03 hs119 2.4490e02 2.4490e02
hs036 -3.3000e03 -3.3000e03 hs075 5.1744e03 5.1744e03
hs037 -3.4560e03 -3.4560e03 hs076 -4.6818e00 -4.6818e00
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5 Conclusions

A primal-dual interior point method based on a filter line search approach is presented.
The novelty here is that each entry in the filter has three components that represent
the feasibility, centrality and optimality of the iterate. Using the barrier objective
function as the optimality measure, the algorithm is able to enforce a sufficient decrease
of the barrier function and converge to stationary points that are minimizers. The new
algorithm is tested with a set of well-known problems and compared with our previous
implementation of an interior point three-dimensional filter line search [2, 3], using a
benchmarking tool with performance profiles. The numerical results show that both
algorithms have similar practical behaviors.

We would like to remark that the performance profiles reflect only the performance
of the tested codes on the data being used. Definitive conclusions could be made if
different test sets, including larger academic problems and real engineering problems
[10], were used. This will be a matter of future research.

References

[1] H.Y. Benson, R.J. Vanderbei and D.F. Shanno, Interior-point methods for
nonconvex nonlinear programming: filter methods and merit functions, Computa-
tional Optimization and Applications, 23 (2002) 257–272.

[2] M.F.P. Costa and E.M.G.P. Fernandes, Comparison of interior point filter
line search strategies for constrained optimization by performance profiles, Interna-
tional Journal of Mathematics Models and Methods in Applied Sciences, 1 (2007)
111–116.

[3] M.F.P. Costa and E.M.G.P. Fernandes, Practical implementation of an in-
terior point nonmonotone line search filter method, International Journal of Com-
puter Mathematics 85 (2008) 397–409.

[4] M.F.P. Costa and E.M.G.P. Fernandes, A globally convergent interior point
filter line search method for nonlinear programming, submitted to Journal of Nu-
merical Analysis, Industrial and Applied Mathematics 2007.

[5] E.D. Dolan and J.J. Moré, Benchmarking optimization software with perfor-
mance porfiles, Mathematical Programming A 91 (2002) 201–213.

[6] R. Fletcher and S. Leyffer, Nonlinear programming without a penalty func-
tion, Mathematical Programming 91 (2002) 239–269.

[7] R. Fourer, D.M. Gay and B. Kernighan, A modeling language for mathe-
matical programming, Management Science 36 (1990) 519–554.

[8] W. Hock and K. Schittkowski, Test Examples for Nonlinear Programming,
Springer-Verlag, 1981.

© CMMSE Volume I Page 186 of 720 ISBN: 978-84-612-1982-7



M.F.P. Costa, E.M.G.P. Fernandes

[9] J. Nocedal and S.J. Wright, Numerical Optimization, Springer-Verlag, 1999.

[10] K. E. Parsopoulos and M. N. Vrahatis, Unified particle swarm optimization
for solving constrained engineering optimization problems, Vol 3612 of LNCS, 582–
591. Springer-Verlag, ICNC 2005 edition, 2005.

[11] D.F. Shanno and R.J. Vanderbei, Interior-point methods for nonconvex non-
linear programming: orderings and higher-order methods, Mathematical Program-
ming B 87 (2000) 303–316.

[12] M. Ulbrich, S. Ulbrich and L.N. Vicente, A globally convergent primal-dual
interior-point filter method for nonlinear programming, Mathematical Program-
ming 100 (2004) 379–410.

[13] R.J. Vanderbei and D.F. Shanno, An interior-point algorithm for nonconvex
nonlinear programming, Computational Optimization and Applications 13 (1999)
231–252.

[14] A. Wächter and L.T. Biegler, Line search filter methods for nonlinear pro-
gramming: motivation and global convergence, SIAM Journal on Optimization 16
(2005) 1–31.

[15] A. Wächter and L.T. Biegler, Line search filter methods for nonlinear pro-
gramming: local convergence, SIAM Journal on Optimization 16 (2005) 32–48.

[16] A. Wächter and L.T. Biegler, On the implementation of an interior-point
filter line-search algorithm for large-scale nonlinear programming, Mathematical
Programming 106 (2007) 25–57.

© CMMSE Volume I Page 187 of 720 ISBN: 978-84-612-1982-7



© CMMSE Volume I Page 188 of 720 ISBN: 978-84-612-1982-7



Proceedings of the International Conference
on Computational and Mathematical Methods
in Science and Engineering, CMMSE 2008
13–17 June 2008.

Some relationships for multi-scale vulnerabilities
of complex networks

R. Criado1, J. Pello1, M. Romance1 and M. Vela-Pérez1
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Abstract

We show that there is a close relationship between node-based multiscale vul-
nerability and link-based multiscale vulnerability by giving sharp lower analytical
estimates The techniques involved in the proof include estimates of the �p-norm of
vectors in Rm and some techniques coming from the geometry of finite dimensional
normed spaces.

Key words: Multi-scale vulnerability; node betweeness; link betweeness;

1 Introduction and notation

Complex systems can be used to describe many biological, social and technological
systems [1, 2]. In order to understand the main structure, we have to characterise those
systems by using some topological properties, among them we find the characteristic
path length, clustering, efficiency or vulnerability.

In order to describe the robustness or performance of a system, we may employ a
global parameter which show us the behaviour of the system under an intentional or ran-
dom attack. This can be done by using a vulnerability function such as those appeared
in [4], but some of them have several limitations. Hence, we provide a new parame-
ter related to the multi-scale vulnerability for edges appeared in [3], which overcomes
those limitations and can be calculated faster since the complexity of computing the
new parameter is up to n times the order of complexity of computing the link-based
multi-scale vulnerability. The multi-scale parameter related to the link betweenness
presented in [3] has entailed a new approach to quantify the vulnerability of a complex
network. If G = (X,E) is a complex network with n nodes and m links, for every
p ∈ [1,+∞), the normalised multi-scale vulnerability for edges is defined (see [3]) as

VE,p(G) =

(
1
m

∑
∈E

bp

)1/p

,
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where b is the betweeness of the link � ∈ E (see, for example [6, 8]) given by

b =
1

n(n− 1)

∑
j,k∈X
j �=k

njk(�)
njk

,

where njk(�) is the number of geodesics from j to k that contain the link � and njk the
total number of geodesics from j to k.

In some cases, the most important ingredients of a complex network are nodes
instead of links. Therefore, it is interesting to consider a normalised multi-scale vul-
nerability based on vertices that can be defined as

VX,p(G) =

(
1
n

∑
v∈X

bpv

)1/p

=

⎛⎜⎜⎝ 1
n

∑
v∈X

⎛⎜⎜⎝ 1
n(n− 1)

∑
j,k∈X
j �=k

njk(v)
njk

⎞⎟⎟⎠
p⎞⎟⎟⎠

1
p

,

where njk(v) is the number of geodesics from j to k that go through v.
We will give some estimates and bounds that relate both parameters (the multi-

scale vulnerability for edges and the multi-scale vulnerability for nodes) and we make a
study for the Madrid underground network. We find what are the stations and routes
with greatest values of these parameters, that can be understood as those stations and
routes which are more important for the underground. Hence, a malfunctioning of
these stations or routes will collapse the whole network.

2 Sharp estimates for node and link vulnerabilities

In this section we give a better lower bound for the multi-scales vulnerabilities for
p �= 1, since for p = 1 it was proved in [5] that there is a linear relationship between
both vulnerabilities. By using some techniques from geometric convex analysis, in [5]
it was proved the following result:

Theorem 2.1 ([5]) Let G = (X,E) be a network with n nodes and m links and take
1 ≤ p <∞, then

2
1
p
−1
(m
n

)1/p
VE,p(G) ≤ VX,p(G) ≤ 2

1
p
−1
(m
n

)1/p
(grmax)1−1/p VE,p(G) +

1
n
,

where grmax denotes the maximal degree of the network G.

The upper estimate in the previous theorem is sharp since ifG = Kn is the complete
network with n vertices then, by easy computations we get that

VX,p(G) =
2
n

= 2
1
p
−1
(m
n

)1/p
(grmax)1−1/p VE,p(G) +

1
n
,

and therefore the upper estimate is actually an equality. The lower bound is not sharp,
and the main goal of this talk is to show that it can be improved by using some results
coming from the geometry of Rn. We will prove the following lower estimate:
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Theorem 2.2 Let G = (X,E) be a network with n nodes and m links. If 1 ≤ p <∞,
then [(

1
2

(
2m
n

)1/p

VE,p(G) +
1

n
1+ 1

p

)p

+
n− 1
np+1

] 1
p

≤ VX,p(G).

In order to prove this result, if we denote for every � ∈ E and v ∈ X

x̄ =
∑

j,k∈X
j �=k

njk(�)
njk

, ȳv =
∑

j,k∈X
j �=k

njk(v)
njk

,

and x̄ = (x̄)∈E ∈ Rm, ȳ = (ȳv)v∈X ∈ Rn, then, we have that

(n− 1)nm1/p VE,p(G) =

(∑
∈E

x̄p


)1/p

= ‖x̄‖p, (1)

(n− 1)n1+1/p VX,p(G) =

(∑
v∈X

ȳp
v

)1/p

= ‖ȳ‖p, (2)

since all x̄ and all ȳv are non-negatives. Therefore, if we want to get some estimates
for VE,p(G) and VX,p(G), it is enough to relate ‖x̄‖p to ‖ȳ‖p. Vectors x̄ and ȳ have
information about the geodesics that a fixed node or link contain and it was shown in
[5] that there is a strong relationship between the number of geodesics that contain a
node v and the number of geodesics that contain some links incident to v. We use this
fact to relate x̄ and ȳ, by using the following lemma:

Lemma 2.3 ([5]) Let G = (X,E) be a network with n nodes and m links. If we fix
v ∈ X, then for every j, k ∈ X (j �= k)

njk(v) =
1
2

(∑
�v

njk(�)

)
+
δjv + δkv

2

(∑
�v

njk(�)

)
,

where δab = 1 if a = b and δab = 0 otherwise and � � v means that the link � is incident
to v.

By using this relationships, the proof of the main result reduces to compare the
�p-norm of a vector x = (x1, . . . , xn) ∈ Rn, xi ≥ 1 with the �p-norm of the vector
x̄ = (x1 + 1, . . . , xn + 1) ∈ Rn. Once we have translate the problem to this framework
we obtain the main result by using the following theorem.

Theorem 2.4 Let x = (x1, . . . , xn) ∈ Rn, xi ≥ 1 and x̄ = (x1 + 1, . . . , xn + 1) ∈ Rn.
Then for every 1 ≤ p <∞

‖x̄‖p
p ≥ (‖x‖p + 1)p + (n− 1).
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The proof also includes other tools, such as the following lemma, which is a classic
and well-known consequence of the Hölder’s inequality (see, for example [7]):

Lemma 2.5 ([7]) If a = (a1 . . . ak) ∈ Rk is a vector and 1 ≤ p ≤ q < +∞, then

‖a‖q ≤ ‖a‖p ≤ k
1
p
− 1

q ‖a‖q,

where ‖a‖p =

(
k∑

i=1

|ai|p
)1/p

, i.e.

(
k∑

i=1

|ai|p
)1/p

≤
(

k∑
i=1

|ai|q
)1/q

≤ k
1
p
− 1

q

(
k∑

i=1

|ai|p
)1/p

.

Remark 2.6 Note that the lower estimate in theorem 2.2 improves the estimates ob-
tained in theorem 2.1 for all 1 ≤ p <∞, since[(

1
2

(
2m
n

)1/p

VE,p(G) +
1

n
1+ 1

p

)p

+
n− 1
np+1

] 1
p

≥ 1
2

(
2m
n

)1/p

VE,p(G) +
1

n
1+ 1

p

≥ 1
2

(
2m
n

)1/p

VE,p(G).

In addition to this the lower estimate in theorem 2.2 for all complex network G when
we take p −→ 1+, since we can prove that in this case[(

1
2

(
2m
n

)1/p

VE,p(G) +
1

n
1+ 1

p

)p

+
n− 1
np+1

] 1
p

−−−−→
p−→1+

VX,1(G).
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Abstract

We have constructed a sequence of solutions of the exterior Helmholtz equa-
tion such that their restrictions form an orthonormal basis on a given surface.
Coefficients of these functions depend on an explicit algebraic formulae from the
coefficients of the surface. In the same way we constructed an explicit normal
derivative of the Dirichlet Green function. Moreover the Dirichlet-to-Neumann op-
erator is also constructed. We proved that normalized coefficients are uniformly
bounded from zero.

Key words: explicit solution, Helmholtz exterior problem, Green function, Dirichlet-
to-Neumann operator

1 Introduction

Consider Ω ⊂ R3 with Lipschitz boundary ∂Ω and k > 0. The scattered field is given
by Helmholtz equation and radiation condition

ΔΨ(r) + k2Ψ(r) = 0, r ∈ Ω′ = R3\Ω, (1)∫
|r|=R

∣∣∣∣∂Ψ(r)
∂|r| − ikΨ(r)

∣∣∣∣
2

dS = o(1), R→ ∞, (2)

with Dirichlet boundary conditions,

Ψ(r) ≡ u0(r), r ∈ ∂Ω, u0 ∈ C(∂Ω). (3)

For example, in [1] is proved the existence and uniqueness of the solution of (1)-(3). A
function Ψ(r) which satisfy mentioned conditions has asymptotics

Ψ(r) =
eik|r|

|r| f(q) + o

(
1
|r|
)
, r → ∞, q = r/|r| ∈ S2, (4)
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where function f(θ, ϕ) = f(θ, ϕ, k, u0) is called scattering amplitude and observable
σT =

∫
S2 |f(q)|2dσ(q) is called total cross section, σ is a square element of the unit

sphere.
Unfortunately, analytical expressions of that observable for certain k > 0 exist only

for few bodies of simple shapes. The ground analytical achievement by A. Ramm and
S. Gutman [2] is the so called Modified Rayleigh Conjecture. In particularly, it follows
that functions Ylm(θ, ϕ)hl(k|r|)|∂Ω (spherical harmonics and spherical Hankel functions
(see (5)) correspondingly) form a basis in the space L2(∂Ω, dS).

Let N = N ∪ {0}. Let L be the set of indexes L = {(l,m) : l,m ∈ N, |m| ≤ l} and
let l ∈ L with l = (l(1), l(2)). We also we use the notation l = (l(1),−l(2)) and set the
order: (l,m) > (p, r) ←→ l > p ∧ [(l = p) ∨ (|m| > |r|)] ∧ [(l = p) ∨ (m > 0) ∨ (m =
−r)], so L = {(0, 0), (1, 0), (1,−1), (1, 1), (2, 0), (2,−1), (2, 1), (2,−2), (2, 2), (3, 0), ...}.
Let o = (0, 0) and let operations + and − have the natural definition in L × Z → L
correspondingly to the introduced order.

1.1 Surfaces with inverse radius-vector represented as finite combi-
nation of harmonics

Let F be a subset of functions (multi-index) LN which have finite support and let
capacity be defined by

|d| =
∑

l

d(l), Suppd = max{l : d(l) �= 0} , d ∈ F .

Let el ∈ F be defined as el(m) = δlm (evaluated 1 only when l = m). Also set

Cd =
|d|!∏
l d(l)!

, Id =
∫ π

0

∫ 2π

0

∏
l

(Yl(θ, ϕ))d(l) dθdϕ, d ∈ F .

and for arbitrary function a ∈ LR with finite support we denote ad =
∏

l a
d(l)
l .

Theorem 1.1 Let a star shaped surface ∂Ω be given as a set {r = r(θ, ϕ) ∈ R3, θ ∈
[0, π], ϕ ∈ [0, 2π)} where |r(θ, ϕ)| = 1/

∑
l≤(N,N) alYl(θ, ϕ) with N ≥ 0 and where {alm}

are coefficients. Then
1. Functions Ψ̂n(r) =

∑
k≤n cnkYk(θ, ϕ)hk(1)(k|r|), n ∈ L satisfy (1),(2) and their

restrictions {Ψ̂n|∂Ω,n ∈ L} form an orthonormal basis in L2(∂Ω, dθdϕ).
Here

cnn = 1/λn, n ∈ N

λ2
o = goo > 0, λ2

n = gnn −
n−1∑
k=o

∣∣∣∣∣
k∑

p=o

ckpgnp

∣∣∣∣∣
2

> 0, n > o.

We now define gij, ĥnm, cnm. Let

gij = (−1)j(2)

i(1)+j(1)∑
m=0

1
km+2

(
m∑

l=0

ĥi(1)lĥj(1)(m−l)

) ∑
d:|d|=m+2,Suppd≤(N,N)

CdadId+ei+ej
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where coefficients ĥnj are defined from the well known representation for Hankel spher-
ical functions [3],

hn(t) =
eikt

t

∑n
j=0 ĥnjt

n−j

tn
=
eikt

t

n∑
j=0

ĥnj

tj
, ĥn0 = 1, t �= 0, with (5)

ĥnm =
im

2m

m∏
p=1

(n+ p) ·
m∏

p=1

(n−m+ p)
p

, 0 < m ≤ n;

cnm =
1
λn

(
n−1∑
k=m

k∑
p=o

ckpckmgnp

)
, m < n.

2. Consider an arbitrary function u0 ∈ L2(∂Ω), then we have

σT =
1
k2

∞∑
n=o

∑
m≤n

⎡⎣cnm

⎛⎝∑
p≤n

cnpûp

⎞⎠⎛⎝cnm

∑
p≤n

cnpup + 2
∑

m<l<n

clm
∑
p≤l

clpup

⎞⎠⎤⎦ ,
(6)

where

up =
∫ π

0

∫ 2π

0
u0(θ, ϕ)Y p(θ, ϕ)hp(1)(k|r(θ, ϕ)|)dθdϕ.

3. Moreover, exists numbers Ci = Ci(k,Ω), i = 1, 2 such that

cnk ≤ C1

k(1)!
, o ≤ k ≤ n, λn > C2, k,n ∈ L. (7)

4. We have weak convergence of ∂G
∂nt

:

∂G

∂nt
(r, t) =

∑
n

Ψ̂n(r)Ψ̂n(t), r, t ∈ Ω′.
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Abstract

Let {fn} be a sequence of real or complex numbers. Define

C[fn](z) = A(z) :=
∞∑

n=0

fnz
n. (1)

Then we can easily verify the following

Lemma 1
C[nkfn](z) = (zD)kA(z), for k ∈ N, (2)

where N denotes the set of natural numbers and D means the derivative.

The proof can be done by the induction with respect to k.

Let F : C → C (C - the set of complex numbers be an k-times differentiable function.
We define the complex numbers tk,s by the following way.

Definition 1 The numbers tk,s are such that the following equality holds

(zD)kF (z) =
k∑

s=1

tk,sz
sDsF (z), k ∈ N, (3)

and
tk,0 = 0, tk,s = 0 for s > k.

Now we can prove the following

Theorem 1 We have
tk+1,s = stk,s + tk,s−1, (4)

for k ∈ N.
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Proof: We have by (3)

k+1∑
s=1

tk+1,sz
sDsF (z) = (zD)k+1F (z)

= (zD)

(
k∑

s=1

tk,sz
sDsF (z)

)

= z

k∑
s=1

tk,sD(zsDsF (z))

=
k∑

s=1

tk,s[szsDsF (z) + zs+1Ds+1F (z)]

=
k+1∑
s=1

stk,sz
sDsF (z) +

k+1∑
s=1

tk,s−1z
sDsF (z)

=
k+1∑
s=1

[stk,s + tk,s−1]zsDsF (z).

Hence we get the equality (4) for all k ∈ N. This concludes the proof.

Remark 1 Note that the numbers tk,s satisfy the same relation as the Stirling numbers
of the second kind.

Now we consider the partial difference equation

sk+1,r = sk,r−1 − ksk,r (5)

defining the Stirling numbers of the first kind.

We shall find the effective formula for these numbers. We assume
sk,0 = 0, sk,r = 0 for r > k.

Take r = 1. Then we have

Lemma 2 The difference equation

sk,1 = sk−1,0 − (k − 1)sk−1,1, k ∈ N (6)

with the condition s1,1 = 1, has exactly one solution given by the formula

sk,1 = (−1)k−1(k − 1)!, k ∈ N. (7)

Having done this, one can prove the following

Lemma 3 The difference equation

sk,2 = sk−1,1 − (k − 1)sk−1,2, k ∈ N (8)
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with the condition s2,2 = 1, has exactly one solution given by the formula

sk,2 = (−1)k−2(k − 1)!
k−1∑
r=1

1
r
, k ≥ 2. (9)

Proof: Since sk−1,1 is given by the formula (7) and s2,2 = 1, then the equation (8) has
exactly one solution. One can verify that the sequence given by (9) is the solution of
the equation (8). This completes the proof.

Lemma 4 The difference equation

sk,3 = sk−1,2 − (k − 1)sk−1,3, k ∈ N (10)

with the condition s3,3 = 1, has exactly one solution given by the formula

sk,3 = (−1)k−3(k − 1)!
k−2∑
m=1

1
m+ 1

(
m∑

r=1

1
r

)
, k ≥ 3. (11)

Proof can be done similarly to the proof of Lemma 3.

Now we are ready to state the main result of the paper.

Theorem 2 Let sk,k = 1 for k ∈ N. Then partial difference equation (5) has exactly
one solution given by the formula:

sk,l = (−1)k−l(k − 1)!
k−(l−1)∑
ml−1=1

1
ml−1 + l − 2

ml−1∑
ml−2=1

1
ml−2 + l − 3

. . .
1

m2 + 1

m2∑
m1=1

1
m1

,

(12)
k ≥ l.

Proof: Taking into account Lemmas 2, 3, 4 one can prove formula (12) by mathematical
induction principle.

Remark 2 The formula (12) is the explicit formula for the Stirling numbers of the
first kind.

Remark 3 Some asymptotic estimates of Stirling numbers of the first kind utilizing
formula (12) can be obtained.

Remark 4 Computer program for finding the Stirling numbers of the first kind has
been established.
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Abstract 
In this work, the application of ‘multivariate adaptive regression 
splines’ (MARS) for modelling osteoporosis is described. 
Osteoporosis is characterized by low ‘bone mineral density’ 
(BMD). This illness has a high-cost impact in all developed 
countries. The aim of this article is the development of a 
mathematical method able to predict the BMD of post-
menopausal women taken into account only certain nutritional 
variables. A nutritional habits and lifestyle questionnaire is 
drawn up. The variables obtained from this, together with the 
BMD of the patients calculated by densitometry are processed 
using the ‘principal component analysis’ (PCA) algorithm in 
order to reduce the dimension of the database. Finally, the 
‘multivariate adaptive regression splines (MARS) method’ is 
applied. It has been proved to be possible to build a MARS 
model in order to forecast the BMD of the post-menopausal 
women in function of their responses to the questionnaire. This 
model can be used to determine which women should take a 
densitometry. 

Key words: Quantitative computed tomography (QCT), Body 
mass index (BMI), Bone mineral density (BMD), Diet history 
questionnaire (DHQ), Food frequency questionnaire (FFQ), 
Risk factor monitoring and methods branch (RFMMB), 
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Principal components analysis (PCA), Multivariate adaptive 
regression splines (MARS) 
MSC 2000: 62G08, 65C60, 68T05 

1. Introduction 
Osteoporosis is a disease that develops without showing symptoms during its 
early stages. This illness is characterized by low bone mass and micro-
architectural deterioration of bone tissue, which result in an increase in the risk of 
fractures, mainly of hips, wrists and vertebrae. The term osteoporosis and the 
recognition of its pathological appearance is generally attributed to the French 
pathologist Jean Lobstein [1] but it was the American endocrinologist Fuller 
Albright and collaborators who linked osteoporosis with the postmenopausal state 
[2]. From an economic point of view, the osteoporosis has a high cost for society, 
not only for the governments but also for the families. Osteoporosis is a 
contemporary illness that affects mainly women after menopause due to the lack 
of estrogens associated with it. The incidence of this illness is higher in the more 
developed countries, as they have populations with higher average ages. 

Most authorities recommend risk-factor assessment for all postmenopausal 
women, followed by bone mineral density (BMD) testing for those women at 
highest risk for osteopenia, osteoporosis, and fractures [3-4]. There are many 
factors that contribute to the less than optimal identification and treatment of these 
patients; the difference between best practice and clinical practice with respect to 
the management of osteoporosis are diverse. Women at risk of osteoporotic 
fracture may fall into a health care gap between the obstetricians, gynaecologists, 
internists, and others, who are in a position to detect and treat osteoporosis, 
thereby preventing fractures, and the orthopaedists who are responsible for 
treating the fractures [5-6]. Alternatively, some women may fall victim to the 
failure of health care providers to initiate or alter intervention strategies, despite 
changes in the patient’s health status that would seemingly justify such action [5]. 

Osteoporosis can be prevented with lifestyle advice and medication, and 
preventing falls in people with known or suspected osteoporosis is an established 
way to prevent fractures. Osteoporosis can be treated with bisphosphonates and 
various other medical treatments. Osteoporosis itself has no specific symptoms; 
its main consequence is the increased risk of bone fractures. Osteoporotic 
fractures are those that occur in situations where healthy people would not 
normally break a bone; they are therefore regarded as fragility fractures. Typical 
fragility fractures occur in the vertebral column, hip and wrist. 

The most important risk factors for osteoporosis are age (in both men and women) 
and female sex; estrogens deficiency following menopause is correlated with a 
rapid reduction in BMD, while in men a decrease in testosterone levels has a 
comparable (but less pronounced) effect. While osteoporosis occurs in people 
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from all ethnic groups, European or Asian ancestry predisposes for osteoporosis. 
Those with a family history of fracture or osteoporosis are at an increased risk; the 
heritability of the fracture as well as low bone mineral density are relatively high, 
ranging from 25 to 80 percent. There are at least 30 genes associated with the 
development of osteoporosis [7]. Those who have already had a fracture are at 
least twice as likely to have another fracture compared to someone of the same 
age and sex [8]. 

Modern medical facilities are equipped with monitoring, collecting and other 
devices which can provide inexpensive ways to collect and store data in their 
information systems. Huge amount of data stored in these databases need special 
techniques for processing, analysing, and effective use of them before these data 
can be helpful supports in handling medical related decision-making problems. 
Data mining (DM) [9-10], sometimes referred to as knowledge discovery in 
database (KDD) [11-12], is a systematic approach to find underlying patterns, 
trend, and relationships buried in data. Multivariate adaptive regression splines 
(MARS) [13] is one commonly used data mining technique nowadays. The aim of 
the present study is the creation of a predictive model of the BMD of the post-
menopausal women in function of their responses to a diet and lifestyle survey. 
This multivariate adaptive regression splines (MARS) model could be used as a 
help tool for doctors in order to decide which women should take a densitometry 
test and which not. 

2. Mathematical modelling 
2.1. Multivariate adaptive regression splines (MARS) 
Multivariate adaptive regression splines (MARS) is a multivariate nonparametric 
regression technique introduced by Friedman [13] in 1991. Its main purpose is to 
predict the values of a continuous dependent variable, 1ny , from a set of 
independent explanatory variables, pnX . The MARS model can be 
represented as: 

eXfy (1)

where e is an error vector of dimension 1n .

MARS can be considered as a generalisation of ‘classification and regression 
trees’ (CART) [12], and is able to overcome some limitations of CART. MARS 
does not require any a priori assumptions about the underlying functional 
relationship between dependent and independent variables. Instead, this relation is 
uncovered from a set of coefficients and piecewise polynomials of degree q (basis 
functions) that are entirely “driven” from the regression data yX , . The MARS 
regression model is constructed by fitting basis functions to distinct intervals of 
the independent variables. Generally, piecewise polynomials, also called splines, 
have pieces smoothly connected together. In MARS terminology, the joining 
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points of the polynomials are called knots, nodes or breakdown points. These will 
be denoted by the small letter t. For a spline of degree q each segment is a 
polynomial function. MARS uses two-sided truncated power functions as spline 
basis functions, described by the following equations [14]: 

otherwise
txifxttx

q
q

0

(2) 

otherwise
txifxttx

q
q

0

(3) 

where 0q is the power to which the splines are raised and which determines the 
degree of smoothness of the resultant function estimate. 

The MARS model of a dependent variable y with M basis functions (terms) can be 
written as [14-15]: 

M

m
mmM xBccxfy

1
0

ˆˆ (4)

where ŷ is the dependent variable predicted by the MARS model, 0c is a 
constant, xBm is the m-th basis function, which may be a single spline basis 
functions, and mc is the coefficient of the m-th basis functions.   

Both the variables to be introduced into the model and the knot positions for each 
individual variable have to be optimized. For a data set X containing n objects and 
p explanatory variables, there are pnN pairs of spline basis functions, given 
by Eqs. (2) and (3), with knot locations ijx ( pjni ,...,2,1;,...,2,1 ).

A two-step procedure is followed to construct the final model. First, in order to 
select the consecutive pairs of basis functions of the model, a two-at-a-time 
forward stepwise procedure is implemented [13-15]. This forward stepwise 
selection of basis function leads to a very complex and overfitted model. Such a 
model, although it fits the data well, has poor predictive abilities for new objects. 
To improve the prediction, the redundant basis functions are removed one at a 
time using a backward stepwise procedure. To determine which basis functions 
should be included in the model, MARS utilizes the generalized cross-validation 
[12-15] (GVC), The GVC is the mean squared residual error divided by a penalty 
dependent on the model complexity. The GVC criterion is defined in the 
following way: 
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where MC is a complexity penalty that increases with the number of basis 
functions in the model and which is defined as: 

MdMMC 1 (6)

Where M is the number of basis functions in Eq. (4), and the parameter d is a 
penalty for each basis function included into the model. It can be also regarded as 
a smoothing parameter. Large values of d lead to fewer basis functions and 
therefore smoother function estimates. For more details about the selection of the 
d parameter, see Ref. [13]. In our studies, the parameter d equals 2, and the 
maximum interaction level of the spline basis functions is restricted to 3. 

The main steps of the MARS algorithm as applied here can be summarized as 
follows [14]: 

1. Select the maximal allowed complexity of the model and define the d
parameter. 

Forward stepwise selection: 
2. Start with the simplest model, i.e. with the constant coefficient only. 
3. Explore the space of the basis functions for each explanatory variable. 
4. Determine the pair of basis functions that minimizes the prediction error 

and include them into the model. 
5. Go to step 2 until a model with predetermined complexity is derived. 

Backward stepwise selection: 
6. Search the entire set of basis functions (excluding the constant) and delete 

from the model the one that contributes least to the overall goodness of fit 
using the GCV criterion. 

7. Repeat 5 until GCV reaches its maximum. 

The predetermined complexity of MARS model in step 3 should be considerably 
larger than the optimal (minimal GCV) model size M , so choosing the 
predetermined complexity of the model as more than M2 is enough in general 
[13].  

2.2 Prediction ability of the MARS model 
The prediction ability of the MARS model can be evaluated in terms of the ‘root 
mean squared error of cross-validation’ (RMSECV) and the squared leave-one-
out correlation coefficient ( 2q ). To compute RMSECV, one object is left out from 
the data set and the model is constructed for the remaining 1n  objects. Then the 
model is used to predict the value for the object left out. When all objects have 
been left out once, RMSECV is given by [15]: 

n

yy
RMSECV

n

i
ii

1

2ˆ
(9)
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where iy is the value of dependent variable of the i-th object, iŷ is the predicted 
value of the dependent variable of the i-th object with the model built without the 
i-th object. 

The value of 2q is given as: 

n

i
i

n

i
ii

yy

yy
q

1

2

1

2

2
ˆ

1

(10)

where y is the mean value of the dependent variable for all n objects. 

2.3 The importance of the variables in the MARS model 
Once the MARS model is constructed, it is possible to evaluate the importance of 
the explanatory variables used to construct the basis functions. Since each 
explanatory variable can be incorporated into different basis functions, the 
importance of the variable is expressed as its contribution to the goodness of fit of 
the model. The scoring of the importance of variables in the MARS model is 
similar to the leave-one-out cross-validation concept. To calculate variable 
importance scores, MARS refits the model after deleting all terms involving the 
variable at issue and calculating the reduction in goodness of fit. The importance 
of the variables is a relative measure and scaled between 0 and 1. The most 
important variable is the one that, when dropped, decreases the model fit the most 
and it receives the highest score, i.e. 1. The less important variables receive the 
lower scores, which is the ratio of the reduction in goodness of fit of these 
variables to that of the most important variable. 

3. Empirical study 
3.1 Population 
The women in this study were members of a random healthy population. The 
examinations were performed between the month of September 2004 and June 
2007. The questionnaire was offered to post-menopausal women between 50 and 
69 years old. All the patients gave their written approval to take part in the present 
study. The research methodology was approved by the ethical committee of the 
Medical Institution. 

Those women that presented one or more of the following criteria were excluded 
from the study: chronic renal insufficiency, any kind of endocrinopathy, bone 
metabolic illness, chronic hepatopathy, any kind of neoplasia and treatment with 
glucocorticosteroid. 

Table 1 lists the basic characteristics of the population of the study, including 
parameters such as height, weight, Body Mass Index (BMI), age at which they 
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reached menopause, etc. The BMD of the women that take part in the study was 
measured with a dual energy densitometer (DXA). 

Table 1. Basic characteristics of patients (size of the sample 305 ).
Variable Average Standard 

deviation ( )
Mininum 

value 
Maximum 

value 
Height (m) 1.56 0.1127 1.31 1.78 
Weight (kg) 69.32 7.83 46 95 
BMI 28.92 5.24 18.19 41.95
Age 57.91 5.34 50 69
Age at menopause (years) 52.82 43.31 35 62 
Number of children 25.47 14.55 0 6 
Number of abortion 0.28 0.53 0 2 
Number of pregnancies 28.23 15.04 0 7 

3.2 Nutritional habits and life style questionnaire 
In order to find a relationship between the nutritional habits and the lifestyle of 
the post-menopausal women, a specific questionnaire was designed. The 
nutritional questions of this questionnaire were taken from the Diet History 
Questionnaire (DHQ) [16]. This is a Food Frequency Questionnaire (FFQ) 
developed by staff at the Risk Factor Monitoring and Methods Branch (RFMMB). 
The questionnaire contains some demographic questions about the patient, and 
others related to their health and lifestyle. The main block of questions in the 
survey is about dietary habits. The survey was distributed by hand to all the 
patients of the sample. 

The completion of the questionnaire by the patients, gave to the researchers a list 
of 39 variables including the BMD value for each of the patients. All the variables 
considered, according to previous medical researches have influence in the 
evolution of the osteoporosis disease [17]. These variables include factors such as 
calcium intake, proteins intake, number of pregnancies, height, body mass index 
(BMI), etc. 

4. Results and discussion 
In order to detect the influence of the 38 variables over the BMD and discard the 
less relevant, the Principal Components Analysis Algorithm (PCA) was employed 
[10-12, 18]. The PCA algorithm not only allows variables with a high degree of 
dependence between each other to be discarded but also performs a first 
evaluation of the relative influence that the variables would have on the parameter 
to model: the BMD, in this case. 

The definitive list of variables taken into consideration after the application of the 
PCA algorithm is listed in Table 2. The total number of prediction variables used 
to build the MARS model is 12. In this work we use a second-order MARS, so 
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that the basis functions of the models consist of linear and second-order splines 
and the maximum number of terms was not limited (no pruning).  

Table 2. Reduced set of variables used in the study and the value of their 5 first 
principal components. 

Name of the variable Comp. 1 Comp. 2 Comp. 3 Comp. 4 Comp. 5 
BMI 0.108 0.046 0.012 0.057 0.114 
CALCIUM 0.557 0.237 0.228 -0.207 0.138 
CHOLESTEROL 0.635 0.321 -0.385 -0.156 0.173 
CARBOHIDRATES 0.381 0.695 0.845 0.363 0.684 
ENERGY 0.281 -0.396 -0.144 0.023 0.012 
FATS 0.364 0.147 0.366 0.162 -0.203 
FOLATE 0.423 0.004 -0.008 0.010 0.000 
PHYS_ACT -0.572 0.136 0.185 0.125 -0.018 
PREGNANCIES 0.358 0.351 0.029 0.210 0.090 
PROTEINS 0.760 0.340 0.576 0.963 0.062 
SUN_EXPOSURE 0.643 0.093 0.597 0.485 0.266 
VITAMIN_D 0.560 0.840 0.038 0.079 0.342 

Figure 1: (a) Root mean square error (RMSC) versus model complexity and (b) 
residuals of the empirical data versus the MARS model results. 

(a) (b)
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Table 3. List of basis functions iB of the MARS model and their coefficients ia .

iB Definition ia

1B 1 0.73830 

2B .95492)26BMI( 0.02621 

3B 585)CALCIUM( 0.01019 

4B 0.45257)LCHOLESTERO( 0.00001 

5B 585)25.13TESCARBOHIDRA( 0.00235 

6B )800ENERGY( -0.02240 

7B )82473.12FATS( 0.00464 

8B )14585.250FOLATE( 0.00356 

9B )1PHYS_ACT( 0.05167 

10B )2SPREGNANCIE( 0.02203 

11B )69PROTEINS( 0.01091 

12B )1RESUN_EXPOSU( 0.03205 

13B )69VITAMIN_D( -0.00232 

14B 13.25585)ATES(CARBOHIDR.95492)26BMI( 0.00299 

15B 2)ES(PREGNANCI.95492)26BMI( 0.00147 

16B 69)(VITAMIN_D.95492)26BMI( 0.00006 

17B 13.25585)ATES(CARBOHIDR585)CALCIUM( 0.00010 

18B 250.14585)-(FOLATE585)CALCIUM( 0.00142 

19B 2)-ES(PREGNANCI585)CALCIUM( -0.01919 

20B 69)-(VITAMIN_D585)CALCIUM( 0.00865 

21B 800)-(ENERGY585)25.13TESCARBOHIDRA( 0.00116 

22B 2)-ES(PREGNANCI585)25.13TESCARBOHIDRA( 0.00399 

23B )82473.12FATS()800(ENERGY 0.00942 

24B )2SPREGNANCIE()800(ENERGY 0.00007 

The MARS model is computed using an 80% ( 244n ) of the data selected by 
random. The validation of the model obtained has been performed with the other 
20% of data ( 61n ) by means of the residuals calculating as the difference 
between empirical data and the obtained data through the MARS model. Figure 1 
(a) shows the root mean square error (RMSC) of the model as a function of the 
model complexity (number of terms). It can be observed that since term 20, the 
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addition of more does not reduce significantly the RMSC. Figure 1 (b) shows the 
residuals of the empirical data (the other 20%) versus the MARS model results. 
Table 3 shows a list of the 24 main basis functions of the MARS models and their 
coefficients ia . In spite of the model was computed without pruning, only the first 
24 terms are shown in Table 3 because as it has being stated before the reduction 
in the RMSC with the addition of more terms is not significant. 

According to what is shown in Table 3, the most important variables for the 
prediction of osteoporosis in post-menopause women are as follows: BMI, 
PREGNANCIES, PROTEINS, CALCIUM, ENERGY, PHYS_ACT, SUN 
EXPOSURE. From a mathematical point of view, its importance is defined by the 
value of their coefficients. 

Finally, it can be remarked that the model obtained was applied to a new sample 
of patients ( 20n ) showing a sensitivity of 90% and specificity of 85%. 

5. Conclusions 
MARS exhibits the capability of modelling complex relationship among variables 
without strong model assumptions. Besides, MARS does not need long training 
process and hence can save lots of modelling time when the data set is huge. 
Finally, one strong advantage of MARS over other classification techniques is 
that the resulting model can be easily interpreted as in our case. 
   
Due to the nonlinear and local character of the MARS model, we have being able 
to model very complex relationships in the data set. Although the interpretation of 
the basis functions is difficult, it is possible to evaluate the importance of certain 
variables for the model and thus to understand which variables have a high 
influence over the osteoporosis. The variables that have been found as important 
in the MARS model as well as the interactions they provide are in line with 
previous researches. 
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Abstract 

This paper presents a CBP-BDI planning model which 
incorporates a novel artificial neural network. The CBP-BDI 
model, which is integrated within an agent, is the core of a 
Multiagent System that allows managing the security in 
industrial environments. The proposed model uses Self-
Organized Maps to calculate optimum routes for the security 
guards. Besides, some technologies of Ambient Intelligence 
such as RFID and Wi-Fi are used to develop the intelligent 
environment that has been tested and analyzed in this paper. 
 
Key words: Multiagent Systems, Case-Based Reasoning, Cased-
Based panning, BDI, Ambient Inteligent, Selft-Organized Maps, 
RFID 
 

1 Introduction 
During the last decades, there has been an important evolution in the management 
of business using Artificial Intelligence techniques. But there are some aspects 
that still need to be improved, especially in techniques and technology for 
monitoring the workers activities in more efficient ways. It is necessary to 
establish security policies to manage risks and control hazardous events, 
providing better working conditions and an increase in productivity. 
Implementation of time control systems has a good influence in productivity, 
since the workers optimize their potential and enhance the process where they 
collaborate. The remote monitoring is becoming increasingly common in 
industrial scenarios, where recent studies [1] reveal that at least 3% of working 
shifts time is spent because of lack of time control system, allowing supervisors to 
observe the behaviour of remote workers and the state of facilities. 
Multi-agent systems have been recently explored as supervision systems, with the 
flexibility to be implemented in a wide diversity of devices and scenarios, 
including industrial environments. This has prompted the use of ubiquitous 
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computing [10], which constitutes the most optimistic approach to solve the 
challenge to create strategies that allow the anticipation and prevention of 
problems on automated environments [2]. The agents have several capabilities 
such us autonomy, learning, reasoning. They allow developing applications in 
dynamic and flexible environments. These capabilities can be modelled in 
different ways and with different tools [8], with the use of Case Based Reasoning 
(CBR) systems as a possibility. 
This paper focuses on presenting a hybrid CBR-based (Case Based Reasoning) 
deliberative agent architecture BDI (Beliefs, Desires, Intentions) [13] that 
incorporates a specialized planning mechanism Case-Based Planning CBP [5]  to 
implement the retrieve, reuse, revise and retain stages of the CBR system. These 
hybrids architecture will be called CBP-BDI [7] [5]. BDI agents use mental 
aptitudes as beliefs, desires and intentions to develop intentional processes. A 
CBR system uses past experiences to resolve new problems and executes a 
sequential cycle composed of four stages. The integration of CBR systems within 
BDI agents provides a powerful tool to resolve problems in dynamic 
environments. 
The use of wireless technologies, such as GPRS (General Packet Radio Service), 
UMTS (Universal Mobile Telecommunications System), RFID (Radio-frequency 
identification) [3], Bluetooth, etc., make possible to find better ways to provide 
mobile services and also give the agents the ability to communicate using portable 
devices (e.g. PDA’s and cellular phones) [4].  
In section 2 the basics of CBR systems are presented. Next, in section 3, the CBP-
BDI model proposed in this work is explained in detail. Then, in section 4, a case 
study is presented, describing the main technologies used to schedule and monitor 
security guards surveillance routes on industrial environments and finally, in 
section 5 results and conclusions are exposed. 

2 CBR and CBP 
Case-based Reasoning (CBR) is a type of reasoning based on the use of past 
experiences [9] to resolve new problems. CBR systems solve new problems by 
adapting solutions that have been used to solve similar problems in the past, and 
learn from each new experience. The primary concept when working with CBR’s 
is the concept of case. A case can be defined as a past experience, and is 
composed of three elements: A problem description, which describes the initial 
problem; a solution, which provides the sequence of actions carried out in order to 
solve the problem; and the final state, which describes the state achieved once the 
solution was applied. A CBR manages cases (past experiences) to solve new 
problems. The way cases are managed is known as the CBR cycle, and consists of 
four sequential phases: retrieve, reuse, revise and retain.  
Case-based planning (CBP) is a variation of CBR which consists of the idea of 
planning as remembering [5]. In CBP, the solution proposed to solve a given 
problem is a plan, so this solution is generated taking into account the plans 
applied to solve similar problems in the past. The problems and their 
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corresponding plans are stored in a plans memory. In practice, what is stored is 
not only a specific problem with a specific solution, but also additional 
information about how the plans have been derived. The formal description of a 
case-based planner can be formalized as a 3-tuple <I,G,Op>: 

• I is a set of formulae describing the initial state. 
• G is a set of formulae describing the goal specification. 
• Op is the set of operators (also called actions) that can be applied in a plan. 

Every action a Є Op is described in terms of pre-conditions Ca (what has 
to be fulfilled in order to the action can be executed) and port-conditions 
Ea (what has to be fulfilled after the execution of the action). 

A plan P is a tuple <S,B,O,L>: 
• S is the set of plan actions. There are two special actions: tI, those whose 

effects are I, that is, the initial state; and tG, those actions whose pre-
conditions are G, that is, the goal specification. 

• is an ordering relation on S allowing to establish an order between the plan 
actions. tI is always the first action and tG is the last action. If the ordering 
relation is total, P is a linear plan, whereas if it is a partial-order relation, P 
is a non-linear plan.  

• B is a set that allows describing the bindings and forbidden bindings on the 
variables appearing in P. 

• L is a set of casual links of the form 'ss p⎯→⎯ , where s, s’ Є S, p Є Es and p 
Є Cs’. That is, relations allowing to establish a link between plan actions.  

A plan P constitutes the solution generated to solve a planning problem when for 
each action s ≠ tI, for each p Є Cs there exists a causal link 'ss p⎯→⎯  and for each 
action s ≠ tG there exists at least a causal link ''ss q⎯→⎯ . In the case that the planner 
is interested in retaining the failures or unexpected situations during the plan, 
these failures or situations are represented as a set of formulae F. 

3 CBP-BDI 
Agents with BDI architecture have their origins in the practical reasoning of the 
traditional philosophy. These agents are supposed to be able to decide in each 
moment what action to execute according to their objectives. The practical reasoning 
undergoes two phases: in the first one the goals are defined and in the second one it is 
defined how to achieve such goals A representation based on an action requires an 
agent architecture in which the way to acquire and process the knowledge of the 
world, at the reasoning stage, is closely related to the way in which plans are 
constructed and used, in the phase of execution. In this section, we show how 
such a requirement can be achieved through a BDI agent model [7][13]. The 
terminology used is the following. 

• The environment M and the changes that are produced within it, are 
represented from the point of view of the agent. Therefore, the world can 
be defined as a set of variables that influence a problem faced by the agent  
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},,,{ 21 sM τττ L= with ∞<s  (1)   

• The beliefs are vectors of some (or all) of the attributes of the world taking 
a set of concrete values 

    M�isnbbB �i
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• A state of the world Ee j ∈  is represented for the agent by a set of beliefs 
that are true at a specific moment in time t. 

Let �jjeE ∈= }{  set of status of the World if we fix the value of t then  
    tjBbbbe �r
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• The desires are imposed at the beginning and are applications between a 
state of the current world and another that it is trying to reach 
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• Intentions are the way that the agent’s knowledge is used in order to reach 
its objectives. A desire is attainable if the application i, defined through n 
beliefs exists: 
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In our model, intentions guarantee that there is enough knowledge in the 
beliefs base for a desire to be reached via a plan of action.  

• We define an agent action as the mechanism that provokes changes in the 
world making it change the state,  

    
jiji eeaej EEa

=→
→

)(
:  (6)   

• Agent plan is the name we give to a sequence of actions that, from a 

current state 0e , defines the path of states through which the agent passes 
in order to reach the other world state.  
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→
)( 00

:  

               ))(()()( 0110 eaaeaeep nnnnn oLoL ==== −
 

1aap nn oLo≡  (7)   

Below, the attributes that characterise the plans in the case base are presented, 
which allow us to relate BDI language with the interest parameters within a CBP. 
A constraint satisfaction problem (CSP) planning problem is considered in order 
to lend the model generality. These kinds of problems do not only search for 
solutions but also have to conform to a series of imposed restrictions. Based on 
the theory of action, the set of objectives for a plan and the resources available are 
selected as a variable upon which the CSP problems impose the restrictions. A 
plan p is expressed as p=<E, O, O’, R, R’>, where: 
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E is the environment, but it also represents the type of problem faced by the agent, 
characterised by E = {e0, e*}, where e0 represents the starting point for the agent 
when it begins a plan, and e* is the state or states that it is trying to attain. 
O indicates the objectives of the agent and O’ are the results achieved by the plan. 
R are the total resources and R’ are the resources consumed by the agent.  Table 1 
shows the indicators derived from the attributes described above, used to identify 
and contrast the quality of the different plans (# means cardinal of a set).  
Indicator Formulae 
Efficacy of the plan: relationship between objectives attained and objectives proposed 

O
OOE f #

)(# ' ∩
=  

Cost of the plan: relationship between the resources used and the resources available 
R
RC

#
# '

=  

Efficiency of the plan: relationship between the objectives attained and the resources 
consumed '

'

#
)(#

R
OOE ff

∩
=  

Table 1.  Indicators of plan quality. 

If a problem E= {e0, e1} has been defined, a plan p to solve the problem can be 
characterised by the relationships between the objectives reached and the 
resources consumed between both states. The general functioning process is 
derived by following the typical phases of a case based system [14](eliminating 
the revision phase, since it can be external to the system needing the intervention 
of an expert). The reasoning process of this kind of system carries out the 
following four sequential stages (noticing that the revision stage has been 
eliminated: it usually is carried out by an expert and is external to the system):  

• Retrieval: Given a state of the perceived world e0 and the desire that the 
agent encounters in a state e0 ≠ e*, the system searches in the case base for 
plans that have resolved similar problems in the past. 

• Adaptation/Reuse: From the previous phase, a set of possible solutions 
for the agent {p1,…, pn} is obtained. In this phase, in accordance with the 
planning model G, the system uses the possible solutions to propose a 
solution  p* (8). 

*
10 ),,,( pppeG n =L  (8)   

• Learning/Retain: The plan proposed may achieve its objective or fail in 
its development. The information on the quality of the final plan in the 
wf(p*)  cycle is stored for the future and is directly proportional (i) to the 
initial value of wi(p*), and (ii) to the “rate of use” α(�), where �  is the 
number of times that the plan has been used in the past. 

)()()( ** �pwpw if α=  (9)  

The model proposed conforms to the conditions required in order to obtain a 
representation and reasoning based on the action [16]. The capabilities of the 
hybrid system restrict what kind of plans can be generated. Plans structure and 
world representation can be easily adapted to a wide range of problems. 
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4 Case Study 
A multi-agent system has been developed to provide control over the activities 
performed by the staff responsible for overseeing the industrial environments. The 
agents in the system calculate the surveillance routes for the security guards 
depending on the working shifts, the distance to be covered in the facilities and 
the security guards available. Considering this latter feature, the system has the 
ability to re-plan the routes automatically. A supervisor can set the possible 
routes, defining the areas that must be supervised. It is also possible to track the 
workers activities (routes completion) over the Internet. 
 

 
Figure 1. System Structure 

 
Radiofrequency Identification (RFID) is a key technology in this development. It 
can be used to electronically identify, track, and store information about products, 
items, components or people. Once defined the system structure, shown on Figure 
1, it is possible to define the five different kinds of agents: 

• Guard Agent. It is associated to each PDA. Manages the portable RFID 
readers to get the RFID tags information on every control point. 
Communicates with Controller Agents to check the accomplishment of the 
assigned surveillance routes, to obtain new routes, and also to send the 
RFID tags information via Wi-Fi. 

• Manager Agent. Controls the rest of agents in the system. Manages the 
connection and disconnection of Guard Agents to determine the available 
security guards available. The information is sent to the Planner Agent to 
generate new surveillance routes. It also receives incidences (omitted 
control points, route changes, new security guard connected/disconnected, 
security guards notifications, etc.) from the Controller Agents and Guard 
Agents and, depending on its priority, informs the Advisor Agent. 
Manager Agent stores all the system information (incidences, time, data, 
control points, route status, etc.) into a database.  

• Planner Agent. Generates automatically the surveillance routes which are 
sent to the Manager Agent to distribute them among the security guards. 

• Controller Agent. Monitors the security guards activities by means of the 
control points checked. Once a surveillance route is generated by the 
Planner Agent, the average time to reach each control point is calculated. 
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The Controller Agent also handles the associated route incidences and 
sends them to the Manager Agent. 

• Advisor Agent. Administer the communication with the supervisors 
(person). Receive from the Manager Agent the incidences, and decide if 
are sent to the supervisor. Incidences can be sent via Wi-Fi, SMS or 
GPRS.  

The agents of the system react to the events in the environment. The most 
important agent in the system is the Planner agent, which incorporates the CBP-
BDI model. Table 2 shows the structure for a plan will considered by the Planner. 

Task Field Field Type 
taskList ArrayList of Position 
numberAgents Time 

Table 2. Task structure 

The information stored for each route is shown in Table 3. 

Task Field Field Type 

taskList{Position, Estimated Arrive, Arrive} ArrayList of Task 

Table 3. Route 
The variation of the agent plan pA(t) will be provoked essentially by: the changes 
that occur in the environment and that force the initial plan to be modified, and 
the knowledge from the success and failure of the plans that were used in the past, 
and which are favoured or punished via learning. The planning is carried out 
through a neural network based on the Kohonen network [12]. Each of the phases 
of the CBP-BDI planner are explained in detail in the following sub-sections: 

��� ����	
��
In this phase the most similar plan resolved in the past including all the control 
points indicated in the new problem is recovered. The information of the plan is 
given for the following record.  

>===< gnixxxxT iiii },...1), ,(/{ 21
 (10)  

Being xi the control point i that it will be visited, (xi1,xi2) the coordinates of point I 
and g the number of security guards. The routes ri recovered follow the equation. 

girR i ...1} { == where gjjirrTr jii ...1  , =≠∀=∩⊆ φ  (11)  

��� �����
If }{φ=R or the user establishes that he wishes to make a new distribution of the 
routes, the system will create a new allocation for the control points among 
routes. The following algorithm allows distributing the points. For surveillance 
routes calculation, the system takes into account the time and the minimum 
distance to be covered. So it is necessary a proper control points grouping and 
order on each group. The planning mechanism uses Kohonen SOM (Self 
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Organizing Maps) neural networks with the k-means learning algorithm [11] to 
calculate the optimal routes and assign them to the available security guards.  
Neural networks allow the calculus of variable size data collections, and reduce 
the time and distances to be covered. The distribution of the control points must 
follow the equation. In addition, the control points can be changed on each 
calculation, so the surveillance routes are dynamic, avoiding repetitive patterns. 
Once the distribution of the points among routes ri has been made, the CBP-BDI 
starts spreading the control points among the available security guards. Then, the 
optimal route for each one is calculated using a modified SOM neural network. 
The modification is done through a FYDPS neural network, changing the 
neighbourhood function defined in the learning stage of the Kohonen network. 
The new network has two layers: IN and OUT. The IN layer has two neurons, 
corresponding the physical control points coordinates. The OUT layer has the 
same number of control points on each route [10]. Be 1 2( , ) 1, .i i ix x x i �≡ = L  the i 
control point coordinates and 1 2( , ) 1, ,i i in n n i �≡ = L the i neuron coordinates 
on

2ℜ , being N the number of control points in the route. So, there are two 
neurons for the IN layer and N neurons for the OUT layer. The weight 
actualization formula is defined by the following equation: 

))()()(,,()()()1( twtxthkgttwtw kiikiki −+=+ η  (12)  

Be kiw  the weight that connect the IN layer i neuron with the OUT layer k neuron. 
t represents the interaction;  )(tη  the learning rate; and finally, ),,( thkg the 
neighbourhood function, which depends on three parameters: the winner neuron, 
the actual neuron, and the interaction.  
A decreasing neighbourhood function is considered with the number of 
interactions and the winner neuron distance. 
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(13)  

λ and β are determined empirically. The value of λ is set to 1 by default, and the 
values of β  are set between 5 y 50. t is the current interaction. Its value is 

obtained by means of β N. [ ] xExp x e= , where N is the number of control points. ijf  
is the distance between two points i and j. Finally, }{ ijfMax represents the 
maximum distance that joins those two points.  
To train the neural network, the control points groups are passed to the IN layer, 
so the neurons weights are similar to the control points coordinates. When all the 
process concludes, there is only one neuron associated to each control point. To 
determine the optimal route, the i neuron is associated with the i+1 neuron, from 
i=1, 2, …, N, covering all the neurons vector. A last interval is added to complete 
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the route, associating the N neuron with the i neuron. The learning rate depends 
on the number of interactions, as can be seen on the following equation: 

4( ) tt Exp
�

η
β

⎡ ⎤
= −⎢ ⎥

⎣ ⎦  
(14)  

The neurons activation function is the identity. When the learning stage ends, the 
winner neuron for each point is determined, so each point has only one neuron 
associated. The optimal route is then calculated following the weights vector. This 

vector is actually a ring, where the 1n  neuron is the next �n  neuron. Initially 
considering a high neighbourhood radius, the weights modifications affect the 
nearest neurons. Reducing the neighbourhood radius, the number of neurons 
affected decrease, until just the winner neuron is affected.  

The initial number of interactions is 1T �β=  in the first stage. When t �β= , the 
weights of the possible couple of neurons are changed from the neurons ring 
obtained. If the distance is optimized, the number of interactions is reduced to 
continue the learning. In the Z phase, the total number of interactions is: 

1
1

Z
Z Z

TT T
Z

−
−= −

 
(15)  

The objective of these phases is to avoid the crossings. Once all interactions are 
concluded, the distance obtained is analyzed to determine if it is the optimal 
distance. So, the recoil in the number of interactions is reduced each time, 
obtaining a maximum number of interactions, although the value is variable. 
Figure 2 shows the routes calculated for one and two security guards. 

 
Figure 2. Planned routes for one (left) and two (right) security guards 

��� ����	��������
	���
In this case study, the final routes for the users were stored when they were 
successfully completed. 

5 Results and Conclusions 
The system presented on this paper has been implemented and tested over 
experimental and controlled scenarios. Simulations have been done to calculate 
surveillance routes and monitor the accomplishment of each one. The results 
obtained have shown that it is possible to find out the necessary number of 
security guards depending on the surveillance routes calculated by the system.  
To evaluate the system efficiency, a comparison after and before the prototype 
implementation was done, defining multiple control points sets and just one 

© CMMSE Volume I Page 221 of 720 ISBN: 978-84-612-1982-7



CMMSE 2008 
 

security guard. The results of times and distances calculated by the users and the 
system are shown on Figure 3. 

 
Figure 3.Distance calculated for one security guard and multiple control points sets 

 
The system provides optimized calculations, so the time and distance are reduced. 
A complete working day shift can be fixed according the system results, for 
example, if the route calculated is too long or the time exceeds eight working 
hours, a new guard must be incorporated. The usage of a CBP-BDI agent allows 
the system to increase its performance since the ANN facilitates automatic route’s 
calculation. The plans are more suitable to the user’s skills because the planner 
takes into account their profiles and the results obtained in previous experiences, 
so they have a more realistic estimation of times to go between control points. 
Moreover, the CBP-BDI allows reducing the number of preplanning in the 
system. The planner with ANN only calculates the routes when it is necessary to 
replan or the system doesn’t have any similar case in the memory. The 
administrator is able to redistribute the control point whenever he wonders. In this 
way the system avoids over-learning. In Figure 4b it is possible to see how the 
percentage of variation for the routes related to the increase the weeks. In Figure 
4a shows the average number of estimated security guards needed to cover an 
entire area, which consisted on a mesh from 20 to 100 control points, with an 
increment of 5 control points. The results are clear, for example, for 80 control 
points, the users estimated 4 security guards, but the system recommended only 3. 

 
Figure 4(a). Average number of estimated security guards. (b) Percentage of replanning 

 
The results obtained so far are positive. It is possible to determine the number of 
security guards needed to cover an entire area and the loops in the routes, so the 
human resources are optimized. In addition, the system provides the supervisors 
relevant information to monitor the workers activities, detecting incidences in the 
surveillance routes automatically and in real-time. The system presented can be 
easily adapted to other scenarios with similar characteristics.  
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Abstract

This work is about numerical simulations of tornadoes. More precisely the
problem is to, first, simulate, numerically, a tornado like vortex going through a
populated area, and, then analyze the paths as it impacts facilities. This study
started after a tornado classified F2 on the Fujita scale hit Embry- Riddle Aeronau-
tical Daytona Beach campus in December 2006. The computational domain is the
Florida ERAU campus and includes accurately all the different buildings. Compu-
tations of turbulent flow around several complex shaped buildings are performed
using a k − ε turbulence model. They include a artificially tornado like vortex
generated using a pressure gradient. The boundary conditions are discussed. The
results obtained are physically reasonable.

Key words: CFD, Finite volume, k − ε, Tornadoe like vortex.
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Figure 1: Computational domain:
ERAU Daytona Beach campus

Figure 2: Flow simulation, horizontal
West-East wind, tornadoe generated
in the south west region.
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Abstract

The aim of this paper is to develop new finite elements on quadrilaterals which
give a polynomial approximation on each element of the triangulation. Pseudo-
conform Lagrange and mixed finite elements are proposed.

Key words: Lagrange and mixed finite elements, polynomial approximation, non
conform approximation, quadrilateral meshes

1 Introduction

Quadrilaterals and hexahedra are often used in meshers particularly in geophysical
applications and in fluids mecanics. When the geometry and the medium are struc-
tured, regular rectangular meshes are used. Otherwise general convex quadrilaterals or
hexahedra are used. Then, with isoparametric Lagrange finite elements([1],[2],[5]) or
mixed finite elements ([3],[4]), we must construct finite elements on the mesh by using
multilinear mappings to a reference rectangle or rectangular solid.
Lagrange finite elements do not converge on irregular quadrilaral or hexaedral meshes
whereas Lagrange isoparametric finite elements do, but the jacobians of these mappings
leads to non polynomial basis functions on the elements of the mesh . For mixte finite
elements, consequences are even worse since the use of the Piola transform to work on
the reference element is effective only when the mapping is linear otherwise a loss of
order of convergence is observed ([6]).
To built our finite elements, we consider a quadrilateral as a distortion of a parallelo-
gram and the Lagrange basis functions are built under conditions of weak-continuity of
the unknowns between the elements. So the finite elements obtained are not conform
but the conditions of weak-continuity are sufficient to ensure the expected order of
convergence. In this study, we present finite elements of lower degree.
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2 Geometry description

In this section we show that a distorded quadrilateral can be discribed with (by) a vector
of distortion d as shown in 1. Let K be a convex quadrilateral of R2, let ai(1 ≤ i ≤ 4)
denote its vertices and γm(1 ≤ m ≤ 4) its edges. bm is the edge midpoint of γm and
a0 = 1

4

∑
1≤i≤4 ai is the center of K (isobarycenter of the vertices).

Let K̂ = [−1,+1]2 be the reference square. The vertices of K̂ are denoted by âi, 1 ≤ i ≤ 4
and its edges by γ̂m, 1 ≤ m ≤ 4.
Let F � be the invertible affin transform of R2 into R2 defined by F �(0) = a0, F

�(̂bm) =
bm m = 1, 2, the image by F � of the square K̂ is a parallelogram K�.
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Figure 1: Vertices and edges numerotation and distortion parameter

Proposition 1

Kconvex⇐⇒
∣∣∣d�

1

∣∣∣ +
∣∣∣d�

2

∣∣∣ < 1

3 The model problem and the patch tests

We consider the following second order elliptic problem:

−div(A∇u) = f in Ω (1)
u = 0 on Γ
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where Ω ⊂ Rd (d = 2, 3) is a bounded domain with a Lipschitz boundary Γ = ∂Ω and
A = (ai,j) a symmetric matrix of coefficients sufficiently smooth, satisfying

∀x ∈ Ω̄,∀ξ ∈ Rd c
d∑

i=1

ξ2i ≤
d∑

i,j=1

ai,j(x)ξiξj ≤ c−1
d∑

i=1

ξ2i

Let τh be the triangulation of Ω into quadrilateral. We look for non conforming finite
elements so the study of the consistancy ([7]) error gives the conditions that the basis
functions must satisfy.
In this section we develop a variational formulation for the primal and mixed problem
and give sufficient conditions on the spaces of discretisation to control the error of con-
sistancy with the expected order (patch tests).
For Lagrange finite elements the patch test is satisfied if the mean value of the approx-
imation on each edge is continuous.
For mixed finite elements the patch test is satisfied if the first momentum of the ap-
proximation on each edge is continuous.

4 Polynomial finite elements

This section is devoted to the construction of polynomial finite elements on quadrilat-
erals satisfying the patch test. In the first subsection we study the case of Lagrange
finite elements and in the second the case of Raviart-Thomas finite elements. For each
finite element we give explicitly the basic functions and local error estimates.

4.1 Lagrange finite elements

The purpose is to build a finite element (K,VK , SK) where the degrees of freedom are
the vertices set of K, and VK is a polynomial space.
Let be VK =

{
q ∈ QK

2 ∩ P3; q(bm) = 1
2

∑
ai∈γm

q(ai), for allm = 1, ..., 4
}

and SK =
{ai; 1 ≤ i ≤ 4}
Theorem 2 For any convex quadrilateral K, the triad (K,VK , SK) is a Lagrange finite
element.

4.2 Raviart-Thomas finite elements

Let us consider now the following vectorial polynomial space:

ΨK =
{
w ∈ BDMK

[1]; for 1 ≤ m ≤ 4 ,∀p ∈ P1∫
γm
pw.n dσ = 1

|γm|
∫
γm
p dσ
∫
γm

w.n dσ
}

and the set of degrees of freedom ΣK =
{
w �→ ∫γm

w.n dσ; 1 ≤ m ≤ 4
}

. We have the
following result:

Theorem 3 For any convex quadrilateral K, the triad (K,ΨK ,ΣK) is a Raviart-
Thomas finite element.
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5 Numerical tests

In this section some numerical tests illustrating the previous results are presented.

6 Some extensions

In this section, we give some explanations to built finite elements of higher order and
we discuss the possibilities of extensions to 3D case.
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Abstract

Let V be a finite-dimensional complex vector space and let g, h : V ×V → C be two
non-degenerate symmetric bilinear forms. Let G,H be the groups of isometries of
g, h, respectively. If the endomorphism L : V → V associated to g, h is diagonaliz-
able, then dim(G ∩H) =

∑r
i=1

(
mi

2

)
, where mi, i = 1, . . . , r, are the dimensions of

the eigenspaces of L.

Key words: Bilinear form, Complex vector space, Diagonalizable endomor-
phism, Group of isometries.

MSC 2000: AMS codes (optional)

1 Introduction and preliminaries

Let V,W be two complex vector spaces of finite dimension and let L(V,W ) be the space
of C-linear mappings from V into W . We write gl(V ) = L(V, V ) and we denote by
GL(V ) the linear group of V , i.e., the group of invertible elements in gl(V ).

An element A ∈ gl(V ) is said to be an isometry of a symmetric bilinear form
g : V × V → C if the following equation holds:

g (A(x), A(y)) = g(x, y), ∀x, y ∈ V. (1)

As a simple computation shows, we have

Lemma 1 Let g : V × V → C be a symmetric bilinear form on an n-dimensional
complex vector space V and let V ′, V ′′ be vector subspaces such that, (1) g|V ′ is non-
degenerate, (2) g(v, v′′) = 0, ∀v ∈ V, ∀v′′ ∈ V ′′, and (3) V = V ′ ⊕ V ′′.
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Then, every isometry A ∈ gl(V ) of g can be written as

A =
(
A′ O
B C

)
, B ∈ L(V ′, V ′′), C ∈ gl(V ′′),

and A′ is an isometry of g|V ′.

Consequently, the structure of the set of isometries of a degenerate symmetric
bilinear form g can be recovered from the non-degenerate part of g. Because of this,
below we confine ourselves to consider only non-degenerate symmetric bilinear forms.
In this case, every isometry of g is invertible, as the equation (1) implies detA = ±1,
and the set of all isometries of g is a subgroup of GL(V ), which is denoted by G. By
choosing a orthonormal basis in V , every element of G is represented by an orthogonal
matrix and we have an isomorphism G ∼= O(n,C).

We also remark on the fact that G is a closed subgroup in GL(V ) and hence, G is
a Lie subgroup of the linear group of V , which Lie algebra will be denoted by g.

2 Main result

Theorem 2 Let V be an n-dimensional complex vector space and let

g, h : V × V → C

be two symmetric bilinear forms, which are assumed to be non-degenerate. Let G,H be
the groups of isometries of g, h, respectively and let L : V → V be the endomorphism
associated to g, h, i.e., g(x, L(y)) = h(x, y), ∀x, y ∈ V . If L is diagonalizable, then

dim(G ∩H) =
r∑

i=1

(
mi

2

)
,

where mi, i = 1, . . . , r, are the dimensions of the eigenspaces of L.

Sketch of the proof. Let αi, i = 1, . . . , r, be the distinct eigenvalues of L and let E(αi)
be the eigenspace attached to αi. As L is diagonalizable, we have V = ⊕r

i=1E(αi)
and E(αi) and E(αj) are orthogonal with respect to both metrics for i �= j. There
exist basis of every subspace E(αi) to which the Gram-Schmidt process can be applied.
Collecting all theses bases, we obtain a basis (v1, . . . , vn) of eigenvectors for L which is
also g-orthonormal and the matrices of g and h in this basis are,

Mg = In = n× n identity matrix,

Mh = diagonal
(
α1,

(m1. . . , α1, . . . , αr,
(mr. . . , αr

)
, m1 + . . .+mr = n.

Let g (resp. h) be the Lie algebra of G (resp. H). As is known ([2, Theorem 3.31])
the exponential map exp: g → G induces an diffeomorphism from an open neighbour-
hood of the origin in g onto an open neighbourhood of the unit element in G. Hence
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dim(G∩H) = dim(g∩h), and we are led to determine the Lie algebra of the intersection
subgroup. As g = {A ∈ gl(V ) : g (x,A(y)) + g (A(x), y) = 0,∀x, y ∈ V }, and similarly
for h, we conclude that g∩ h can be identified to the subspace of n×n skew-symmetric
matrices A = (aij) such that, AtMh +MhA = 0. By decomposing A in blocks,

A =

⎛⎜⎝ A11 . . . A1r
...

. . .
...

Ar1 . . . Arr

⎞⎟⎠ ,
each Aij being a mi ×mj matrix for i, j = 1, . . . , r, we obtain Aij = 0, i �= j, and the
submatrices A11, . . . , Arr are arbitrary. As dim o(m,C) =

(
m
2

)
, we can conclude. �

Taking [1, Chapter 7,Theorem 1] into account, we also obtain

Corollary 3 Let U ⊂ S2V ∗ be the subset of non-degenerate bilinear forms. The pairs
(g, h) ∈ U × U for which the conclusion of the theorem above holds is a dense subset in
U × U .

3 Concluding remarks

Remark 4 According to the proof of the previous theorem, the matrices of the form

exp(Ã11) · · · exp(Ãrr), Aii ∈ o(mi,C), 1 ≤ i ≤ r,

Ãii =

⎛⎝ Oμi,μi Oμi,mi Oμi,n−μi+1

Omi,μi Aii Omi,n−μi+1

On−μi+1,μi On−μi+1,mi On−μi+1,n−μi+1

⎞⎠ ,
where μi = m1+. . .+mi−1, and Oμ,ν denotes the null μ×ν matrix, span the intersection
group G ∩ H. Hence the problem of computing the intersection group is feasible: In
fact, it reduces to exponentiate skew-symmetric matrices of size m1, . . . ,mr.

Remark 5 The previous theorem is no longer true if the endomorphism L is not di-
agonalizable. For example, for the metrics g, h with matrices

Mg =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(k︷ ︸︸ ︷⎛⎜⎝ 0 . . . 1
... . . .

...
1 . . . 0

⎞⎟⎠ O

O

(n−k︷ ︸︸ ︷⎛⎜⎝ 0 . . . 1
... . . .

...
1 . . . 0

⎞⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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Mh =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(k︷ ︸︸ ︷⎛⎜⎜⎜⎜⎜⎝
0 0 . . . 1 α
0 0 . . . α 0
...

... . . .
...

...
1 α . . . 0 0
α 0 . . . 0 0

⎞⎟⎟⎟⎟⎟⎠ O

O

(n−k︷ ︸︸ ︷⎛⎜⎜⎜⎜⎜⎝
0 0 . . . 1 α
0 0 . . . α 0
...

... . . .
...

...
1 α . . . 0 0
α 0 . . . 0 0

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

respectively, as a computation shows, we have dim(g∩ h) = min(k, n− k), whereas α is
the only eigenvalue of L and dimE(α) = 2.

4 An example

Assume dimV = n = 5, and that L has two distinct eigenvalues α, β such that
dimE(α) = 2, dimE(β) = 3. In this case, g ∩ h is identified to the matrices of
the form

A =
(
A11 O
O A22

)
, A11 =

(
0 d
−d 0

)
, A22 =

⎛⎝ 0 a b
−a 0 c
−b −c 0

⎞⎠ .

According to Remark 4, the intersection group is generated by exp Ã11 exp Ã22.
Exponentiating, we obtain

exp Ã11 exp Ã22 =

⎛⎜⎜⎜⎜⎝
(

cos d sin d
− sin d cos d

)
O

O

⎛⎝ λ11 λ12 λ13

λ21 λ22 λ23

λ31 λ32 λ33

⎞⎠
⎞⎟⎟⎟⎟⎠ ,
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where v = (a, b, c), and

λ11 =
c2 +
(
a2 + b2

)
cos(|v|)

|v|2 ,

λ12 =
a|v| sin(|v|) + bc (cos(|v|)− 1)

|v|2 ,

λ13 =
b|v| sin(|v|)− ac (cos(|v|)− 1)

|v|2 ,

λ21 = −a|v| sin(|v|)− bc (cos(|v|)− 1)
|v|2 ,

λ22 =
b2 +
(
a2 + c2

)
cos(|v|)

|v|2 ,

λ23 =
c|v| sin(|v|) + ab (cos(|v|)− 1)

|v|2 ,

λ31 = −b|v| sin(|v|) + ac (cos(|v|)− 1)
|v|2 ,

λ32 = −c|v| sin(|v|)− ab (cos(|v|)− 1)
|v|2 ,

λ33 =
a2 +

(
b2 + c2

)
cos(|v|)

|v|2 .
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Abstract
This paper presents a methodology to introduce time-
dependent parameters for a wide family of models 
preserving their analytic tractability. This family includes 
hybrid models with stochastic volatility, stochastic interest-
rates, jumps and their non-hybrid counterparts. The 
methodology is applied to Heston’s model. A bootstrapping 
algorithm is presented for calibration. A case study works 
out the calibration of the time-dependent parameters to the 
volatility surface of the Eurostoxx 50 index. The 
methodology is also applied to the analytic valuation of 
forward start vanilla options driven by Heston´s model. This 
result is used to explore the forward skew of the case study. 

Key workds— Smile, forward skew, hybrid models, 
transform methods, Heston’s model, piecewise constant 
parameters, characteristic function. 

1 Introduction 
Considering the smile effect when pricing and hedging exotics is an issue of 
major concern for both traders and practitioners. Pricing complex exotic 
derivatives according to a particular skew model is typically carried out using 
Monte-Carlo methods. However, calibration of model parameters to market 
involves many evaluations of vanilla products. Therefore, an analytic or at 
least a quick evaluation method for vanilla options is crucial. One of the major 
drawbacks of analytic models is that they depend on just a few parameters 
which do not provide enough degrees of freedom to fit the market at several 
maturities. The whole motivation of this paper is to provide more degrees of 
freedom by introducing piecewise constant time-dependent parameters. 

This problem is not new and several authors have already given solutions for 
specific models. The main contribution of this paper is a methodology to 
extend not only a specific model, but a wide family of them so that time-
dependent parameters can be introduced preserving analytic tractability. This 
family includes models with stochastic volatility (e.g. [Heston, 1993]), jumps
(e.g. [Merton, 1976]) and hybrid models with stochastic volatility and 
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stochastic interest rates correlated with the underlying (e.g. [Bakshi, 1997] and 
[Scott, 1997]). The methodology is based on characteristic function methods 
which describe the probability distributions of the stochastic processes in 
terms of the characteristic function. This general methodology is illustrated by 
applying it to Heston’s model for valuation of both spot and forward start 
vanilla options. This same problem has already been addressed by [Mikhailov
et al, 2005] from a completely different perspective using partial differential 
equations. In the latter paper, the solution to Heston´s partial differential 
equation is obtained for successive periods with different sets of parameters. 
The solution of the last period is used as initial condition for the preceding 
one. The solution of this period is applied to the preceding one until the first 
period is reached. 

Another very interesting related work may be found in [Piterbarg, 2005] and 
[Piterbarg, 2006]. These papers derive approximate formulas to imply time-
dependent parameters in between maturities from average parameters which 
fit market prices at each maturity. This allows an independent calibration of 
average parameters to fit market prices at each maturity (this data may already 
be available in trading desks). From these average parameters, a time-
dependent model is implied. This model replicates the distribution and market 
prices at each maturity. The specific model used to describe the underlying 
process is the displaced diffusion stochastic volatility model in [Andersen et 
al, 2002]. A local volatility function controls the slope of the implied volatility 
smile allowing independent Brownian motions for the stochastic volatility and 
the underlying process. 

[Britten-Jones et al, 2000] prove that for all continuous processes the expected 
value of realized variance up to a given maturity is defined by vanilla option 
prices for that maturity with respect to a continuum of strikes. This means that 
all possible models which calibrate vanilla option prices must have the same 
expected value of realized variance. For instance, Dupire’s local volatility 
model fits the expected value of realized variance by a deterministric function 
(the local volatility). It is important to have in mind that exotic pricing has to 
be taken with care and prices given by any model should be considered in its 
right context. [Schoutens et al, 2004] or [Britten-Jones et al, 2000] give some 
examples of how a variety of different models fitting the smile option prices 
give considerably different prices depending on the hypothesis of the 
underlying process. Section 5 works out two different calibration sets which fit 
market prices. They will be compared in section 7 in terms of the forward 
skew and the price differences will be explained. Most traders and 
practitioners like to compare the prices of different models and trade and 
hedge with the model which gives the closest price to market (or what they 
think that should be the correct market price). 

The paper is organized in five sections. Section 2 (the main contribution of the 
paper) presents a general methodology to derive characteristic functions for a 
time horizon where the parameters of the underlying process may change. This 
characteristic function is expressed in terms of the characteristic functions of 
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each sub-period where parameters change. Section 3 applies the methodology 
to the well-known model by Heston and section 4 proposes a bootstrapping 
calibration algorithm. Section 5 presents a case study which works out two 
different calibration sets of a Heston model with time-dependent parameters to 
the volatility surface of the Eurostoxx 50 index. Section 6 applies again the 
methodology to derive a semi-analytic formula for the valuation of forward 
start vanilla options driven by Heston´s model. Section 7 uses this formula to 
explore the forward skew of both calibration sets provided by section 5 and 
explaing why they give different results. The paper ends with some 
conclusions. Appendix A derives a more general version of Heston’s 
characteristic function so that the new methodology can be applied. 

2 Characteristic functions of models with time dependent 
parameters
Consider the characteristic function (1) of the distribution of a Markov N-
dimensional process . From a mathematical point of view, 
the characteristic function is the Fourier Transform of the density function.  

))(,),(()( 1 txtxt Nx

N

vv dfee uuv
ii

uuv
R

xXxX xxXExX )()(  (1) 

The notation )( uuv xX  and )( uuvf xX  refers to the characteristic function and 
the density function of the joint distribution of the process )( vv txx  at time ,
conditioned by its initial value 

vt
)( uu txx  at .ut )( uuv xX  is a function of the 

vector  and the notation ),,( 1 NXXX )( vkkv txXxX  refers to the inner 
product of vectors X and .vx

Consider now the family of exponential characteristic functions of the form 
(2) with exponents linear in the stochastic processes  at time . The vector 
function  and the function  depend not only 
on X, but on the parameters of the particular model under consideration in the 
period from  to . This parameter dependence is dropped to simplify 
notation.

ux ut
))(,),(()( ,1, XXXD Nuvuvuv DD )(XuvC

ut vt

uuvuvuuv C xXDXxX )()(exp)(  (2) 

A wide range of models belong this class. Examples are provided below. 
Equation (3) presents the form of the characteristic function of Merton’s 
lognormal jump diffusion model [Merton, 1976]. The variable  is the sum 
of all jumps (which happen randomly following a Poisson process) up to time 

.

ug

ut

uuvuuv iGgGCgG )(exp)(  (3) 

The form of the characteristic function of the fixed income short rate model by 
Cox, Ingersoll and Ross [Cox et al, 1985a] is given by equation (4), where 
is the short rate at time .

ur

ut
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uuvuvuuv rRiDRCrR )()(exp)(  (4) 

Similarly, the form of the characteristic function of Heston’s lognormal model 
with stochastic volatility [Heston, 1993] is presented by equation (5), where 

 is the logarithm of the underlying stock and  is the variance (both at time 
).

ux uv

ut

uuuvuvuuuv iXxvVXDVXCvxVX ),(),(exp),,(  (5) 

An example of a hybrid model combining the latter four  altogether such as 
[Bakshi, 1997] or [Scott, 1997] is given by equation (6), where C and D
depend on the four variables X, V, R and G.

uuuuvuuvuv GgXxvDrDC
uuuuuv egrvxGRVX 1,2,),,,,,,(  (6) 

All these models allow for quick semi-analytic formulas to price vanilla 
options by using transform methods that invert the characteristic function. The 
main drawback of these models is that they depend on a few parameters which 
do not provide enough degrees of freedom to calibrate the market. The goal of 
this section is to derive the characteristic function of a process that may have 
time- dependent parameters. 

As vanilla options used for calibration are usually European, all the 
information of a Markov process with independent increments up to an instant 
is given by the joint probability distribution of the stochastic variables which 
describe it at that instant (marginal distributions can always be calculated from 
the joint distribution). In addition, all the information necessary to continue 
the evolution of this process from an instant  to a later one , is the joint 
distribution at  and the evolution law from  to . Fig. 

ut vt

ut ut vt 1 represents 
graphically this information: from 0 to  the process is described by the 
characteristic function 

ut
)( 00 xXu  conditioned by  and from  to , the 

process is described by 
0x ut vt

)( uuv xX  conditioned by . Note that both 
characteristic functions may represent the underlying evolution with different 
parameters. In this context, the goal is to obtain the characteristic function 

ux

)( 00 xXv  of the joint distribution at  given  in terms of vt 0x )( 00 xXu  and 
)( uuv xX .

0 ut vt

00 xXu uuv xX

uu t0 uvuv tt

a

Fig. 1: Graphical representation of a Markov process with independent increments in two 
consecutive periods.  

Equation (7) shows the definition of the characteristic function under search. 

N

v
vv

i
vv fed

R

xX xxxxX )( 0000  (7) 
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As non-overlapping intervals are independent, the density from 0 to  is the 
product of the densities from 0 to  and from  to , summed over all 
intermediate paths  as shown in equation 

vt

ut ut vt

ux (8).

N
uvuvuuuvv ffdf

R

xxxxxxx )()()( 0000  (8) 

Substituting (8) in (7) and exchanging the sum order (summing over  first) 
yields equation 

vx
(9):

N

v

N
uvuv

i
vuuuv fedfd

R

xX

R

xxxxxxxX )()()( 0000  (9) 

As the second integral of (9) is the definition of )( uuv xX , equation (9)
becomes (10):

N
uuvuuuv fd

R

xXxxxxX )()( 0000  (10) 

Substituting equation (2) in equation (10), applying the definition of )( 00 xXu

in (12) and substituting )( 00 xXu  according to equation (2) in  (13) yields: 

N
uuvuvuuuv Cfd

R

xXDXxxxxX )()(exp)()( 0000  (11) 

uuvuuuuv iifdC
N

xXDxxxX
R

)(exp)()(exp 1
00  (12) 

0
1

0 )()(exp xXDX uvuuv iC (13)

0
1

0
1

0 )()()(exp xXDDXDX uvuuvuuv iiCC  (14) 

Applying equation (2)  to the interval 0 to  yields vt (15):

00000 )()(exp)( xXDXxX vvv C  (15) 

Identifying terms between equations (14) and (15) yields (16): the expression 
of )( 00 xXv  in terms of )( 00 xXu  and )( uuv xX .

)(

)(
1

00

1
00

XDDXD
XDXX

uvuv

uvuuvv

i
iCCC

 (16) 

Consider now Fig. 2 with a series of periods in which the parameters of the 
process are different.

a

0 1t Mt

0101 , DC

2t 1Mt

1212 , DC MMMMC ,1,1 , D

2 MM ,1

      
      

Fig. 2: Example of a five period process. 
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The characteristic function M0  at a given maturity  can be obtained 
recursively applying equation 

Mt
(16) to MM ,1 , given by equation (2), and 1,0 M .

1,0 M  is obtained applying again equation (16) to 1,2 MM , given by equation 
(2), and 2,0 M . This process continues until 02  is obtained applying equation 
(16) to 01  and 12  where both are calculated using equation (2).

The marginal distribution of the hth stochastic variable can be calculated from 
the definition of characteristic function by setting to zero all the  except for 

 as indicated in equation 
kX

hX (17).

hkXNvhhv
k

XXtxX
   001000 ),,())(( x  (17) 

3 Application to Heston’s model 
Equation (18) presents Heston´s underlying process ,tS

dtYWd
dYdtd

dWSdtSdS
tt

tttt

ttttt ,  (18) 

where  is the stochastic variance. This variance follows an Ornstein-
Uhlenbeck process where 

tv
 is the mean reversion rate,  is the long term 

variance and  is the volatility of the variance process. There is a correlation 
 between the Brownian motions which drive the underlying process and the 

variance. The parameter  is the risk-neutral drift2.

KSTPC TE),0(  (19) 

Equation (19) shows the price of a call option where K is the strike price, 
 is the discount factor from expiry T to present time, the expectation is 

calculated with the information of present time and the measure of the 
expectation is the same used to calculate the risk neutral drift 

),0( TP

 of equation 
(18).

KxKx
x

TT

T KTPeTPC lnln ),0(),0( 1E1E  (20) 

Equation (20) breaks the price into two expectations and expresses the payoff 
in terms of tt Sx ln . In order to calculate these expectations, it is necessary to 
know the marginal distribution of  given  and Tx 0x 0 . Although the density 
function of this distribution is not analytic, Heston  derived an analytic 
expression for the characteristic function [Heston, 1993]. In order to apply the 
methodology developed in section 2, the characteristic function of the joint 
distribution  of  and  given  and Tx Tv 0x 0  (and not the marginal) must be 

                                                
2 By risk-neutral drift it is meant the drift that forces the process St/Nt to be a martingale under the chosen numeraire 
Nt. Throughout this paper the numeraire Nt will be the bank account BBt.=exp(r t) Under these assumptions, =r-q
where r is the risk free rate and q is the continuous dividend yield of the stock. 
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calculated. Appendix A presents the details of this calculation. The final result 
for the period from  to  is given by equation ut vt (21),

)()()()()( 1,2,)( uuvuuvuv txDtDC
uuv e XXXxX  (21) 

where ,),( VXX ))(),(( uuu ttxx .  is given by equation )(XuvC  (70) (with 
 and ).  is given by equation 00C iVD0 )(2, XuvD (63),  and iXDuv )(1, X

uv tt . The variable X of the characteristic function corresponds to the 
logarithm of the underlying stock and V corresponds to the variance process. 

iXVXD
VXDiXDVXD

VXDiXCVXCVXC

v

uvuv

uvuuvv

),(
),(,,

),(,,,

1,0

2,
1

2,02,0

2,
1

00

 (22) 

If time dependent parameters across several periods are considered, equation 
(16) becomes (22) and the same procedure of section 2 can be applied to get 
the joint characteristic function (23) from 0 to any time. 

01,002,00 ),(),(),(
000 ),,( xVXDVXDVXC

v
vvvexVX  (23) 

The marginal characteristic function of  is obtained by simply evaluating 
the joint characteristic function at 

Tx
0V  according to equation (24).

TiXx
TT exXxX E000000 ,0,,  (24) 

Equation (25) presents the inversion formula to calculate the probability P
from a distribution defined by its characteristic function . This formula is 
found in [Kendal, 1987] and [Shephard, 1991a]. A discussion on Fourier 
inversion formulas is also available in [Feller, 1971].

0

)()(1
2
1

2
1 dX

e
X

e
X

iX
axP iXaiXa  (25) 

When )( X  and )X  are complex conjugates equation (25) can be reduced 
to (26), where  stands for the real part (this is the final result given in (.)Re
[Heston, 1993]). It can be verified that this condition is satisfied for both 
equation (21) (flat model) and (22) (model with time dependent parameters).  

0

)(1
2
1)( dX

iX
eXaxP

iXa

Re  (26) 

The second expectation in (20) is calculated using the inversion formula (25)
with )() 0xXX  and Ka ln . The first expectation in (20) can be 
obtained similarly using the characteristic function )(~

0xX  of equation (27).

T

TT

T

T

x

xiXx

x

xiXi

T

T
T e

e
e

e
i

iXX
E

E
E

E
x

xx
)(

00

00
00 )(

)()(~  (27) 
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To apply the inversion formula (25), it is necessary that )0(~
00 xT  equals one, 

so that )0(~
00 xT  be a characteristic function of a fictitious density )0(

~
00 xTf

that sums one over the real domain. Therefore, )( 00 xiXT  is normalized by 
the constant )( 00 xiT  (the forward price of the underlying). 

)ln(~
ln

KxPSe TTx
x

KT

T E1E  (28) 

The probability P~  given by formula (25) with )(~) 0xXX  and 
will yield the desired expectation normalized by the forward price. Therefore 
the expectation will be given by equation 

Ka ln

(28) and the final call price by (29):

)ln(),0()ln(~),0( KxKPTPKxPSTPC TTTE  (29) 

Fast and accurate methods to implement the inversion formula (25) can be 
found in [Shephard, 1991b] and [Davies, 1973]. A well-known algorithm to 
avoid the singularity at zero of (25) and apply the Fast Fourier Transform 
algorithm controlling the precision is described in [Lee, 2005] and [Carr et al, 
1998].

4 Calibration 
The marginal density function of the underlying at a given maturity is 
completely determined by a continuum of vanilla prices dependent on the 
strike. A good approximation of this distribution can be obtained from the 
interpolation of the implied volatilities of vanilla calls and puts with respect to 
the strike. As more exotic path-dependent options are not as liquid as vanillas 
and they are usually traded over the counter, the market provides quite limited 
information about the evolution of the underlying process in between 
maturities. In addition, introducing path-dependent products in the calibration 
is quite challenging because analytic solutions are usually not available. 
Therefore, any model calibrated to market should at least reproduce the 
marginal distribution of the underlying at the maturities for which vanilla 
products are quoted. 

The most immediate and probably the simplest and quickest solution to 
calibrate a model with time-dependent parameters is a bootstrapping 
algorithm. The periods where the parameters change are given by the periods 
in between the maturities of the vanilla products used for calibration. Each 
period is calibrated independently starting from the first to the last solving a 
minimisation problem with the objective function of equation (30). The 
weights  are chosen to give the highest priority to the at the money (ATM) 
options. These weights will decrease as the moneyness of the option gets apart 
from ATM. 

iw

M

i

market
i

model
i

j

i priceprice
w

wFO
1

2  (30) 

When the parameters of the first period are calibrated to fit vanilla prices 
expiring on the first maturity, they are fixed. The parameters of the second 
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period are then calibrated to fit vanilla prices expiring on the second maturity 
leaving the parameters of the first period fixed. Now, the parameters of the 
first two periods are fixed and the parameters of the third period are calibrated 
to fit vanilla prices expiring on the third maturity. This process continues until 
the last period. The advantage of a bootstrapping algorithm is that each period 
involves an optimisation with only the parameters of that period. 

5 Case Study: Calibration of the Eurostoxx 50 index 
The whole methodology proposed in this paper is applied to Heston´s model 
for the calibration of the Eurostoxx 50 index. The spot price is 3868.64€ and 
the volatility surface is given by Table 1. The leftmost column shows the 
moneyness of the options with respect to the spot price (the strikes are the 
moneyness times the spot). 

TABLE 1: EUROSTOXX 50 VOLATILITY SURFACE.

K \ Mat 1m 3m 6m 9m 1y 2y 3y 4y 5y 10y 
0.85 23.0 18.7 18.5 18.6 19.1 19.7 20.6 21.5 22.2 25.8 
0.90 18.9 16.7 17.0 17.2 17.8 18.8 19.8 20.8 21.5 25.3 
0.95 15.2 14.7 15.5 16.0 16.6 17.8 19.0 20.0 20.8 24.7 
1.00 12.2 13.2 14.1 14.8 15.5 16.9 18.2 19.3 20.2 24.2 
1.05 11.6 12.3 13.1 13.9 14.4 16.1 17.5 18.7 19.5 23.7 
1.10 13.3 12.3 12.6 13.2 13.7 15.4 16.9 18.1 19.0 23.2 
1.15 15.6 12.9 12.4 12.7 13.2 14.8 16.3 17.5 18.5 22.7 

To avoid problems with discrete dividend payments, it is more convenient to 
calibrate the model of the forward price of the underlying  delivered on the 
last maturity date P, rather than the underlying spot . When pricing exotics 
by Monte Carlo, the evolution of the forward is simulated and the spot price is 
recovered from the forward at each time using equation 

P
tF

tS

(31), where NPV is the 
net present value of all discrete dividends from t to the delivery date P of the 
forward.

),(
)(

PtP
dividendsNPVSF PttP

t  (31) 

The prices of the vanilla options on  should also be replaced by equivalent 
vanilla options on  according to equation 

tS
P

tF (32). If both interest rates and 
dividends are deterministic, the right hand side of (32) follows by multiplying 
and dividing the left hand side by the constant / .iTF0

PF0

ii

i

i T

P
P

TP

T

T F
FKFE

F
FKSE

0

0

0

0)(  (32) 

This is equivalent to consider that the implied volatilities of options on the 
spot  with strike K are the same as the implied volatilities on options on the 
forward  with an adjusted strike equal to K /  (note that these strikes 

tS
P

tF PF0
iTF0
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change for each maturity). Table 2 shows the forward values  valued at 
present time and delivered at each maturity . From this table €.

iTF0

iT 9.41070
PF

TABLE 2: UNDERLYING FORWARD AT EACH MATURITY.

1m 3m 6m 9m 1y 2y 3y 4y 5y 10y 
3870.6 3874.4 3880.3 3886 3892 3915.3 3938.9 3962.6 3986.5 4107.9 

The bootstrapping algorithm of section 4 is implemented using the function 
“fminsearch” of the scientific package Matlab. The first calibration step 
searches for the parameters of the first period and the initial variance . The 
initial variance is fixed at this first step for the rest of the calibrations. The 
weights of equation 

0v

(30) are set to 100 for ATM options and 45, 35 and 5 as 
the moneyness gets apart the ATM. Call options are used for strikes greater 
than  and put options for strikes below. It has been observed that very 
different sets of parameters can fit the same market prices. This fact is not 
surprising as for a given volatility of variance, a sufficiently big mean 
reversion can produce the same result as a low mean reversion with very low 
volatility of variance. Therefore, the parameter seach space is limited to a set 
of intervals defined by the user so that more sensible parameters get out of the 
calibration.

PF0

Table 3 presents the two search spaces that are considered. The set 
of intervals on the left represents a constrained search (especially with respect 
to  and ), whereas the set on the right represents an uncontrained search.

TABLE 3: SEARCH SPACE: CONSTRAINED (LEFT), UNCONSTRAINED (RIGHT).

v0 v0

max 1 1 20 1.5 1 100 100 100 100 1
min 0 0 0 0 -1 0 0 0 0 -1 

 To avoid constrained optimisation, equation (33) shows a change of variable 
for which the constrained parameter p is expressed in terms of an 
unconstrained p~  for which the search is carried out. The constants  and 

 are the limits of the interval in which the parameter p is confined when 
minp

maxp p~

moves in the real line. The constant m has been set to 100 to make the 
transition of the hyperbolic tangent from –1 to 1 less abrupt. 

m
ppppp
~

tanh1
2 min

minmax  (33) 

TABLE 4: CALIBRATED HESTON PARAMETERS: CONSTRAINED (UP), UNCONSTRAINED (DOWN).

P \ Mat 1m 3m 6m 9m 1y 2y 3y 4y 5y 10y 
0.01 0.03 0.03 0.03 0.05 0.05 0.07 0.12 0.14 0.31
0.61 7.33 6.25 6.46 4.20 2.78 1.97 0.84 0.61 0.29
0.60 0.56 1.13 1.15 1.09 1.26 1.18 1.14 1.12 1.14
-0.42 -0.46 -0.59 -0.63 -0.90 -0.67 -0.75 -0.77 -0.79 -0.84 
0.01 0.03 0.03 0.03 0.05 0.05 0.06 0.09 0.11 0.21
0.84 4.75 3.08 5.21 4.87 4.82 3.81 3.89 4.51 3.02
0.61 0.35 0.77 0.83 1.54 1.58 1.88 3.35 5.24 6.70
-0.42 -0.57 -0.56 -0.68 -0.77 -0.78 -0.80 -0.85 -0.88 -0.92 
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Fig. 3: Calibrated parameters with constrained search space. 
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Fig. 4: Calibrated parameters with unconstrained search space. 

Table 4, Fig. 3 and Fig. 4 present the calibrated parameters for the constrained 
0174.00  and the unconstrained 0175.00  cases. The undiscounted vanilla 

option prices on  with spot equal to  and adjusted strike prices K /  
for each moneyness and maturity are presented in Table 

P
tF PF0

PF0
iTF0

5. These prices are 
normalized by , and expressed in basis points. PF0

Table 6 shows the calibration error (market minus Heston) for each option in 
basis points for the constrained (above) and the unconstrained (below) cases. 
Note that these errors are all below 4 basis points except for the most out of 
the money options at long maturities. Both calibrations seem reasonable. 

The interpretation of the time evolution of the parameters in terms of market 
expectations is tricky. Both calibrations suggest that the market is pricing in 
increasing volatility (increasing   from short term volatility levels around 
11% to 45% for 10 year maturity) and increasing skew (  progressively 
getting closer to –1). The unconstrained calibration suggests increasing 
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uncertainty for the volatility (increasing ) as the mean reversion is rather 
stable around 4. The constrained calibration forces the volatility of variance 
to be rather stable (the maximum level is 1.5) but the mean reversion 
progressively decreases indicating more long term uncertainty for the 
volatility. Therefore, from a qualitative point of view, both calibrations seem 
to agree that market is pricing in increasing volatility, increasing uncertainty 
for the volatility and increasing skew (more probability for outcomes with 
lower underlying levels). 

TABLE 5: VANILLA OPTION PRICES (BASIS POINTS).

K \ Mat 1m 3m 6m 9m 1y 2y 3y 4y 5y 10y 
0.85 0.4 12.8 60.1 115 181 412 632 850 1045 1958
0.90 3.7 36.8 115 190 271 537 780 1011 1216 2166
0.95 25.3 100 213 308 401 694 953 1194 1405 2384
1.00 138 255 383 488 584 887 1155 1399 1614 2612
1.05 11.7 79.7 189 295 396 747 1074 1378 1653 2851
1.10 0.7 18.5 72.2 144 220 532 846 1145 1418 2742
1.15 0.0 4.3 25.5 63.7 111 362 652 938 1205 2532

TABLE 6: CALIBRATION ERROR (BASIS POINTS): CONSTRAINED (UP), UNCONTRAINED (DOWN).

K \ Mat 1m 3m 6m 9m 1y 2y 3y 4y 5y 10y 
0.85 1 1 -2 0 1 -4 0 -1 -3 -4
0.90 2 1 -1 -1 0 0 0 1 0 -1
0.95 -1 -1 1 0 0 1 0 0 0 -1
1.00 0 0 -1 0 0 1 0 0 1 2
1.05 0 0 0 0 -1 -1 0 0 -2 1
1.10 0 0 1 0 0 0 0 0 0 -2
1.15 0 0 0 -2 4 3 -1 1 4 -8
0.85 1 1 -1 1 0 -1 2 0 -1 -3
0.90 2 1 0 0 0 1 1 1 1 -1
0.95 -1 -1 1 0 0 1 0 0 0 -1
1.00 0 0 -1 0 0 0 0 -1 0 1
1.05 0 0 0 0 -1 -2 0 -1 -3 1
1.10 0 -1 0 0 0 1 1 1 1 -1
1.15 0 0 -1 -2 3 7 2 4 6 -7

The correct implementation of a Monte Carlo method for valuation of exotic 
products would require the use of an exact method such as [Broadie et al, 
2004]. A regular Monte Carlo implemented with the Euler or even the 
Milstein method would not correctly work as the Feller condition ( ) is 
not satisfied. This condition ensures that the variance process cannot reach 
zero. When the variance process reaches zero, an absorbing boundary 
condition is imposed. The discretization of the Monte Carlo cannot properly 
mimic this continuous absorbing condition and options are considerably 
overpriced. This bias increases with maturity and is not significantly reduced 
when the simulation time step shrinks. For the constrained case this bias is 
around 15% for 10 year maturity and 3% for 1 year maturity with 50 thousand 
simulations and a time step of 0.1 days. The bias error for the unconstrained 
case is around 100% for the 10 year maturity and 8% for the 1 year maturity. 
The error explodes at long maturities because   is a lot higher. From a 
practical point of view, a constrained calibration that satisfied the Feller 

2
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condition would be preferred, as conventional Monte Carlo methods would 
work. However with very skewed market scenarios (as the one analyzed here) 
this may not always be possible. 

6 Application to forward start options 
This section applies the methodology of sections 2 and 3 for the valuation of 
forward start vanilla options when the underlying follows Heston’s process. 
This problem has already been addressed by [Lucic, 2003], solving a partial 
differencial equation similar to (50). The results are equivalent to those 
presented here. However, the approach of this section is straightforward and 
can be easily generalized to any model whose evolution can be expressed 
analitically in terms of a characteristic function of the form (2). Consider the 
forward start option of equation (34) which fixes the strike at time  and 
expires at time  according to Fig. 

ut

vt 1.

)(),0()(),0(
~

KeEeEtPKeeEtPp vuuv xx
v

xx
v  (34) 

Consider the processes tx~  given by equation (35):

 (35) 
utxx
ut

x
u

t

              0~
t

The logarithmic evolution of the underlying up to time vt vuv xxx ~  and the 
variance process are decomposed in two parts: up to time  ( ,ut tx t ) and from 

 to  (ut vt tx~ , t ). The first part is independent of the second only for the 
logarithm of the underlying but not for the variance. Therefore,  can be 
taken out of the expectation. The process 

uxe

tx~  is equal to cero at  but the 
variance process at  is unknown because it continues from the previous 
period. The distribution of 

ut

ut
),~(~

ttt xx  (for ut ) given ),0(~
uux  is known and 

defined by the characteristic funtion ),0/~( uuv X  of equation (21), where 
)~( ~,~ VXX  and ),0( uux . The problem now reduces to find the distribution of 

tx~  given the initial known state ),( 000 xx .

Equation (36) shows that the density function ),0~(
~

0tf x  of tx~  given 0  can be 
calculated multiplying the density ),0~( utuvf x  of tx~  given u  by the 
probability of u  ( )( 00 xuuf ) and integrating over all possible u . Equation 
(37) shows the characteristic function to search. 

R

xxx ),0~()(),0~(~
000 utuvuuut ffdf  (36) 

tt
i dfe t xxX

R

Xx ~),0~(~),0~(~
2

0

~~
0  (37) 

If equation (36) is substituted in (37) and the sum order is exchanged 
(summing over x~  first), it yields equation (38).
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000 tutuv
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uuu dfefd t  (38) 

The second integral is the definition of ),0/~( uuv X . Substituting this definition 
yields equation (39). Now the integral stands for the definition of the marginal 
characteristic function )/( 00 xVu  of the variance up to time  given by 
equation

ut
(23), setting X equal to 0. Substituting this definition yields equations 

(40) and the final characteristic function (41),
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XX xX uuvuv iDi
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0 )~,~(,0,0~,~~ xVXiDeVX uvu
VXCuv  (40) 

00 )~,~(~)~,~(~exp,0~,~~ VXDVXCVX  (41) 

where C~  and D~  are given by equation (42).

)~,~(,0~,~~
)~,~(,0~,~~,~~
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VXiDDVXD

VXiDCVXCVXC

uvu

uvuuv  (42) 

The marginal characteristic function of vx~  is obtained setting V~  equal to zero 
and the price of the forward start option can be easily calculated using the 
same procedure of section 3 for vanilla options. 

7 Forward Skew of Heston’s Model 
This section uses the results from section 6 to study the forward skew of both 
calibrations presented in section 5. By forward skew, it is understood the 
implied volatility surface that results from the forward start option price of 
equation (34). The implied volatility is the constant volatility BS  of the 
process (43) that used in (34) gives the same price as the forward start option 
when tx~  is a Heston process. 

tBSBSt dWdtx~  (43) 

As in section 5, the options considered are options on the forward  with 
spot equal to  and adjusted strike prices K /  for each moneyness and 
maturity. Prices are not discounted. 

P
tF

PF0
PF0

iTF0
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Fig. 5: Implied volatility of a 3 month option for varying forward start terms and using the 
constrained calibration. 
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Fig. 6: Implied volatility of a 1 year option for varying forward start terms and using the 
constrained calibration. 
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Fig. 7: Implied volatility of a 5 year option for varying forward start terms and using the 
constrained calibration. 
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Fig. 5 to Fig. 7 present the implied volatility of 3 month, 1 year and 5 year 
options when the forward start term changes and the constrained calibration of 
section 5 is used. The curve at the bottom corresponds to the spot option (the 
calibrated volatility from table 1). These figures show that the implied 
volatility and the slope of the skew increase with the forward term. This agrees 
well with the parameter interpretation of section 5 in which the market was 
pricing in increasing volatility, increasing uncertainty for the volatility and 
increasing skew. 

Fig. 8 shows the implied volatility for the 3 month option using the 
unconstrained calibration. The implied volatility starts to decrease (especially 
around moneyness greater than 0.95) when the forward start term goes beyond 
9 months. If Fig. 8 is compared with Fig. 5 (the same option valued with 
constrained calibration), the implied volatility for forward terms up to 9 
months is very similar. This fact is confirmed by Fig. 9, which shows the price 
difference in basis points between the 3 month option valued with constrained 
and the same option valued with unconstrained calibration. For forward start 
terms up to 9 months, the price differences are below 10 basis points. 
However, very big differences appear when the forward start term goes 
beyond 9 months. 
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Fig. 8: Implied volatility of a 3 month option for varying forward start terms and using the 
unconstrained calibration. 

The differences given by both calibrations are explained because the forward 
start options depend highly on the marginal distribution of the variance on the 
forward start date. This marginal distribution is not calibrated (only the 
marginal distribution of the underlying is calibrated). A long maturity option 
depends a lot less on the strike fixed at start. That is why the 5 year option of 
Fig. 10 valued with unconstrained parameters behaves much more alike Fig. 7
(the same option valued with constrained calibration). 
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Fig. 9: Constrained minus unconstrained price in basis points of a 3 month option for varying 
forward start terms. 
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Fig. 10: Implied volatility of a 5 year option for varying forward start terms and using the 
unconstrained calibration. 

The marginal distribution of the variance is a lot more skewed towards lower 
values for the unconstrained calibration. This fact justifies a lower total 
variance (the integral of the variance) and therefore lower prices and implied 
volatilities for the unconstrained calibration. To justify why the unconstrained 
calibration skews the variance towards lower values, consider the volatility 
process t

~  in (44). This process is obtained applying Ito´s formula to the 
square root of Heston’s variance process t  in (18).

tt
t

t dYdtd
2
1~

~8
4~  (44) 

The unconstrained calibration has greater  and higher  in comparison with 
the product  for maturities beyond 9 months. This explains why the drift of 

t
~  is considerably more negative for the unconstrained calibration (the drift is 

negative because the Feller condition is violated and therefore the zero 

© CMMSE Volume I Page 253 of 720 ISBN: 978-84-612-1982-7



Proceedings of the International Conference 
on Computational and Mathematical Methods 
in Science and Engineering, CMMSE2008 
La Manga, Spain, 13-16 June 2008

variance point can be reached). See that when t
~  equals zero the drift 

explodes (that´s why this equation cannot be used to integrate the variance 
process when the Feller condition is not satisfied). 

If the forward start option were not so highly dependent on the distribution of 
the variance, both calibrations would give closer results (as those up to 
forward start terms of 9 months). However, it seems that the constrained 
calibration is considerably more reasonable. The results provided in this 
section show that it is indeed very important to keep in mind that the 
calibration is carried out only for the marginal distribution of the underlying 
(that is the only information provided by the market). Therefore, calibration 
should be carried out so that the forward skew makes sense to traders and 
practicioners using the model. 

8 Conclusions 
This paper presents a methodology to introduce piecewise constant time-
dependent parameters preserving the analytic tractability for a wide family of 
models. This family includes hybrids with stochastic interest rates, stochastic 
volatility and jumps and their respective non-hybrid counterparts. 

This methodology is built using transform methods based on analytic 
expressions of the characteristic function of the distribution of the underlying. 
The main contribution of the paper is the derivation of the characteristic 
function of the evolution of the underlying for a time horizon, in terms of the 
characteristic functions of the horizon sub-periods  where the parameters 
change.

The method is applied to Heston’s model to obtain a semi-analytical formula 
for valuation of vanilla options. A bootstrapping calibration algorithm is 
proposed and a case study works out the calibration of the volatility surface of 
the Eurostoxx 50 index. 

The method is also applied to obtain a semi-analytical formula for valuation of 
forward start vanilla options driven by Heston’s model. These formulas are 
used to explore the forward skew of the case study of the Eurostoxx 50 index. 
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Appendix A: Deriving the characteristic function 
Consider the process (45) in terms of  and  with the same parameter 
definitions as 

tx tv
(18).

dtYWd
dYdtd

dWdtdx
tt

tttt

tttt ,         2
1

 (45) 

The traditional way to calculate the expectation (46) is to integrate the payoff 
function g using a explicit formula for the density function of the joint 
probability distribution of  and Tx T  given the initial values  and tx t .
Unfortunately, this density function is not analytic. However, [Heston, 1993]
showed that it was possible to calculate the expectation h directly as the 
solution of a differential equation. 

ttTTtt xxgxth ,),(),,( E  (46) 

The characteristic function of the joint distribution would be given by the 
function h with payoff function (47).

TTTT iViXxxVXg exp),,,(  (47) 

In the appendix, [Heston, 1993] shows the derivation of the marginal 
characteristic function using the payoff function )exp(),,( TTT iXxxXg . This 
appendix provides a more general solution in which the function g can provide 
payoffs not only of the marginal but also the joint characteristic function. The 
result presented here can also be found in [Mikhailov et al, 2005] but this 
paper only mentions that computer-algebra system Maple was used to obtain 
the result, but no derivation details are provided. Here, the whole derivation 
procedure is presented. 

Consider the function h of equation (48), where  refers to the information set 
up to time t represented by the values of the stochastic process x and v at time 
t.

tI

tttTTtt gxxgxth IEE ,),(),,(  (48) 

Considering a time instant ts  and applying the principle of iterated 
expectations, equation (49) shows that the function h is a martingale. 

),,()/(),,( ttttstss xthggxsh IEIIEEIE  (49) 

Applying Ito’s lemma to h and forcing the drift to be zero (h is a martingale) 
gives the partial differential equation (50). This is indeed a very general result 
which can be applied to calculate the expectation of functions depending on 
any process. 
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To determine the solution of equation (50), the final condition (51) at time T
must be specified. 

),(),,( TTTT xgxTh  (51) 

The final payoff function that will be considered has the form (52), where 
three additional parameters have been introduced: X,  and . As already 
mentioned in equation 

0C 0D
(47), if  and , the resulting payoff 

corresponds to the characteristic function of the joint distribution. 
00C iVD0

TTTT iXxDCxDCXg 0000 exp),,,,(  (52) 

Equation (53) shows the solution of equation (50) guessed by [Heston, 1993],

TTTT iXxDCxth exp),,(  (53) 

where C and D are functions that depend, according to equation (54), on time 
to maturity tT , X, ,  and all the model parameters in 0C 0D (45), omitted 
here to simplify notation. 

 (54) ),,(    ),,( 0000 CDXDDDCXCC

Substituting the tentative solution (53) in (50) yields (55), where A, B and M
are given by (56).

02
tMBDAD

t
DDiX

t
C  (55) 

XiXMiXBA
2
1

2
1 2  (56) 

As  is stochastic, expression tv (55) will be zero only if both the term 
multiplying t  and the other one are zero independently. On the other hand it 
is more convenient to use tT  as parameter rather than t. Therefore, the 
negative of the partial derivatives with respect to  will replace the partial 
derivatives with respect to t. This leads to the system of differential equations 
(57) and (58) (for the purpose of solving it C and D are functions of ). The 
terminal condition for this system of equations is given by  and 

 so that 
(0 CC

(0 DD ),,( TTxTh  becomes the final payoff function (52).

02 MBDADD  (57) 

0DiXC  (58) 
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Expression (57) is a Riccati equation that only depends on D. This Riccati 
equation can be turned into the ordinal differential equation (59) through the 
change of variable , where  is a particular solution. 1

1DDz 1D

BADLALzz
12     with   (59) 

The solution of the ordinal equation (59) is given by (60):

L
A

DD
W

L
AULWUz

1
0

1        exp  (60) 

Undoing the change of variables yields the solution (61).

)exp(
)exp(1 1

LWU
LWUDD  (61) 

Nothing has been said about the particular solution  yet. Indeed, if constant 
solutions were considered,  would be the solution of the second order 
equation

1D

1D
(62) after substituting it in equation (57).

 0  (62) 1
2

1 MBDAD

This equation has two solutions: taking the positive square root of the second 
order equation and substituting in (59) yields dL , where d is given by 
equation (64). Taking the negative square root yields dL . The solution used 
by [Heston, 1993] is .dL [Albrecher et al, 2007] presents an extensive 
study proving that both solutions are completely equivalent from a theoretical 
point of view. However, using dL  gives plenty of numerical problems 
(especially for long maturities) as reported in [Kahl et al, 2005], whereas the 
second solution where  avoids them all (see dL [Albrecher et al, 2007] for a 
rigorous proof; [Lord et al, 2006] reach the same solution using a different 
technique under certain parameter restrictions). An intuitive way of realizing 
that  is a better choice is because the exponentials in dL (61) are decaying. 
This means that the complex exponential will not oscillate as the maturity 
increases and the modulus would not explode at long maturities. After simple 
but tedious algebraic manipulations and choosing dL , equation (61) turns 
into the final solution (63) where the unknown parameters are given in (64).
Please, note that if this expression is compared with that of [Heston, 1993], d
will appear with the sign changed (it is not a misprint). In addition,  and 
come out, generalizing the result to allow for more flexible payoffs. 

0C 0D

d

d

eg
eggdXiD ~1

~
 (63) 

XiXXid

dXi
dXig

DdXi
DdXig

2

0

0

           

~
 (64) 
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If the solution (63) is substituted in equation (58), the resulting equation is the 
ordinal differential equation (65), where  and  are given in (66).

d

d

eg
eggC

~1

~
 (65) 

iXdXi
2  (66) 

The solution is given by equation (67), where  is a constant that will be 
calculated to satisfy the terminal condition .

CK
0( CC

CCd

d

KIK
eg
eggC ~1

~
 (67) 

The indefinite integral I can be calculated doing the change of variable 
)exp( du  and expanding the result in partial fractions with known integral 

(a logarithm). Equation (68) shows the final result. 

gdeg
d

gdu
u
g

ug
gg

deg
egg d

d

d

)~1ln(1
~1

~)1(
~1

~
 (68) 

Equation (69) shows the constant from imposing the terminal condition 
.0( CC

g
d

gCKC
~1ln10  (69) 

Replacing (68) and (69) in (67) gives the final result  (70).

0
2

2 ~1
g~1ln CdXi

g
eXiC

d

 (70) 

If this result is compared with that of [Heston, 1993],  and 0C g~  come up (they 
incorporate the initial conditions  and ). In addition d appears with the 
sign changed (it is not a misprint) as already discussed for equation 

0C 0D
(63).
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Abstract

In this work, a contact problem between an elasto-piezoelectric body and a de-
formable obstacle is numerically studied. The damage of the material, caused by
internal tension or compression, is also included into the model. The variational
formulation leads to a coupled system composed of a nonlinear variational equation
for the displacement field, a linear variational equation for the electric potential,
and a nonlinear parabolic variational equation for the damage field. The existence
of a unique weak solution is recalled. Then, a fully discrete scheme is introduced
by using a finite element method to approximate the spatial variable and an Euler
scheme to discretize the time derivatives. Error estimates are derived on the ap-
proximate solutions, and the linear convergence of the algorithm is derived under
suitable regularity conditions. Finally, a two-dimensional example is presented to
demonstrate the behaviour of the solution.

Key words: Elasto-piezoelectricity, damage, normal compliance, finite elements,
error estimates, numerical simulations.

MSC 2000: 74B20, 74R05, 74M15, 65M15, 65M60, 74S05

Introduction

In this paper, we study, from the numerical point of view, the mechanical deformation
of an elasto-piezoelectric body, taking into account the material damage into the model.

This work has three main aspects. First, we consider the effect of the damage, due
to mechanical stress or strain, which appears in many engineering applications where
the forces acting on the system vary periodically, and it leads to the decrease in the load
carrying capacity of the body. There exists very large engineering literature dealing
with the many approaches and facets of material damage (see, e.g., [17, 18, 20]). Other
models for mechanical damage derived from thermomechanical considerations appeared
in [9, 10]. In this approach, the damage field ζ varies between one and zero at each
point of the body, in such a way that when ζ = 1 the material is damage-free, when
ζ = 0 the material is completely damaged and when 0 < ζ < 1 there is partial damage.
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Secondly, piezoelectricity is also considered. It is usually defined as the ability of
certain crystals, like quartz or even some human bones, to produce a voltage when
they are subjected to mechanical stress. The piezoelectric effect is characterized by the
coupling between the mechanical and the electrical properties of the material: it was
observed that the appearance of electric charges on some crystals was due to the action
of body forces and surface tractions (this is called the sensor effect). Conversely, the
action of the electric field generated strain or stress in the body (the so-called actuator

effect). Different models have been developed to describe the interaction between the
electric and mechanical fields (see, e.g., [2, 14, 21, 22] and the references therein).

Recently, some attempts have been made to study the coupling between the damage
and the piezoelectric effects. For instance, a model was proposed in [23] by assuming
that the damage affects both the elastic tensor and the electric displacements. Here, we
use this model and we continue the investigation reported in [6, 7], where the contact
was not considered. This is assumed with a deformable obstacle and it constitutes the
third aspect of this work. According to [15, 19], the well-known normal compliance
contact condition was employed for its modelling. The numerical analysis of the cor-
responding variational problem is provided in this paper, and we also perform some
two-dimensional numerical simulations to show the piezoelectric behaviour.

The paper is structured as follows. In Section 1 we briefly describe the model for
the process and we present its variational formulation. Then, in Section 2 we provide
the numerical analysis of the weak problem, and we prove a main error estimates result,
Theorem 2, from which the linear convergence of the fully discrete scheme is deduced
under suitable regularity conditions. Finally, in Section 3 some numerical results, in-
volving test examples in two dimensions, are shown to demonstrate the behaviour of
the model.

1 Mechanical problem and variational formulation

In this section, we present a brief description of the mechanical problem (full details
concerning the model can be found in [6], and we refer the reader to [8] as an example
of the normal compliance contact condition).

Let Ω ⊂ R
d (d = 1, 2, 3) be a domain occupied by an elasto-piezoelectric body with

outer surface ∂Ω = Γ, assumed to be sufficiently smooth and decomposed into three
disjoint measurable parts ΓD, ΓN and ΓC , such that meas (ΓD) > 0. For each x ∈ Γ,
let ν(x) be the unit normal outward vector to Γ. Let us denote by [0, T ], T > 0, the
time interval of interest. Volume forces of density fB act in Ω × (0, T ) and volume
electric charges of density qB are present in Ω × (0, T ). Traction forces of density fN

act on ΓN × (0, T ) and surface electric charges of density qN are found on ΓN × (0, T ).
Finally, we assume that the body may come in contact with a deformable insulator
obstacle on the boundary part ΓC which is located at a distance s, measured along the
outward unit normal vector ν (see Figure 1).

Let x ∈ Ω and t ∈ [0, T ] be the spatial and time variables, respectively. In order
to simplify the writing, we do not indicate the dependence of the functions on x and

© CMMSE Volume I Page 262 of 720 ISBN: 978-84-612-1982-7
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Deformable obstacle

C

s

Figure 1: A damageable elasto-piezoelectric body in contact with a deformable obstacle.

t. Moreover, a prime after a variable represents the derivative with respect to the time
variable.

We denote the displacement field, the stress tensor, the linearized strain tensor and
the electric potential by u, σ, ε(u) and ϕ, respectively. We let ζ denote the damage
field, which is defined in Ω× (0, T ) and measures the fractional decrease in the strength
of the material. The material is assumed elasto-piezoelectric with constitutive law (see
[5, 23]),

σ = ζAε(u) − ζE∗
E(ϕ),

where A is the fourth-order elasticity tensor and E(ϕ) = (Ei(ϕ))d
i=1 represents the

electric field defined by

Ei(ϕ) = −

∂ϕ

∂xi

, i = 1, . . . , d,

and E

∗ = (e∗ijk)
d
i,j,k=1 denotes the transpose of the third-order piezoelectric tensor

E = (eijk)d
i,j,k=1. We recall that

e∗ijk = ekij , for all i, j, k = 1, . . . , d,

and the classical linearized elasto-piezoelectricity is obtained when ζ ≡ 1.
According to [2, 23], the following constitutive law is employed for the electric

potential,
D = ζEε(u) + ζβE(ϕ),

where D and β are the electric displacement field and the electric permittivity tensor,
respectively.

We now describe the damage process. As a result of the tensile or compressive
stresses in the body, micro-cracks and micro-cavities open and grow and this causes
the load bearing capacity of the material to decrease. This reduction in the strength
of an isotropic material is modelled by introducing the damage field ζ = ζ(x, t) as the
ratio

ζ = ζ(x, t) =
Eeff

E
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between the effective Young’s modulus of elasticity Eeff and that of the damage-free
material E. Obviously, it follows that 0 ≤ ζ ≤ 1.

Following the derivation presented in [9, 10], the evolution of the microscopic cracks
and cavities responsible for the damage is described by the following parabolic partial
differential equation,

ζ ′ − κ�ζ = φ(ε(u), ζ).

Here, � denotes the Laplace operator, κ > 0 is the damage diffusion constant and φ
represents the damage source function. Moreover, we assume that there is no damage
influx throughout the boundary Γ and therefore, ∂ζ/∂ν = 0 on Γ.

Next, we describe the boundary conditions for the displacements and the electric
potential field.

On the boundary part ΓD we assume that the body is clamped (that is, u = 0 on
ΓD × (0, T )), and that it is subjected to a prescribed electric potential ϕD. A density
of traction forces, denoted by fN , acts on the boundary part ΓN and so,

σν = fN on ΓN × (0, T ).

Moreover, we assume that surface electric charges of density qN are applied on ΓN ;
that is,

D · ν = qN on ΓN × (0, T ).

Finally, according to [15, 19], since the contact is assumed with a deformable obs-
tacle, the following normal compliance contact condition is employed,

−σν = p(uν − s),

where p is the normal compliance function whose properties will be described below, the
normal stress is given by σν = σν · ν and uν = u · ν denotes the normal displacement
in such a way that, when uν > s, the difference uν − s represents the interpenetration
of the body’s asperities into those of the obstacle. We also assume that the contact is
frictionless, i.e. the tangential component of the stress field, denoted στ = σν − σνν,
vanishes on this contact surface.

For technical reasons associated with the loss of coercivity in the elastic equation,
and possible singularities in φ as ζ → 0, we introduce the truncation operator η∗. This
is a nondecreasing function which has the following form, for a fixed ζ∗ > 0,

η∗ (ζ) =

⎧⎪⎨
⎪⎩

1 if ζ > 1,

ζ if ζ∗ ≤ ζ ≤ 1,

ζ∗ if ζ < ζ∗.

We note that as long as ζ ∈ [ζ∗, 1] it makes no difference whether we use ζ or η∗ (ζ).
The existence of such lower limit for the damage, ζ∗, is justified because, when the
damage is large, a crack can be generated and the linear elasticity theory can not be
applied.

The mechanical problem corresponding to the quasistatic damage evolution in an
elasto-piezoelectric body in contact with a deformable obstacle is written as follows.
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Problem P. Find a displacement field u : Ω × (0, T ) → R
d, a stress field σ : Ω ×

(0, T ) → S
d, an electric potential field ϕ : Ω× (0, T ) → R, an electric displacement field

D : Ω × (0, T ) → R
d and a damage field ζ : Ω × (0, T ) → R such that,

−Divσ = fB in Ω × (0, T ), (1)
divD = qB in Ω × (0, T ), (2)
σ = η∗ (ζ)Aε (u) − η∗ (ζ) E∗

E(ϕ) in Ω × (0, T ), (3)
D = η∗(ζ)Eε(u) + η∗(ζ)βE(ϕ) in Ω × (0, T ), (4)
ζ ′ − κΔζ = φ (ε (u) , η∗ (ζ)) in Ω × (0, T ), (5)
∂ζ

∂ν

= 0 on Γ × (0, T ) , (6)

u = 0 on ΓD × (0, T ) , (7)
σν = fN on ΓN × (0, T ) , (8)
ϕ = ϕD on ΓD × (0, T ), (9)
D · ν = qN on ΓN × (0, T ), (10)
στ = 0, −σν = p(uν − s) on ΓC × (0, T ), (11)
ζ(0) = ζ0 in Ω. (12)

Here, ζ0 represents an initial condition for the damage field, S
d denotes the space of

symmetric d × d matrices with the usual notation of inner product and Div and div
denote the divergence operators for tensor or vector functions, respectively.

We now present the variational formulation of the problem. Let Y = L2(Ω),
H = [L2(Ω)]d, and denote by Q the space of second order symmetric tensor functions,

Q =
{

τ ∈ [L2(Ω)]d×d ; τij = τji, i, j = 1, . . . , d
}

.

Let V and W be the variational spaces defined by

V = {w ∈ [H1(Ω)]d ; w = 0 on ΓD},

W = {ψ ∈ H1(Ω) ; ψ = 0 on ΓD},

and denote by WD the subset of H1(Ω) given by

WD = {ψ ∈ H1(Ω) ; ψ = ϕD on ΓD}.

We now describe the assumptions on the problem data.
The elasticity tensor A = (aijkl(x))d

i,j,k,l=1 : τ ∈ S
d
→ A(x)(τ ) ∈ S

d satisfies:

(a) aijkl = aklij = ajikl for i, j, k, l = 1, . . . , d.
(b) aijkl ∈ L∞(Ω) for i, j, k, l = 1, . . . , d.
(c) There exists mA > 0 such that A(x)τ · τ ≥ mA ‖τ‖

2

∀ τ ∈ S
d, a.e. x ∈ Ω.

(13)

The piezoelectric tensor E(x) = (eijk(x))d
i,j,k=1 : τ ∈ S

d
→ E(x)(τ ) ∈ R

d satisfies:

(a) eijk = eikj for i, j, k = 1, . . . , d.
(b) eijk ∈ L∞(Ω) for i, j, k = 1, . . . , d.

(14)
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The permittivity tensor β(x) = (βij(x))d
i,j=1 : w ∈ R

d
→ β(x)(w) ∈ R

d satisfies:

(a) βij = βji for i, j = 1, . . . , d.
(b) βij ∈ L∞(Ω) for i, j = 1, . . . , d.
(c) There exists mβ > 0 such that β(x)w · w ≥ mβ ‖w‖

2

∀w ∈ R
d, a.e. x ∈ Ω.

(15)

The normal compliance function p(x) : r ∈ R → p(x)(r) ∈ [0,∞) satisfies:

(a) There exists mp > 0 such that
|p(x, r1) − p(x, r2)| ≤ mp |r1 − r2|

∀ r1, r2 ∈ R, a.e. x ∈ ΓC .
(b) (p(x, r1) − p(x, r2))(r1 − r2) ≥ 0 ∀ r1, r2 ∈ R, a.e. x ∈ ΓC .
(c) The mapping x ∈ ΓC �→ p(x, r) is measurable on ΓC ,

for all r ∈ R.
(d) p(x, r) = 0 for all r ≤ 0.

(16)

The damage source function φ : Ω × S
d
× R → R satisfies:

(a) There exists Lφ > 0 such that
|φ (x, ε1, ζ1) − φ (x, ε2, ζ2)| ≤ Lφ (|ε1 − ε2| + |ζ1 − ζ2|)
for all ε1, ε2 ∈ S

d, ζ1, ζ2 ∈ R, a.e. x ∈ Ω.
(b) The function x → φ (x, ε, ζ) is measurable.
(c) The mapping x → φ (x,0, ζ∗) belongs to Y.
(d) φ (x, ε, ζ) is bounded.
(e) φ (ε, ζ) ≤ 0 if ζ ≥ 1, φ (ε, ζ) ≥ 0 if ζ ≤ ζ∗.

(17)

The following regularity is assumed on the density of volume forces, tractions, volume
electric charges and surface electric charges:

fB ∈ C([0, T ]; H), fN ∈ C([0, T ]; [L2(ΓN )]d),
qB ∈ C([0, T ]; Y ), qN ∈ C([0, T ]; L2(ΓN )).

(18)

Using Riesz’ Theorem, we define the linear mappings f : [0, T ] → V and q : [0, T ] → W
as follows,

(f(t), w)V =
∫

Ω
fB(t) · w dx +

∫
ΓN

fN (t) · w dΓ ∀w ∈ V,

(q(t), ψ)W =
∫

Ω
qB(t)ψ dx −

∫
ΓN

qN (t)ψ dΓ ∀ψ ∈ W.

Let us denote by j : V × V → R the normal compliance functional given by

j(u, w) =
∫

ΓC

p(uν − s)wν dΓ ∀u, w ∈ V,

where we use the notation wν = w · ν for all w ∈ V .
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Finally, we assume that the initial condition ζ0 satisfies

ζ0 ∈ H1(Ω), ζ0 (x) ∈ (ζ∗, 1] a.e. x ∈ Ω, (19)

and define the bilinear form a : H1(Ω) × H1(Ω) → R given by

a(ξ, η) = κ

∫
Ω
∇ξ · ∇η dx ∀ξ, η ∈ H1(Ω).

Using Green’s formula and boundary conditions (6)-(11), the variational formula-
tion of Problem P is then written as follows.
Problem V P. Find a displacement field u : [0, T ] → V , an electric potential field

ϕ : [0, T ] → WD and a damage field ζ : [0, T ] → H1(Ω) such that ζ(0) = ζ0 and for a.e.

t ∈ (0, T ),

(η∗(ζ(t))[Aε(u(t)) + E

∗
∇ϕ(t)], ε(w))Q + j(u(t), w) = (f(t), w)V ∀w ∈ V, (20)

(ζ ′(t), ξ)Y + a(ζ(t), ξ) = (φ(ε(u(t)), ζ(t)), ξ)Y ∀ξ ∈ H1(Ω), (21)
(η∗(ζ(t))[β∇ϕ(t) − Eε(u(t))],∇ψ)H = (q(t), ψ)W ∀ψ ∈ W. (22)

The following theorem which states the existence of a unique solution to Problem V P
can be proved proceeding as in [6].

Theorem 1 Assume that (13) − (19) hold. Then, there exists a unique solution to

Problem V P such that,

u ∈ C([0, T ]; V ), ϕ ∈ C([0, T ]; WD),
ζ(x, t) ∈ [ζ∗, 1] a.e. x ∈ Ω, t ∈ [0, T ],
ζ ∈ H1(0, T ; Y ) ∩ L2(0, T ; H2(Ω)) ∩ L∞(0, T ; H1(Ω)) ∩ C([0, T ]; Hr(Ω))

for some 0 < r < 1.

The proof of this theorem is based on the theory of maximal monotone operators, the
Schauder fixed-point theorem and a comparison result stated in [16].

2 Numerical analysis of a fully discrete scheme

In this section a finite element algorithm is introduced for the numerical resolution of
Problem V P and error estimates are obtained on the approximate solutions. In order
to simplify the writing we assume, without loss of generality, that ϕD = 0 and then
WD = W .

The discretization of Problem V P will be done in two steps. First, we consider
three finite dimensional spaces V h

⊂ V , W h
⊂ W and Eh

⊂ H1(Ω) which approximate
the spaces V , W and H1(Ω), respectively. Here, h > 0 denotes the spatial discretization
parameter.

Secondly, the time derivatives are discretized by using a uniform partition of the
time interval [0, T ], denoted by 0 = t0 < t1 < . . . < tN = T and let k = T/N be the

© CMMSE Volume I Page 267 of 720 ISBN: 978-84-612-1982-7



An elasto-piezoelectric contact problem with damage

time step size. For a continuous function f(t), let fn = f(tn). Moreover, c denotes
a positive constant which depends on the problem data but it is independent of the
discretization parameters k and h.

The fully discrete approximation of Problem V P , based on a hybrid combination
of the forward and the backward Euler schemes, is the following.
Problem V P hk. Find a discrete displacement field u

hk = {u
hk
n }

N
n=0 ⊂ V h, a dis-

crete electric potential field ϕhk = {ϕhk
n }

N
n=0 ⊂ W h and a discrete damage field ζhk =

{ζhk
n }

N
n=0 ⊂ Eh such that ζhk

0 = ζh
0 and for n = 1, . . . , N ,

(δζhk
n , ξh)Y + a(ζhk

n , ξh) = (φ(ε(uhk
n−1), ζ

hk
n−1), ξ

h)Y ∀ξh
∈ Eh, (23)

(η∗(ζhk
n )[Aε(uhk

n ) + E

∗
∇ϕhk

n ], ε(wh))Q + j(uhk
n , wh) = (fn, wh)V ∀w

h
∈ V h, (24)

(η∗(ζhk
n )[β∇ϕhk

n − Eε(uhk
n )],∇ψh)H = (qn, ψh)W ∀ψh

∈ W h, (25)

where ζh
0 is an appropriate approximation of the initial condition ζ0, and u

hk
0 ∈ V h and

ϕhk
0 ∈ W h are the solutions to the following problems:

(η∗(ζh
0 )[Aε(uhk

0 ) + E

∗
∇ϕhk

0 ], ε(wh))Q + j(uhk
0 , wh) = (f0, w

h)V ∀w
h
∈ V h, (26)

(η∗(ζh
0 )[β∇ϕhk

0 − Eε(uhk
0 )],∇ψh)H = (q0, ψ

h)W ∀ψh
∈ W h. (27)

Using standard arguments for nonlinear variational equations (see [11]), we deduce the
existence and uniqueness of the solution to Problem V P hk.

In this section, our interest is focused on the estimate of the numerical errors
defined by ‖un − u

hk
n ‖V , ‖ϕn − ϕhk

n ‖W and ‖ζn − ζhk
n ‖Y . We have the following.

Theorem 2 Assume that (13) − (19) hold. Let {u, ϕ, ζ} and {u
hk, ϕhk, ζhk

} denote

the solutions to problems V P and V P hk, respectively. Let us assume the following

regularity conditions on the continuous solution,

u ∈ C([0, T ]; [W 1,∞(Ω)]d), ϕ ∈ C([0, T ]; W 1,∞(Ω)),

ζ ∈ C1([0, T ]; Y ) ∩ C([0, T ]; H1(Ω)).

Therefore, we have the following error estimates for all w
h = {w

h
n}

N
n=1 ⊂ V h, ψh =

{ψh
n}

N
n=1 ⊂ W h and ξh = {ξh

n}
N
n=1 ⊂ Eh,

max
0≤n≤N

{
‖un − u

hk
n ‖

2
V + ‖ϕn − ϕhk

n ‖

2
W + ‖ζn − ζhk

n ‖

2
Y

}
+ k

N∑
n=1

‖ζn − ζhk
n ‖

2
H1(Ω)

≤ c
(
k

N∑
j=1

[
‖ζ ′j − δζj‖

2
Y + ‖uj − uj−1‖

2
V + ‖ζj − ξh

j ‖
2
H1(Ω)

]
+ ‖ζ0 − ζh

0 ‖
2
Y

+k2 +
1
k

N−1∑
j=1

‖ζj − ξh
j − (ζj+1 − ξh

j+1)‖
2
Y + ‖ϕ0 − ϕhk

0 ‖

2
W + ‖u0 − u

hk
0 ‖

2
V

+ max
1≤n≤N

{
‖un − w

h
n‖

2
V + ‖ϕn − ψh

n‖
2
W + ‖ζn − ξh

n‖
2
Y

})
, (28)

where u
hk
0 and ϕhk

0 are the unique solutions to discrete problems (26) and (27), respec-

tively.
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PROOF.

First, we notice that the error estimate for the damage field was already done in
[3]. The following estimates were obtained there for all ξh = {ξh

j }
h
j=1 ⊂ Eh,

‖ζn − ζhk
n ‖

2
Y + k

n∑
j=1

‖∇(ζj − ζhk
j )‖2

H ≤ c
(
k

n∑
j=1

[
‖uj−1 − u

hk
j−1‖

2
V

+‖ζj−1 − ζhk
j−1‖

2
Y + ‖ζ ′j − δζj‖

2
Y + ‖uj − uj−1‖

2
V + ‖ζj − ξh

j ‖
2
H1(Ω)

]

+k2 + max
1≤n≤N

‖ζn − ξh
n‖

2
Y + ‖ζ0 − ζh

0 ‖
2
Y + k

n−1∑
j=1

‖ζj − ζhk
j ‖

2
Y

+
1
k

n−1∑
j=1

‖ζj − ξh
j − (ζj+1 − ξh

j+1)‖
2
Y

)
. (29)

Secondly, we turn to estimate the numerical errors on the electric potential and the
displacement field. In [7] we proved the following equality,

−(η∗(ζhk
n )Eε(un − u

hk
n ),∇(ϕn − ϕhk

n ))H

= ((η∗(ζn) − η∗(ζhk
n ))Eε(un),∇(ϕn − ϕhk

n ))H

−((η∗(ζn) − η∗(ζhk
n ))β∇ϕn,∇(ϕn − ϕhk

n ))H

−(η∗(ζhk
n )β∇(ϕn − ϕhk

n ),∇(ϕn − ϕhk
n ))H

+(η∗(ζhk
n )β∇(ϕn − ϕhk

n ),∇(ϕn − ψh))H

+((η∗(ζn) − η∗(ζhk
n ))β∇ϕn,∇(ϕn − ψh))H

−(η∗(ζhk
n )Eε(un − u

hk
n ),∇(ϕn − ψh))H

−((η∗(ζn) − η∗(ζhk
n ))Eε(un),∇(ϕn − ψh))H ∀ψh

∈ W h. (30)

Substracting (20) at time t = tn and (24) for all w
h
∈ V h we find that

(η∗(ζn)[Aε(un) + E

∗
∇ϕn] − η∗(ζhk

n )[Aε(uhk
n ) + E

∗
∇ϕhk

n ], ε(wh))Q

+j(un, wh) − j(uhk
n , wh) = 0,

which leads to the following,

(η∗(ζn)Aε(un) − η∗(ζhk
n )Aε(uhk

n ), ε(un − u
hk
n ))Q + j(un, un − u

hk
n )

+(η∗(ζn)E∗
∇ϕn − η∗(ζhk

n )E∗
∇ϕhk

n , ε(un − u
hk
n ))Q − j(uhk

n , un − u
hk
n )

= (η∗(ζn)Aε(un) − η∗(ζhk
n )Aε(uhk

n ), ε(un − w
h))Q + j(un, un − w

h)
+(η∗(ζn)E∗

∇ϕn − η∗(ζhk
n )E∗

∇ϕhk
n , ε(un − w

h))Q − j(uhk
n , un − w

h)
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for all w
h
∈ V h. Keeping in mind (30) and

(η∗(ζn)Aε(un) − η∗(ζhk
n )Aε(uhk

n ), ε(un − w
h))Q

+(η∗(ζn)E∗
∇ϕn − η∗(ζhk

n )E∗
∇ϕhk

n , ε(un − w
h))Q

= (η∗(ζhk
n )Aε(un − u

hk
n ), ε(un − w

h))Q

+((η∗(ζn) − η∗(ζhk
n ))Aε(un), ε(un − w

h))Q

+(η∗(ζhk
n )E∗

∇(ϕn − ϕhk
n ), ε(un − w

h))Q

+((η∗(ζn) − η∗(ζhk
n ))E∗

∇ϕn, ε(un − w
h))Q ∀w

h
∈ V h,

j(un, un − u
hk
n ) − j(uhk

n , un − u
hk
n ) ≥ 0,

j(un, un − w
h) − j(uhk

n , un − w
h) ≤ c‖un − u

hk
n ‖V ‖un − w

h
‖V ,

(η∗(ζn)E∗
∇ϕn − η∗(ζhk

n )E∗
∇ϕhk

n , ε(un − u
hk
n ))Q

= (η∗(ζhk
n )Eε(un − u

hk
n ),∇(ϕn − ϕhk

n ))H

+((η∗(ζn) − η∗(ζhk
n ))Eε(un),∇(ϕn − ϕhk

n ))H ,

using properties (13), (14), (15) and (16), taking into account the solution regulari-
ties u ∈ C([0, T ]; [W 1,∞(Ω)]d) and ϕ ∈ C([0, T ]; W 1,∞(Ω)) (which imply that ε(un) ∈
[L∞(Ω)]d×d and ∇ϕn ∈ [L∞(Ω)]d), and applying several times the inequality

ab ≤ εa2 + (1/4ε)b2, a, b, ε ∈ R,

for some ε > 0 small enough, after some tedious algebra we obtain the following esti-
mates for both the electric potential and the displacement field, for all ψh

n ∈ W h and
w

h
n ∈ V h,

‖un − u
hk
n ‖

2
V + ‖ϕn − ϕhk

n ‖

2
W ≤ c

(
‖ϕn − ψh

n‖
2
W + ‖un − w

h
n‖

2
V + ‖ζn − ζhk

n ‖

2
Y

)
.

Finally, combining the previous estimates and (29), and using a discrete version of
Gronwall’s inequality (see [13] for details), we deduce error estimates (28). �

These error estimates are the basis for the analysis of the convergence rate of the
algorithm.

As an example, let Ω be a polyhedral domain and denote by T

h a triangulation of
Ω compatible with the partition of the boundary Γ = ∂Ω into ΓD, ΓN and ΓC .

Under some additional regularity conditions, the linear convergence of the algo-
rithm can be derived, with respect to the discretization parameters h and k, which we
state in the following.

Corollary 3 Let the assumptions of Theorem 2 hold and denote by {u, ϕ, ζ} and

{u
hk, ϕhk, ζhk

} the respective solutions to problems V P and V P hk. Let the finite ele-

ment spaces V h, W h and Eh be composed of continuous and piecewise affine functions;

that is,

V h = {w
h
∈ [C(Ω)]d ; w

h
|Tr

∈ [P1(Tr)]d ∀Tr ∈ T

h, w
h = 0 on ΓD},

W h = {ψh
∈ C(Ω) ; ψh

|Tr
∈ P1(Tr) ∀Tr ∈ T

h, ψh = 0 on ΓD},

Eh = {ξh
∈ C(Ω) ; ξh

|Tr
∈ P1(Tr), ∀Tr ∈ T

h
},
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where P1(Tr) represents the space of polynomial functions of global degree less or equal

to 1 in Tr. Moreover, we also assume that the discrete initial condition ζh
0 is obtained

by ζh
0 = πhζ0, where πh : C(Ω) → Eh is the standard finite element interpolation

operator (see, e.g., [4]).

Under the additional regularity conditions

u ∈ C1([0, T ]; V ) ∩ C([0, T ]; [H2(Ω)]d), ϕ ∈ C([0, T ]; H2(Ω)),

ζ ∈ H2(0, T ; Y ) ∩ H1(0, T ; H1(Ω)) ∩ C([0, T ]; H1(Ω)),

the numerical algorithm introduced in Problem V P hk is linearly convergent; that is,

there exists c > 0, independent of h and k, such that,

max
0≤n≤N

{‖un − u
hk
n ‖V + ‖ϕn − ϕhk

n ‖W + ‖ζn − ζhk
n ‖Y } ≤ c(h + k).

Corollary 3 is obtained using estimates (28) and taking into account the well-known
approximation results and the definition of the operator πh (see [4]),

inf
ξh
n∈Eh

‖ζn − ξh
n‖H1(Ω) ≤ ch‖ζ‖C([0,T ];H2(Ω)),

inf
ψh

n∈W h

‖ϕn − ψh
n‖H1(Ω) ≤ ch‖ϕ‖C([0,T ];H2(Ω)),

inf
wh

n∈V h

‖un − w
h
n‖V ≤ ch‖u‖C([0,T ];[H2(Ω)]d),

‖ζ0 − πhζ0‖Y ≤ ch2
‖ζ‖C([0,T ];H2(Ω)),

the estimate (see [12]),

1
k

N−1∑
j=1

‖ζj − ξh
j − (ζj+1 − ξh

j+1)‖Y ≤ ch‖ζ‖H1(0,T ;H1(Ω)),

and the straightforward estimates (see [3]),

k

N∑
j=1

[
‖ζ ′j − δζj‖Y + ‖uj − uj−1‖V

]
≤ ck

(
‖ζ‖H2(0,T ;Y ) + ‖u‖C1([0,T ];V )

)
,

‖ϕ0 − ϕhk
0 ‖W + ‖u0 − u

hk
0 ‖V ≤ ch

(
‖ϕ‖C([0,T ];H2(Ω)) + ‖u‖C([0,T ];[H2(Ω)]d)

)
.

3 Numerical results

3.1 The numerical algorithm

First, the “discrete initial conditions” for the displacements and the electric potential,
u

hk
0 and ϕhk

0 , are obtained by solving (26) and (27), simultaneously. We notice that
a penalty-duality algorithm is applied for solving the nonlinearity due to the normal
compliance function (see [8]).

Secondly, let the solution (uhk
n−1, ϕ

hk
n−1, ζ

hk
n−1) at time tn−1 be known. We then obtain

the discrete damage field at time tn, ζhk
n , from the discrete linear variational equation
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(23), which leads to a symmetric linear system and Cholesky’s method is applied for
its resolution.

Finally, the discrete displacement field and the discrete electric potential are ob-
tained from the coupled equations (24) and (25), respectively. Again, the above penalty-
duality algorithm is employed for solving this nonlinear problem.

The numerical scheme was implemented on a 3.2 Ghz PC using MATLAB, and a
typical 2D run took about 10 minutes of CPU time.

3.2 A two-dimensional example

As a two-dimensional example, we consider an elasto-piezoelectric body, occupying the
domain Ω = (0, 6) × (0, 1.2), which is clamped on its left vertical boundary ΓD =
{0}× [0, 1.2]. We assume that no mechanical volume forces act in the body and that no
volume electric charges are applied there. Moreover, we assume that a traction force,
linearly increasing with respect to the x1-variable, is acting on the horizontal upper
boundary and that no surface electric charges are applied on the boundary. Finally,
the body is in contact with a deformable obstacle on the horizontal lower boundary
ΓC = [0, 6] × {0}.

The body is assumed PZT-5A, a piezoceramic material of 6mm symmetry class
with coefficients and notations detailed in [1].

The damage source function used in the numerical simulations presented below has
the following form,

φ(ε(u), ζ) = −(ζ − ζ∗)+ λD

1 − η∗(ζ)
η∗(ζ)

+
1
2
λURq∗(ε(u) · ε(u))

+

,

where r+ = max{r, 0} denotes the positive part of r, λD and λU are process parameters
and Rq∗ : R → [−q∗, q∗] is a truncation function given by

Rq∗(r) =

{
r if |r| ≤ q∗,

q∗ otherwise.

The normal compliance function p has the expression

p(uν − s) = cν(uν − s)+,

where cν is a deformability coefficient which represents the obstacle stiffness.
The following data were employed in these simulations:

T = 1 s, κ = 10−2, ζ0 = 1, λD = 0.01, λU = 103, cν = 104,
ζ∗ = 0.01, s = 0m, ϕD = 0V, fN (x1, x2, t) = (0,−5 × 104x1)N/m2,
fB = 0N/m3, qB = 0C/m3, qN = 0C/m2.

Taking k = 0.01 as the time discretization parameter, the deformed mesh (amplified
by 100) at final time and the initial configuration are shown in Figure 2. As expected,
the contact with the obstacle is produced and the penetration into the obstacle is
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Figure 2: Deformed mesh (x100) at final time and initial configuration.
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Figure 3: Damage field and electric potential at final time on the deformed mesh.

observed. In Figure 3 the damage field (left-hand side) and the electric potential (right-
hand side) are plotted on the deformed mesh. The sensor effect is clearly observed: an
electric potential is generated due to the deformation. Because of the vertical movement
and the clamping conditions, the more damaged areas concentrate on the left part of
the body.

In order to demonstrate the so-called actuator effect, a similar setting than in the
above example has been considered. Now, no mechanical forces are acting and we
assume a large difference of electric potential ϕD given by ϕD(x1, x2) = 0 if x1 = 0 and
ϕD(x1, x2) = 2× 108 if x1 = 6. This example requires straightforward modifications in
the writing of Problem P .

Taking again k = 0.01 as the time discretization parameter, the deformed mesh
(amplified by 20) at final time and the initial configuration are shown in Figure 4.
As expected, the contact with the obstacle is produced and the penetration into the
obstacle is observed. However, since no mechanical forces were applied, we notice that
this deformation is only produced by the electric displacement (i.e., the sensor effect).
As a reaction to the electrical forces, the body has an bending movement. In Figure 5
the damage field (left-hand side) and the electric potential (right-hand side) are plotted
on the deformed mesh. Due to the resulting deformation, the most damaged areas are
located where the body bends and also near to the clamped part. Moreover, since
a large difference of electric potential is assumed, the electric potential seems to be
constant through the horizontal direction.
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Figure 4: Deformed mesh (x20) at final time and initial configuration.
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Figure 5: Damage field and electric potential at final time on the deformed mesh.
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[22] R. Turbé, G.A. Maugin, On the linear piezoelectricity of composite materials,
Math. Methods Appl. Sci. 14(6) (1991) 403–412.

[23] Y. Xinhua, C. Chuanyao, H. Yuantai, W. Cheng, Combined damage fracture

criteria for piezoelectric ceramics, Acta Mechanica Solida Sinica 18(1) (2005) 21–
27.

© CMMSE Volume I Page 276 of 720 ISBN: 978-84-612-1982-7



Proceedings of the International Conference

on Computational and Mathematical Methods

in Science and Engineering, CMMSE 2008

13–17 June 2008.

A dynamical model of parallel computation on bi-infinite

time-scale
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2 Departamento de Matemática Aplicada y Estad́ıstica, Hospital de Marina,

30203-Cartagena (Región de Murcia), Spain. , Universidad Politécnica de Cartagena
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Abstract

The aim of this article is to construct a dynamical model of parallel computation
on bi-infinite time-scale. Our approach is similar to two-sided symbolic dynamics,
however bi-infinite sequences are transformed to bi-infinite graphs for a suitable
description of parallelism and concurrency.

1 Introduction

A computational process executed by some system can be considered, from the general
point of view, as a motion and thus can be described as a dynamical system. Then it
can be a subject of analysis using all tools of dynamical system theory. The process of
computation on one processor can be visualized as a sequence of successive executions
of commands defined over a finite set of instructions. It is exactly the situation in
symbolic dynamics, when a sequence of symbols from a finite alphabet is shifted from
the right to the left. If our computation schedule is large (i.e. we have a long list
of instructions to be executed) then we can agree that our computation schedule is
represented by a bi-infinite sequence of symbols (i.e. sequence indexed by Z). In such
a case the index 0 points out the instruction currently executed. Notice that this kind
of generalization (i.e. description of a problem by infinite models instead of finite ones)
is very natural and common (e.g. most of models in engineering assume that there are
infinitely many atoms in given solid etc.). The same way we assume that the tape in
Turing model is infinite, because we do not want to restrict the length of computations.
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Modelling a dynamical behavior by a sequence of symbols is not a new idea. It was
originally applied by Hadamard in the late XIX century.

The problem of interrelations between dynamics of computation and computation
process itself, perceived in theory of computing firstly, is a subject of a research which
is considered from several points of view [1, 6, 9, 10, 11, 12]. Nevertheless we are still
far from the full understanding of it. This is caused, mostly by the fact, that many
questions about dynamics in proposed till now models are undecidable.

In contrast to the above mentioned development of sequential models, not much is
known about dynamical aspects of parallel computation. In our research on relations
between the dynamics of sequential computations and their parallel counterparts we
introduced in [5] a framework, joining the main ideas of Symbolic Dynamics and theory
of Traces, which is used to model parallel computations. However disadvantage of this
model is that in each step we loose some information about the path of computation
which is responsible for the current state of the system.

In the paper we will construct a framework which is similar to bi-infinite sequences
in symbolic dynamics. We have to develop a technique which will transform a linear
computation schedule (represented by bi-infinite sequence) into a new object which
represents schedule of parallel computing. In particular, the symbol at index 0 and the
future of computation (represented by symbols at indices from N) must be related to
the future in a schedule in our model of parallel computing. In a similar way as in [5] we
undertake this research problem basing on theory of traces, as a tool of description of
parallelism and using methods of symbolic dynamics. However we will have to develop
some additional objects which will be suitable for bi-infinite time scale.

The notion of a trace was introduced by P. Cartier and D. Foata in [2] in a combina-
torial context. Later, with a great success, this notion was applied by A. Mazurkiewicz
[8] to model the concepts of parallelism and concurrency. Presently, there are nu-
merous research papers, monographs and textbooks on trace theory (see e.g. [3, 4])
however they focus, mostly, on combinatorial aspects of modelled processes. Dynam-
ical properties of parallel computational processes described by traces and sequential
computations in relation to their parallel counterparts in a space of traces are still
challenging problems.

In our research we will focus on dynamical model of parallel computation on bi-
infinite time-scale. We have to extend our framework of [5] to model computations with
the specified past. In fact we introduce bi-infinite traces to model such computations
and extend a notion of a trace shift map to cover this bi-infinite case. As we will see,
the situation is even more complex than this of [5] and introduced shift operator Φ (on
bi-infinite traces) give rise to much richer dynamics. The further study of the properties
of Φ seems to be a challenging problem. We hope that our framework will generate a
deeper insight into the dynamics of parallel computation and will be motivating for a
further development in the theory of computing.
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2 Definitions and notations

Let Σ∗ denote the set of all finite words over an alphabet Σ. Σ∗. We denote by I ⊂ Σ×Σ
a symmetric and irreflexive relation called the independence relation. I induces a
congruence ∼I on Σ∗. Considered a word as a sequence of actions denoted by letters
and executed on some sets of resources we can interpret the independency of a and
b as a possibility of a parallel execution of these two actions. The complement of I,

that is (Σ × Σ) \ I is called the dependence relation and is denoted by D. The quotient
Σ∗/ ∼I is the free partially commutative monoid and is denoted by M(Σ, I) or by
M(Σ,D). The elements of M(Σ, I) are called traces. A word w ∈ Σ∗ is in Foata normal
form, if it is the empty word or if there exist an integer n > 0 and nonempty words
v1, ..., vn ∈ Σ+ such that the following three conditions are satisfied: w = v1.....vn,; for
any i = 1, ..., n the word vi is a catenation of pairwise independent letters and vi is
minimal with respect to the lexicographic ordering; for any i = 1, ..., n − 1 and for any
letter a ∈ alph(vi+1) there exists a letter b ∈ alph(vi) such that (a, b) ∈ D.

A dependence graph G = [V,E, λ] over (Σ,D) consists of

1. V , a countable set of vertices

2. E ⊂ V × V , an edge relation such that the directed graph (V,E) is acyclic and
the induced partial ordering is well founded

3. λ : V → Σ, a vertex labelling function such that (λ(x), λ(y)) ∈ D if and only if
(x, y) ∈ E ∪ E−1

∪ ΔV where ΔV = {(x, x) : x ∈ V }.

The set of all dependence graphs is a monoid denoted by G(Σ,D) and M(Σ, I) is
isomorphic to a submonoid of G(Σ,D) consisted of all finite graphs. We have a natural
morphism φG : Σ∗

−→ G(Σ,D). We may extend φG from finite to infinite words,
putting for w = w1, w2, ..... the dependence graph φG(w) = [V,E, λ] where V = N and
λ(i) = wi for any i ∈ N. There exists an arrow (i, j) ∈ E, if and only if i < j and
(wi, wj) ∈ D. The image φG(w) ∈ G for any w ∈ Σ∞ is called a real trace. The family
of all real traces is denoted by R(Σ,D) or R(Σ, I). If t = sq then s is called a prefix of
t and denoted by s � t. Now we introduce a topology in R(Σ, I) defining a metric as
follows.

dR(s, t) =
{

2−lR(s, t) if x �= y

0 otherwise

where
lR(s, t) = sup{n ∈ N : ∀p ∈ M(Σ, I), | p |≤ n, p ≤ s ↔ p ≤ t}.

3 Two-sided real traces

Definition 1 Let (Σ,D) be a dependence alphabet. A dependence graph with dot G =
[V,E, λ] consists of

1. V , a countable set of vertices
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2. �, an additional vertex � /∈ V and Ṽ = V ∪ {�}

3. E ⊂ Ṽ × Ṽ , an edge relation such that the directed graph (Ṽ , E) is acyclic

4. λ : V → Σ, a vertex labelling function such that (λ(x), λ(y)) ∈ D if and only if

(x, y) ∈ E ∪ E−1
∪ ΔV ∩ V × V, where ΔV = {(x, x) : x ∈ V }

5. V = L(G) ∪ R(G) and L(G) ∩ R(G) = ∅, where

L(G) = {v ∈ V : there is a path from v to � in G}

R(G) = {v ∈ V : there is a path from � to v in G}

The set of all dependence graphs with dot is denoted by G•(Σ,D). It could be
converted into a monoid with the empty graph 1 = [{�} , ∅, ∅] as the neutral element
of a concatenation of graphs defined as follows. For dependence graphs with dot G1 =
[V1 ∪ {�} , E1, λ1] and G2 = [V2 ∪ {�} , E2, λ2] we put

G1 · G2 = [V1 ∪ {�} , E1, λ1] · [V2 ∪ {�} , E2, λ2] = [(V1∪̇V2 ∪ {�}), E1∪̇E2∪̇A,λ1∪̇λ2]

where A = {(x, y) ∈ L(G2) × L(G1) ∪ R(G1) × R(G2) : (λ1(x), λ2(y)) ∈ D}

Let us define a mapping ϕR
G

: Σ → G•(Σ,D) putting for a letter a ∈ Σ the two
vertices graph ϕR

G
(a) = [{a,�} , {(�, a)} , λ] where λ(a) = a. This mapping can be

extended to a morphism ϕR
G

: Σ∗
→ G•(Σ,D) by putting ϕR

G
(ua) = ϕR

G
(u)ϕR

G
(a) for

any a ∈ Σ and u ∈ Σ+. Similarly we define a mapping ϕL
G

: Σ∗
→ G•(Σ,D) but now

ϕL
G
(a) = [{a,�} , {(a,�)} , λ], λ(a) = a and ϕL

G
(ua) = ϕL

G
(a) · ϕL

G
(u) for any a ∈ Σ and

u ∈ Σ+. Denote by u.v a pair of words and let S(Σ) = {u.v : u, v ∈ Σ∗
}. Define a

map ϕ•

G
: S(Σ) → G•(Σ,D) putting ϕ•

G
(u.v) = ϕL

G
(u) · ϕR

G
(u).

We can extend the mapping ϕ•

G
from two-sided to bi-infinite words. For w =

. . . , w−1, w0, w1, . . . the dependence graph with dot ϕ•

G
(w) = [V ∪ {�} , E, λ] is defined

as follows. We put V = Z and λ(i) = wi for any i ∈ Z. There exists an arrow (u, v) ∈ E,
if and only if

1. u, v ∈ V , u < v < 0 or 0 ≤ u < v, (wu, wv) ∈ D,

2. u < 0 and v = �,

3. u = � and v ≥ 0.

That way we have defined bi-infinite traces. The image ϕ•

G
(w) for any w ∈ S(Σ) ∪ ΣZ

is called a two-sided real trace. The family of all real two-sided traces is denoted by
R•(Σ,D). We denote the set of finite two-sided traces ( with finitely many vertices) by
M•(Σ, I). The set of bi-infinite real traces is denoted Rω•ω(Σ,D).

If t ∈ M•(Σ, I) then define its length to be the integer |t| = max{#L(t),#R(t)}. If
there exist traces s, t, r such that t = s · r then we write s ≤ t and call s a (two-sided)
prefix of t. If s ≤ t and t ≤ s then we write s = t, otherwise s �= t.
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Let G = [V,E, λ] ∈ R•(Σ,D). For any v ∈ R(G) we denote by |v| the length of the
longest path from � to v. If v ∈ L(G) then |v| is the length of the longest path from
v to �. For any integer n > 0 we define FR

n (G) = w where the word w is catenation
of letters {λ(v) : v ∈ R(G), |v| = n} in order defined by the path in G starting in �

and FL
n (G) is the catenation of letters from {λ(v) : v ∈ L(G), |v| = n}. We also define

FL
0 (G) = FR

0 (G) = 1. To unify the notation we define

Fi(t) =

{
FR

i (t) , i ≥ 0
FL

i (t) , i < 0.

For any two two-sided traces s, t ∈ R•(Σ,D), s �= t we define

lpref(s, t) = max {n : r ≤ s ⇔ r ≤ t for every r ∈ M•(Σ, I) with |r| ≤ n}

lfnf(s, t) = max {n : Fi(s) = Fi(t) for i = −n, . . . , n}

and that way we introduce two metrics on R•(Σ,D) called prefix metric and Foata

normal form metric respectively:

dpref(s, t) =
{

2−lpref(s, t) , s �= t

0 , s = t
, dfnf(s, t) =

{
2−lfnf(s, t) , s �= t

0 , s = t

Proposition 2 Metrics dpref and dfnf are uniformly equivalent.

Proposition 3 Monoids M•(Σ, I) and M(Σ,D) × M(Σ,D) are isomorphic.

Proposition 4 If we endow the space R(Σ,D) × R(Σ,D) with the metric

d((x1, x2), (y1, y2)) = max {dR(x1, y1), dR(x2, y2)} then we obtain a metric space home-

omorphic to (R•(Σ,D), dfnf). The same is true for Rω•ω(Σ, I) and Rω(Σ, I)×Rω(Σ, I).

4 Shifts on bi-infinite traces

Given t ∈ Φ and i ∈ Z, i �= 0 let ψ(i, t) be a bi-infinite trace obtained from t by
removing all vertices with |v| = i. We define a map Φ : Rω•ω(Σ, I) → Rω•ω(Σ, I) which
is an analogue of σ on A

Z. Given t ∈ Rω•ω(Σ, I) the map Φ will shift F1(t) from the
right to the left side of the vertex �. Strictly speaking

Φ(t) = ϕL(F1(t)) · ψ(1, t).

The mapping Φ seems to be similar to σ, however it is only the first impression.
The most important difference is that Φ is not invertible. In fact it is neither injective
nor surjective.

Example 5 Let Σ = {a, b, c} and let the relation I be represented by the undirected

graph b − c. Note that in that case the bi-infinite trace:
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a a

b

c

. a a a

can be obtained as the image by Φ of bi-infinite trace

a a b . c a a

or

a a c . b a a

Additionally observe that none of two graphs above can be obtained as an image of Φ.

Proposition 6 The map Φ is continuous.

Proposition 7 The set X =
⋂

∞

n=0 Φn(Rω•ω(Σ, I)) is closed and Φ invariant (i.e.

Φ(X) = X). It is the largest set (in the sense of inclusion) with these properties.

The case X = Rω•ω(Σ, I) holds iff I = ∅. In that case (Rω•ω(Σ, I),Φ) is equivalent to

(ΣZ, σ).

Proposition 8 Let t be a bi-infinite trace. If F−1(t)F1(t) ∼I F−1(Φ(t)) then t /∈ X.

Proposition 9 Assume that I �= ∅. Then there exists a shift X ⊂ ΣZ such that ϕ•

G
(X)

is not closed. In particular the map ϕ•

G
is not continuous.
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Abstract

In this paper we present a lattice dynamical system stated by K. Kaneko
in [Phys. Rev. Lett., 65, 1391-1394, 1990] which is related to the Belusov-
Zhabotinskii reaction. We prove that this CML (Coupled Map Lattice) system
has positive topological entropy for zero coupling constant.
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1 Introduction

Classical Discrete Dynamical Systems (DDS’s), i.e., a couple composed by a space X
(usually compact and metric) and a continuous self-map ψ on X, have been highly
considered in the literature (see e.g., [BC] or [De]) because are good examples of prob-
lems coming from the theory of Topological Dynamics and model many phenomena
from biology, physics, chemistry, engineering and social sciences (see for example, [Da],
[KO], [Pu] or [Po]). In most cases in the formulation of such models ψ is a C∞, an
analytical or a polynomial map.

Coming from chemical engineering applications, such a digital filtering, imaging
and spatial vibrations of the elements which compose a given chemical product, a gen-
eralization of DDS’s have recently appeared as an important subject for investigation,
we mean the so called Lattice Dynamical Systems or 1d Spatiotemporal Discrete Sys-
tems. In the next section we provide all the definitions. To show the importance of
these type of systems, see for instance [ChF].

To analyze when one of this type of systems have a complicated dynamics or not by
the observation of one topological dynamics property is an open problem. The aim of
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the present paper is to show by using the notion of topological entropy to characterize
the dynamical complexity of coupled lattice systems showing the existence of positive
topological entropy for zero coupling constant. We present some other problems for
the future.

Let us recall the notion of Positive topological entropy which is known to topological
chaos.

An attempt to measure the complexity of a dynamical system is based on a compu-
tation of how many points are necessary in order to approximate (in some sense) with
their orbits all possible orbits of the system. A formalization of this intuition leads to
the notion of topological entropy of the map f , which is due to Adler, Konheim and
McAndrew [AKM]. We recall here the equivalent definition formulated by Bowen [B],
and independently by Dinaburg [Di]: the topological entropy of a map f is a number
h(f) ∈ [0,∞] defined by

h(f) = lim
ε→0

lim sup
n→∞

#E(n, f, ε),

where E(n, f, ε) is a (n, f, ε)–span with minimal possible number of points, i.e., a set
such that for any x ∈ X there is y ∈ E(n, f, ε) satisfying d(f j(x), f j(y)) < ε for
1 ≤ j ≤ n.

A map f is topologically chaotic (briefly, PTE) if its topological entropy h(f) is
positive.

2 Notation and basic construction

The state space of LDS (Lattice Dynamical System) is the set

X = {x| x = {xi}, xi ∈ Rd, i ∈ ZD, ‖ xi ‖<∞},
where d ≥ 1 is the dimension of the range space of the map of state xi, D ≥ 1 is

the dimension of the lattice and the l2 norm ‖ x ‖2= (Σi∈ZD | xi |2)1/2 is usually taken
(| xi | is the length of the vector xi).

We deal with the following 1d-LD CML (Coupled Map Lattice) system which was
stated by K. Kaneko in [K] (for more details see for references therein) and it is related
to the Belusov-Zhabotinskii reaction (see [KO] and for experimental study of chemical
turbulence by this method [HGS], [HOY], [HHM]):

xm+1
n = (1− ε)f(xm

n ) + ε/2[f(xm
n−1)− f(xm

n+1)], (1)

where m is discrete time index, n is lattice side index with system size L (i.e. n =
1, 2, . . . L), ε is coupling constant and f(x) is the unimodal map on the unite closed
interval I = [0, 1], i.e. f(0) = f(1) = 0 and f has unique critical point c with 0 < c < 1
such that f(c) = 1. For simplicity we will deal with so called “tent map”, defined by

f(x) =
{

2x, x ∈ [0, 1/2),
2− 2x, x ∈ [1/2, 1].
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In general, one for the following periodic boundary conditions of the system (1) is
assumed:

1. xm
n = xm

n+L,

2. xm
n = xm+L

n ,

3. xm
n = xm+L

n+L ,

standardly, the first case of the boundary conditions is used.

The equation (1) was studied by many authors, mostly experimentally or semi-
analytically then analytically. The first paper with analytic results is [ChL], where it
was proved that this system is chaotic in the sense of Li and Yorke.

We consider, as an example the 2-element one-way coupled logistic lattice (OCLL,
see [KW]) H : I2 → I2 written as

xm+1
1 = (1− ε)f(xm

1 ) + εf(xm
2 ),

xm+1
2 = εf(xm

1 ) + (1− ε)f(xm
2 ),

(2)

where f is the tent map.
The following construction is similar to the [BCP]. Since the critical point for

the tent map is equal to 1/2 we can divide the interval I into two sets P1 = [0, 1/3)
and P2 = (2/3, 1] and get a family P = {P1, P2}. Then each point x0 ∈ Λ1 can be
represented as an infinite symbol sequence C1(x0) = α = a1a2a3 . . . where Λ1 is Cantor
ternary set and

an =
{

0 if fn(x0) ∈ P1,
1 if fn(x0) ∈ P2.

Returning to (2) we can divide its range set into four sets P = {P 1
1 , P

1
2 , P

2
1 , P

2
2 }

where the upper index corresponds to the x1 coordinate and x2 to the lower one. Then
again each point p ∈ Λ2 can be encrypted as an infinite symbol sequence C2(p) = α =
a1a2a3 . . . where Λ2 is 2-dimensional Cantor ternary set 1 and

an =

⎧⎪⎪⎨⎪⎪⎩
0 if Hn(p) ∈ P 1

1 ,
1 if Hn(p) ∈ P 1

2 ,
2 if Hn(p) ∈ P 2

1 ,
3 if Hn(p) ∈ P 2

2 .

Now, we denote the k-shift operator σk on k symbol alphabet, defined by σk : Σk →
Σk and σk(a1a2a3 . . . ) = a2a3 . . . where Σk = {α | α = a1a2a3 . . . and ai ∈ {1, 2, . . . k}},
so the effect of this operator is to delete the first symbol of the sequence α.

We can observe that Λ2 is invariant2 subset of the range space of the system (2)
and that each its point is encoded by exactly one point from Σ4, for ε = 0. So, by [F]
the shift operator σ4 acts on Σ4 exactly as (2) on Λ2, for ε = 0.

1by n-dimensional Cantor set we mean the Cantor set constructed as subset of Rn

2a set M is invariant for the map f if f(M) ⊂ M
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3 Main result

We say that two dynamical systems (X, f) and (Y, g) are topologically conjugated if
there is a homeomorphism h : X → Y such that h ◦ f = g ◦h (the diagram commutes),
such homeomorphism is called conjugacy. Then:

Proposition 1 ([W]) If (X, f) and (Y, g) are topologically conjugated systems then
h(f) = h(g).

For the proof of the main result we also use well known result:

Proposition 2 ([W]) Let σk be the k-shift operator. Then h(σk) = k log 2.

Theorem 1 The system

xm+1
n = (1− ε)f(xm

n ) + ε/2[f(xm
n−1)− f(xm

n+1)],

has positive topological entropy for ε = 0. Moreover, its entropy equals to L log 2.

Proof 1 By the construction of the Section 2 it follows that the 2–dimensional system
(1) contains 2-dimensional Cantor set which is conjugated (see, e.g. [F]) to the shift
space Σ4 by the conjugacy map C2, for ε = 0. Then by Proposition 1 the system
has topological entropy equal to the entropy of σ4. Consequently, by Proposition 2 its
entropy is 2 log 2.

To the end of the proof, it suffice to note, that the construction of the Section 2
can be generalized to the L-dimensional systems. Such system will be conjugated to the
2L-shift by CL conjugacy and by the same arguments, as in the paragraph above, its
entropy equals to L log 2.

4 Concluding remarks

The proof of the main result can be done in an alternative way. For zero coupling
constant it is obvious that each lattice side contains a subsystem conjugated to (Σ2, σ2).
Then the system (1) contains subsystem conjugated to the L-times product of (Σ2, σ2)
and by h(σ2 × · · · × σ2︸ ︷︷ ︸

L

) = Lh(σ2) (see, e.g. [W]) the assertion follows.

For non-zero coupling constants the dynamical behaviour of the system (1) is more
complicated. The first question is how the invariant subsets of phase space looks like?
Secondly, is the set of periodic points dense in the range space? The answer for this
question will be nontrivial. Similar system was studied in [BGLL] and there was used
the method of resultants to prove existence of periodic points of higher order. The
same concept like in [BGLL] should be used.
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Abstract

We strengthen the connection between information theory and quantum me-
chanical systems using a recently developed dequantization procedure which re-
sults in a decomposition of the kinetic energy as the sum of a classical term and a
purely quantum term. For the nearly uniform electron gas we thereby approximate
the noninteracting kinetic energy as the sum of the Thomas-Fermi term and the
Weizsäcker term (which is identical in information content to the Fisher informa-
tion). Electron correlation is included via a nonlocal analytical expression which is
a functional of the (N -1)-conditional probability density. This expression is eval-
uated via a statistically rigorous Monte-Carlo procedure to obtain the correlation
energy as a functional of the electron density. We then approximate this functional
as a (local) Shannon entropy term. Thus the kinetic energy is expressed as the
Thomas-Fermi term plus two terms from information theory: the Fisher informa-
tion, which is a measure of electron localization, and the Shannon entropy, which
is a measure of electron delocalization.

Key words: kinetic-energy functionals, Weizsäcker term, Fisher information,
Shannon entropy
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Abstract

We present a relational proof system in the style of dual tableaux for the rela-
tional logic associated with a multimodal propositional logic for order of magnitude
qualitative reasoning with a bidirectional relation of negligibility. We study sound-
ness and completeness of the proof system and we show how it can be used for
verification of validity of formulas of the logic on the basis of an example.

Key words: relational logics, dual tableau systems, multimodal propositional
logic, order-of-magnitude qualitative reasoning

1 Introduction

The use of models to represent different scientific and engineering situations leads to
qualitative reasoning as a good possibility when the traditional numeric methods are
limited. Qualitative Reasoning (QR) provides an intermediate level between discrete
and continuous models [20]. A form of QR is to manage numerical data in terms
of orders of magnitude (see, for example, [7, 14, 17, 19]). Two approaches to order of
magnitude reasoning have been identified in [21]: Absolute Order of Magnitude, which
is represented by a partition of the real line R, where each element of R belongs to
a qualitative class and Relative Order of Magnitude, introducing a family of binary
order of magnitude relations which establish different comparison relations in R (e.g.,
comparability, negligibility and closeness). In general, both models need to be combined
to capture all the relevant information.

Several logics have been defined to use QR in different contexts, e.g. spatial and
temporal reasoning [1,22]. In particular, logics dealing with order of magnitude reason-
ing have been developed in [3–5] by combining the absolute and relative approaches,
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that is, defining different qualitative relations by using the intervals provided by a
specific absolute order of magnitude model.

In this paper, we focus our attention on the multimodal propositional logic L(MQ)N

presented in [4], which uses the absolute order of magnitude model with the real line
divided in seven intervals to define a binary relation of negligibility. This negligibility
relation is bidirectional, that is it allows us to compare positive and negative numbers.
Moreover, this relation has good properties with respect to the sum and product of real
numbers, which is very useful in the applications (see, for example [17]).

It is well known that one of the main advantages in the use of the logic formalism
is the possibility of having automated deduction systems. For this reason, we present a
relational proof system in the style of dual tableaux for the relational logic associated to
the multimodal logic in question. We prove that the system enables us to verify validity
of formulas of this logic. This relational system is founded on the Rasiowa-Sikorski
system (RS) for the first-order logic [18] extended with the rules for equality predicate
in [11]. The election of this method has many advantages [12]: a clear-cut method
of generating rules of the system from the semantics, the resulting deduction system
well suited for automated deduction purposes, a standard and intuitively simple way
of proving completeness by constructing a counter-model for a non-provable formula
out of its wrong decomposition tree in an RS system and an almost automatic way of
transforming a complete RS system into a complete Gentzen calculus system.

In the construction of the system, we apply the method known for various non-
classical logics, (see e.g. [16]). Firstly, we construct a relational logic appropriate for
the multimodal logic L(MQ)N . Then, we define a validity preserving translation from
the language of L(MQ)N to the language of the relational logic. Finally, we construct
a complete and sound relational proof system for the relational logic appropriate for
L(MQ)N . The relational logic considered in this paper is based on the classical rela-
tional logic of binary relations with relational constants 1 and 1′, which provides a means
for proving the identities valid in the class of full relation algebras (see e.g., [10, 16]).
The proof system developed in the paper is the extension of the proof system for the
classical relational logic originated in [15]. In constructing deduction rules of the sys-
tem, we follow the general principles of defining relational deduction rules presented
in [13]. Another approach to relational logics for order of magnitude reasoning has
been presented in [6].

The existence of automated deduction systems give us also the possibility of im-
plementation. In [8] there is an implementation of the proof system for the classical re-
lational logic and in [9] an implementation of translation procedures from non-classical
logics to relational logic is presented. Focusing our attention on logics for order of
magnitude reasoning, in [2] a theorem prover for the system introduced in [6] has been
given.

The paper is organized as follows: In Section 2, we define the syntax, semantics
and the axiomatization of the logic L(MQ)N . In Section 3, we develop the relational
logic appropriate for L(MQ)N and a validity preserving translation for it. In section 4,
a sound and complete relational proof system is given. Finally, in Section 5, some
conclusions and future work are commented.
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2 The multimodal logic L(MQ)N

As we have said in the introduction, we are going to work with the logic L(MQ)N

presented in [4]. This logic uses an absolute order of magnitude model which considers
the real line R divided in seven equivalence classes using five landmarks, as follows:

NL NM NS PS

0

PM PL

-b -a +a +b

where α, β are two positive real numbers (chosen depending on the context under
consideration) such that α <R β, being ≤R the usual order in R. The seven intervals
are defined by NL = (−∞,−β), NM = [−β,−α), NS = [−α, 0), [0] = {0}, PS = (0, α],
PM = (α, β] and PL = (β,+∞).

The labels correspond to “negative large”, “negative medium”, “negative small”,
“zero”, “positive small”, “positive medium”, and “positive large”, respectively. From
this partition of the real line, we define the following negligibility relation.

Given α, β ∈ R, such that 0 <R α <R β, we say that x is negligible with respect to y,
in symbols xNR y, iff, we have one of the following possibilities:

(i) x = 0 (ii) x ∈ NS ∪ PS and y ∈ NL ∪ PL

Note that item (i) above corresponds to the intuitive idea that 0 is negligible with re-
spect to any real number and item (ii) corresponds to the intuitive idea that a number
sufficiently small is negligible with respect to any number sufficiently large, indepen-
dently of the sign of these numbers. For this reason, we say that our negligibility
relation is bidirectional.

Using the idea of the previous definition, we construct a logic where the five land-
marks −β, −α, 0, α, and β are replaced, respectively, by the following elements of
its language: c1, c2, c3, c4, and c5, while the negligibility relation N is defined as an
accessibility relation obtained from these landmarks.

2.1 Syntax of L(MQ)N

We consider the language of L(MQ)N as a multimodal propositional language with
a family of modal operators determined by accessibility relations. Expressions of the
language are constructed with symbols from the following pairwise disjoint sets:

• V a set of propositional variables,

• C = {ci | i ∈ {1, . . . , 5}} a set of specific constants,

• A = {<,N} a set of accessibility relational constants,
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• {¬,∧,∨,→,
→
�,

←
�,�N ,�N} the set of propositional operations and the specific

modal connectives. 1

The set For of L(MQ)N -formulas is the smallest set satisfying the following conditions:

1. V ∪ C ⊆ For,

2. If ϕ,ψ ∈ For, then ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ, ϕ→ ψ,
→
� ϕ,

←
� ϕ, �Nϕ and �Nϕ ∈ For.

2.2 Semantics of L(MQ)N

We define the basic concepts of the semantics of our logic.

An L(MQ)N -model is a tuple M = (U,m), where U is a non empty set and m is a
meaning function satisfying the following conditions:

1. m(p) ⊆ U for p ∈ V,

2. m(<) is a strict linear ordering on U , that is, for all s, s′, s′′ ∈ U the following
conditions are satisfied:

(Irref) (s, s) 
∈ m(<),
(Trans) if (s, s′) ∈ m(<) and (s′, s′′) ∈ m(<), then (s, s′′) ∈ m(<),
(Lin) (s, s′) ∈ m(<) or (s′, s) ∈ m(<) or s = s′,

3. m(ci) ∈ U for every i ∈ {1, . . . , 5}, and (m(ci),m(ci+1)) ∈ m(<) for every i ∈
{1, . . . , 4},

4. m(N) = G1 ∪G2 ∪G3 ⊆ U × U , where:

G1 = {(s, s′): s = m(c3)},
G2 = {(s, s′): (λ or μ) and (γ or δ) and ζ},
G3 = {(s, s′): (λ or μ) and (γ or δ) and η},
where λ := ((m(c2), s) ∈ m(<), μ := (s = m(c2)), γ := (((s,m(c4)) ∈ m(<)),
δ := (s = m(c4)), ζ := ((s′,m(c1)) ∈ m(<)) and η := ((m(c5), s′) ∈ m(<)).

Note that item 4 reflects semantically our definition of negligibility.

Let ϕ be an L(MQ)N -formula and let M = (U,m) be an L(MQ)N -model. The satis-
faction of ϕ in M by s ∈ U , ((M, s) |= ϕ for short), is defined as usual for propositional
connectives. The definition for the modal connectives is given as follows:

• (M, s) |=→
� ϕ iff for all s′ ∈ U , (s, s′) ∈ m(<) implies (M, s′) |= ϕ,

• (M, s) |=←
� ϕ iff for all s′ ∈ U , (s′, s) ∈ m(<) implies (M, s′) |= ϕ,

1As usual in modal logic, we use
→
♦,
←
♦, ♦N , ♦N as abbreviations of ¬ →� ¬, ¬ ←� ¬, ¬�N¬, and

¬�N¬, respectively.
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• (M, s) |= �Nϕ iff for all s′ ∈ U , (s, s′) ∈ m(N) implies (M, s′) |= ϕ,

• (M, s) |= �Nϕ iff for all s′ ∈ U , (s′, s) ∈ m(N) implies (M, s′) |= ϕ.

We say that an L(MQ)N -formula ϕ is satisfiable if, and only if, there exist an L(MQ)N -
model M and s ∈ U such that (M, s) |= ϕ. An L(MQ)N -formula ϕ is true in an
L(MQ)N -model M = (U,m) whenever (M, s) |= ϕ for all s ∈ U . An L(MQ)N -formula
ϕ is L(MQ)N -valid, denoted by |= ϕ whenever it is true in all L(MQ)N -models.

2.3 Axiom system for L(MQ)N

The axiom system for L(MQ)N consists of all the tautologies of classical propositional
logic together with the following axiom schemata:

Axiom schemata for modal connectives:

K1
→
� (ϕ→ ψ) → (

→
� ϕ→→

� ψ) K2 ϕ→→
�

←
♦ ϕ K3

→
� ϕ→→

�
→
� ϕ

K4 (
→
� (ϕ ∨ ψ)∧ →

� (
→
� ϕ ∨ ψ)∧ →

� (ϕ∨ →
� ψ)) → (

→
� ϕ∨ →

� ψ)

Axiom schemata for constants: (being i ∈ {1, . . . , 5} and j ∈ {1, . . . , 4})
C1

←
♦ ci ∨ ci∨

→
♦ ci C2 ci → (

←
� ¬ci∧

→
� ¬ci) C3 cj →

→
♦ cj+1

Axiom schemata for negligibility connectives:

N1 �N (ϕ→ ψ) → (�Nϕ→ �Nψ) N2 ϕ→ �N♦Nϕ

N3 (
←
� ϕ ∧ ϕ∧ →

� ϕ) → �Nϕ N4 (
→
♦ c2∨

←
♦ c4) → �N (ϕ ∧ ¬ϕ)

N5 c3 → (�Nϕ→ (
←
� ϕ ∧ ϕ∧ →

� ϕ))

N6 (¬c3 ∧ (c2 ∨ (
←
♦ c2∧

→
♦ c4) ∨ c4)) → �N (

→
♦ c1∨

←
♦ c5)

N7 (¬c3 ∧ (c2 ∨ (
←
♦ c2∧

→
♦ c4) ∨ c4)) → (�Nϕ→ (

←
� (

→
♦ c1 → ϕ)∧ →

� (
←
♦ c5 → ϕ))

We also consider as axioms the corresponding mirror images of axioms K1-K4, and
axioms N1-N3. Moreover, we consider the following Rules of Inference:

(MP) Modus Ponens (R
→
�) If � ϕ then �→

� ϕ (R
←
�) If � ϕ then �←

� ϕ

3 The relational logic R(MQ)N

In this section we present the syntax and semantics of the relational logic appropriate
for the multimodal logic L(MQ)N .

3.1 Syntax of R(MQ)N

The vocabulary of the language of R(MQ)N consists of the pairwise disjoint sets enu-
merated below:

• A (nonempty) set OV = {x, y, z, . . .} of object variables,
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• A set OC = {c1, . . . , c5} of object constants,

• A (nonempty) set RV = {R,S, . . .} of binary relational variables,

• A set RC = {1, 1′, <,N} ∪ {Ψ1, . . . ,Ψ5} of relational constants,

• A set OP = {−,∪,∩, ; ,−1} of relational operation symbols.

The set of relational terms RT is the smallest set of expressions that includes RA =
RV ∪ RC and is closed with respect to the operation symbols from OP. The set FR

of R(MQ)N -formulas (or, simply formulas if it is clear from the context), consists of
expressions of the form xRy, where x, y ∈ OS = OV ∪ OC and R ∈ RT. R is said to
be an atomic relational term whenever R ∈ RA. xRy is said to be an atomic formula
whenever R is an atomic relational term.

We will use the following notation, very useful in the rest of the paper:

n1(x, y) := c31′x n2(x, y) := c41′x n3(x, y) := c21′x n4(x, y) := c5 < y
n5(x, y) := y < c1 n6(x, y) := c2 < x n7(x, y) := x < c4

If ϕ(x, y) is a formula xRy, then by −ϕ(x, y) we denote the formula x−Ry.
Finally, we define the following sequences of formulas:

K1(x, y) := n1(x, y) K2(x, y) := n2(x, y), n5(x, y)
K3(x, y) := n2(x, y), n4(x, y) K4(x, y) := n3(x, y), n5(x, y)
K5(x, y) := n3(x, y), n4(x, y) K6(x, y) := n6(x, y), n7(x, y), n5(x, y)
K7(x, y) := n6(x, y), n7(x, y), n4(x, y)

H1(x, y) := n1(x, y), n2(x, y), n3(x, y), n6(x, y)
H2(x, y) := n1(x, y), n2(x, y), n3(x, y), n7(x, y)
H3(x, y) := n1(x, y), n4(x, y), n5(x, y)

−Kl(x, y) := (−nk(x, y))nk(x,y)∈Kl(x,y), for l ∈ {1, . . . , 7}

3.2 Semantics of R(MQ)N

Now, we present the main definitions in the semantics of the relational logic.

An R(MQ)N -model is a pair M′ = (U ′,m′), where U ′ is a non-empty set and m′ a
meaning function, m′ : RA ∪ OC → P(U ′ × U ′) ∪ U ′, defined as follows:

1. m′(1′) is an equivalence relation on U ′,

2. m′(1′);m′(R) = m′(R);m′(1′) = m′(R) for every R ∈ RA (extensionality prop.),

3. m′(1) = U ′ × U ′,
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4. m′(<) is a relation on U ′, which satisfies, for all s, s′, s′′ ∈ U ′:
(Irref) (s, s) 
∈ m′(<)
(Trans) if (s, s′) ∈ m′(<) and (s′, s′′) ∈ m′(<), then (s, s′′) ∈ m′(<)
(Lin) (s, s′) ∈ m′(<) or (s′, s) ∈ m′(<) or (s, s′) ∈ m′(1′),

5. m′(ci) ∈ U ′ and (m′(ci),m′(ci+1)) ∈ m′(<), for i ∈ {1, . . . , 5},
6. m′(Ψi) = {(s, s′) ∈ U ′ × U ′ : (s,m′(ci)) ∈ m′(1′)},
7. (s, s′) ∈ m′(N) iff

∧
m∈{1,2,3}

H∗
m(s, s′) iff

∨
l∈{1,...,7}

K∗
l (s, s′), where:

n∗1(s, s′) := (s,m′(c3)) ∈ m′(1′) n∗2(s, s′) := (s,m′(c4)) ∈ m′(1′)
n∗3(s, s′) := (s,m′(c2)) ∈ m′(1′) n∗4(s, s′) := (m′(c5), s′) ∈ m′(<)
n∗5(s, s′) := (s′,m′(c1)) ∈ m′(<) n∗6(s, s′) := (m(c2), s) ∈ m′(<)
n∗7(s, s′) := (s,m′(c4)) ∈ m′(<)

H∗
m(s, s′) :=

∨
{h|nh(x,y)∈Hm(x,y)}

n∗h(s, s′) for m ∈ {1, 2, 3}

K∗
l (s, s′) :=

∧
{k|nk(x,y)∈Kl(x,y)}

n∗k(s, s
′) for l ∈ {1, . . . , 7},

where
∧

and
∨

are used here as meta-connectives.

8. m′ extends to all compound relational terms as usual, that is:

m′(−R) = m(1) ∩ −m′(R) m′(R−1) = m′(R)−1 m′(R;S) = m′(R);m′(S)

m′(R ∩ S) = m′(R) ∩m′(S) m′(R ∪ S) = m′(R) ∪m′(S)

An R(MQ)N -model M′ = (U ′,m′) is said to be standard wheneverm′(1′) is the identity
on U ′, that is m′(1′) = {(x, x) : x ∈ U ′} 2. The class of standard models is denoted
by R∗(MQ)N and we use in this paper the term standard model or R∗(MQ)N -model
indistinctly. An R(MQ)N -valuation in an R(MQ)N -model M′ = (U ′,m′) is a function
v : OS → U ′ such that v(ci) = m′(ci), for every i ∈ {1, . . . , 5}. Let xRy be an R(MQ)N -
formula and let M′ = (U ′,m′) be an R(MQ)N -model. A formula xRy is said to be
satisfied in M′ by v (M′, v |= xRy for short) whenever (v(x), v(y)) ∈ m′(R). A
formula xRy is true in M′ if it is satisfied in M′ by all valuations v. xRy is said to be
R(MQ)N -valid, if it is true in all R(MQ)N -models. Moreover, a formula is said to be
R∗(MQ)N -valid whenever it is true in all standard models.

As we will see in Section 4, condition 7 reflects the definition of the negligibility
relation in a suitable form.

Now, we develop the validity preserving translation function t : For → RT assign-
ing relational terms to modal formulas. We start with an assignment t′ of relational
variables to all propositional variables, t′(p) = Rp where Rp ∈ RV. Then we define:

2Note that in standard models m′(<) is a strict linear ordering on U ′.

© CMMSE Volume I Page 297 of 720 ISBN: 978-84-612-1982-7



Dual Tableau for a logic for order of magnitude reasoning

t(p) = t′(p); 1, for every propositional variable p ∈ V,

t(ci) = Ψi; 1, for every i ∈ {1, . . . , 5},

t extends to all compound L(MQ)N -formulas as follows:
t(¬ϕ) = −t(ϕ) t(ϕ ∨ ψ) = t(ϕ) ∪ t(ψ) t(ϕ ∧ ψ) = t(ϕ) ∩ t(ψ)

t(ϕ→ ψ) = −t(ϕ) ∪ t(ψ) t(
→
� ϕ) = −(<;−t(ϕ)) t(

←
� ϕ) = −(<−1;−t(ϕ))

t(�Nϕ) = −(N ;−t(ϕ)) t(�Nϕ) = −(N−1;−t(ϕ))

Now, we want to obtain the semantic relationship between the multimodal and rela-
tional logics. To begin with, we associate (mutually) L(MQ)N -models and R∗(MQ)N -
models using the translation function.

Proposition 1 For every L(MQ)N -model M = (U,m) and for every L(MQ)N -formula
ψ there is a standard R(MQ)N -model M′ such that, for all object variables x and y,
ψ is true in M iff x t(ψ) y is true in M′.

Proposition 2 For every R∗(MQ)N -model M′ = (U ′,m′) and for every L(MQ)N -
formula ψ there is an L(MQ)N -model M such that, for all object variables x and y, ψ
is true in M iff x t(ψ) y is true in M′.

From Propositions 1 and 2 we obtain the desired result:

Theorem 3 For every L(MQ)N -formula ψ and for all object variables x and y, we
have that ψ is L(MQ)N -valid iff xt(ψ)y) is R∗(MQ)N -valid.

4 Relational proof system for R(MQ)N

The proof system for logic R(MQ)N presented in this section belongs to the family
of dual tableau systems. Dual tableau systems are determined by axiomatic sets of
formulas and rules which apply to finite sets of formulas. The axiomatic sets take the
place of axioms. There are two groups of rules: the decomposition rules, which reflect
definitions of the standard relational operations and the specific rules which reflect the
properties of the specific relations assumed in R(MQ)N -models. The rules have the
following general form:

(∗) Φ
Φ1 | . . . |Φn

where Φ1, . . . ,Φn are finite non-empty sets of formulas, n ≥ 1, and Φ is a finite (possibly
empty) set of formulas. Φ is called the premise of the rule, and Φ1, . . . ,Φn are called
its conclusions. A rule of the form (∗) is said to be applicable to a set X of formulas
whenever Φ ⊆ X. As a result of application of a rule of the form (∗) to a set X, we
obtain the sets (X \ Φ) ∪ Φi, i = 1, . . . , n. As usual, any concrete rule will always be
presented in a short form, that is we will omit set brackets. We say that an object
variable in a rule is new whenever it appears in a conclusion of the rule and does not
appear in its premise.
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Let x, y,∈ OS and R,S ∈ RT. Decomposition rules of the system have the following
forms, for any object symbol z and for a new object variable w:

(∪)
x(R ∪ S)y

xRy, xSy
(−∪)

x−(R ∪ S)y

x−Ry | x−Sy
(;)

x(R; S)y

xRz, x(R; S)y|zSy, x(R; S)y

(∩)
x(R ∩ S)y

xRy|xSy
(−∩)

x−(R ∩ S)y

x−Ry, x−Sy
(−;)

x−(R; S)y

x−Rw, w−Sy

(−)
x−−Ry

xRy
(−1)

xR−1y

yRx
(−−1)

x−R−1y

y−Rx

Let x, y, z ∈ OS, R ∈ RA and i ∈ {1, . . . , 5}. Specific rules have the following forms,
for any object symbol z:

(1′1)
xRy

xRz, xRy|y1′z, xRy
(1′2)

xRy

x1′z, xRy|zRy, xRy

(Irref<)
x < x

(Tran<)
x < y

x < y, x < z|x < y, z < y

(Ci1)
xΨiy | x−Ψiy

(Ci2)
xΨiy

xΨiy, x1′ci

(Ci3)
x−Ψiy

x−Ψiy, x−1′ci
(N1)

xNy | x−Ny

(N2)
xNy

xNy, H1(x, y)|xNy, H2(x, y)|xNy, H3(x, y)
(N3)

x−Ny

x−Ny,−K1(x, y)| . . . |x−Ny,−K7(x, y)

where Hm(x, y) and Kl(x, y), m ∈ {1, 2, 3}, l ∈ {1, . . . , 7}, are defined previously.

A finite set of formulas is R(MQ)N -axiomatic whenever it includes either of the fol-
lowing subsets, for all x, y ∈ OS, i ∈ {1, . . . , 4}, and for every R ∈ RT:

(Ax1) {x1′x} (Ax2) {x1y} (Ax3) {xRy, x−Ry} (Ax4) {ci < ci+1} (Ax5) {x < y, y < x, x1′y}

Now, we give some definitions and results needed to obtain the soundness of the system.

A finite set of R(MQ)N -formulas {xR1y, . . . , xR2y} is said to be an R(MQ)N -set
whenever for every R(MQ)N -model M′ and for every valuation v in M′ there exists

i ∈ {1, . . . , n} such that M′, v |= ϕi. A rule
Φ

Φ1| . . . |Φn
is R(MQ)N -correct whenever

for every finite set X of R(MQ)N -formulas X ∪ Φ is an R(MQ)N -set iff X ∪ Φj is an
R(MQ)N -sets for every j ∈ {1, . . . , n}. Due to the semantics we obtain the following:

Proposition 4

1. The decomposition rules are R(MQ)N -correct.

2. The specific rules are R(MQ)N -correct.

3. The axiomatic sets are R(MQ)N -sets.

We define an R(MQ)N -proof tree for xRy as a tree with the following properties:

• the formula xRy is at the root of this tree,
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• each node except the root is obtained by an application of an R(MQ)N -rule to
its predecessor node,

• a node does not have successors whenever it is an R(MQ)N -axiomatic set.

Due to the forms of the rules for atomic formulas, we can say that if a node of an
R(MQ)N -proof tree does not contain an R(MQ)N -axiomatic subset and contains an
R(MQ)N -formula xRy or x−Ry, for atomic R, then all of its successors contain this
formula as well.
A branch of an R(MQ)N -proof tree is said to be closed whenever it contains a node
with an R(MQ)N -axiomatic set of formulas. A closed tree is an R(MQ)N -proof tree
such that all of its branches are closed. A formula xRy is R(MQ)N -provable whenever
there is a closed proof tree for xRy.

From Proposition 4, we obtain the soundness of the system:

Theorem 5 (Soundness) Let xRy be an R(MQ)N -formula. If xRy is R(MQ)N -
provable, then it is R(MQ)N -valid.

Since R(MQ)N -validity implies R∗(MQ)N -validity, we obtain the following:

Corolary 6 If xRy is R(MQ)N -provable, then it is R∗(MQ)N -valid.

As usual in the proof theory a concept of completeness of a non-closed proof tree is
needed. Intuitively, completeness of a non-closed tree means that all the rules that can
be applied have been applied. By abusing the notation, for any branch b and for any
set of formulas X, by X ∈ b (resp. X 
∈ b) we mean that every formula from X belongs
to b (resp. does not belong to b).

Completion Conditions
A non-closed branch b of a proof tree is said to be complete whenever for all x, y ∈ OS

it satisfies the following completion conditions:

Cpl(∪) (resp. Cpl(−∩)) If x(R ∪ S)y ∈ b (resp. x−(R ∩ S)y ∈ b), then both xRy ∈ b
(resp. x−Ry ∈ b) and xSy ∈ b (resp. x−Sy ∈ b).
Cpl(∩) (resp. Cpl(−∪)) If x(R ∩ S)y ∈ b (resp. x−(R ∪ S)y ∈ b), then either xRy ∈ b
(resp. x−Ry ∈ b) or xSy ∈ b (resp. x−Sy ∈ b).
Cpl(−) If x(−−R)y ∈ b, then xRy ∈ b.
Cpl(−1) If xR−1y ∈ b, then yRx ∈ b.
Cpl(−−1) If x−R−1y ∈ b, then y−Rx ∈ b.
Cpl(;) If x(R;S)y ∈ b, then for every z ∈ OS, either xRz ∈ b or zSy ∈ b.
Cpl(−;) If x−(R;S)y ∈ b, then for some w ∈ OV, both x−Rw ∈ b and w−Sy ∈ b.
Cpl(1′1) If xRy ∈ b for some R ∈ RA, then for every z ∈ OS, either xRz ∈ b or y1′z ∈ b.
Cpl(1′2) If xRy ∈ b for some R ∈ RA, then for every z ∈ OS, either x1′z ∈ b or zRy ∈ b.
Cpl(Ci1) Either xΨiy ∈ b or x−Ψiy ∈ b.
Cpl(Ci2) If xΨiy ∈ b then x1′ci ∈ b.
Cpl(Ci3) If x−Ψiy ∈ b then x−1′ci ∈ b.
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Cpl(Irref<) For every x ∈ OS, x < x ∈ b.
Cpl(Tran<) If x < y ∈ b, then for every z ∈ OS, either x < z ∈ b or z < y ∈ b.
Cpl(N1) Either xNy ∈ b or x−Ny ∈ b.
Cpl(N2) If xNy ∈ b then there exists m ∈ {1, 2, 3} such that Hm(x, y) ∈ b.
Cpl(N3) If x−Ny ∈ b then there exists l ∈ {1, . . . , 7} such that −Kl(x, y) ∈ b.

An R(MQ)N -proof tree is said to be complete iff all of its non-closed branches are
complete. A complete non-closed branch is said to be open. Since the set containing
a subset {xRy, x−Ry} is an R(MQ)N -axiomatic set, the following can be proved by
induction:

Proposition 7 Let b be an open branch of an R(MQ)N -proof tree. Then there is no
R(MQ)N -formula xRy such that xRy ∈ b and x−Ry ∈ b.

As said in the introduction of the paper, we have a standard and intuitively simple way
of proving completeness by constructing a counter-model for a non-provable formula
out of its wrong decomposition tree. For this purpose, we give the following definition.

Let b be an open branch of an R(MQ)N -proof tree. A branch structure Mb is a pair
Mb = (U b,mb), such that:

• U b = OS,

• mb(ci) = ci, for every i ∈ {1, . . . , 5},
• mb(R) = {(x, y) ∈ U b × U b : xRy 
∈ b}, for every R ∈ RA,

• mb extends to all compound relational terms as in R(MQ)N -models.

Directly by the above definition, we obtain the following:

Proposition 8 For every open branch b, a branch structure Mb = (U b,mb) is an
R(MQ)N -model.

Let vb be a valuation in a branch structure Mb defined as: vb(x) = x for every x ∈ OS.
By an easy induction, using the completion conditions and Proposition 7, we can prove
the following:

Proposition 9 Let Mb = (U b,mb) be a branch structure and let xRy be an R(MQ)N -
formula. Then, we have:

(∗) If Mb, vb |= xRy, then xRy 
∈ b.

Let Mb = (U b,mb) a branch structure, since mb(1′) is an equivalence relation on U b,
we may define a standard R(MQ)N -model from Mb.

Given Mb = (U b,mb) a branch structure, the quotient model Mb
q = (U b

q ,m
b
q) is defined

as follows:
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• U b
q = {‖x‖ : x ∈ U b}, where ‖x‖ is an equivalence class of mb(1′) generated by x,

• mb
q(ci) = ‖ci‖, for i ∈ {1, . . . , 5},

• mb
q(R) = {(‖x‖, ‖y‖)) ∈ U b

q × U b
q : (x, y) ∈ mb(R)}, for every R ∈ RA,

• mb
q extends to all compound relational terms as in R(MQ)N -models.

Since mb(1′) is an equivalence relation satisfying the extensionality property, the defi-
nition of mb

q(R) is correct, that is, the following condition is satisfied:

If (x, y) ∈ mb(R) and (x, z), (y, t) ∈ mb(1′), then (z, t) ∈ mb(R).

By the definition of the quotient model and Proposition 8, we obtain:

Proposition 10 The quotient model Mb
q = (U b

q ,m
b
q) is a standard R(MQ)N -model.

Let vb
q be a valuation in Mb

q such that vb
q(x) = ‖x‖, for every x ∈ OS. By an easy

induction on the complexity of formulas, the following can be proved:

Proposition 11 Let xRy be an R(MQ)N -formula, then the following holds:

Mb, vb |= xRy iff Mb
q, v

b
q |= xRy

The above propositions enable us to prove the completeness of a relational proof system
for R(MQ)N .

Theorem 12 (Completeness) Let xRy be an R(MQ)N -formula. If xRy is R∗(MQ)N -
valid, then it is R(MQ)N -provable.

By Theorems 5 and 12 and Corollary 6 we obtain the following main theorem:

Theorem 13 (Soundness and Completeness of R(MQ)N)
Let xRy be an R(MQ)N -formula. Then xRy is R(MQ)N -provable iff xRy is R(MQ)N -
valid iff xRy is R∗(MQ)N -valid.

Finally, by Theorems 3 and 13, we obtain the following result needed for verification of
validity:

Theorem 14 (Relational Soundness and Completeness of L(MQ)N) For every
L(MQ)N -formula ψ and for all object variables x and y, the following holds:

ψ is L(MQ)N -valid iff xt(ψ)y is R(MQ)N -provable
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We finish this section with an example of validity checking. Consider the formula
ϕ := ♦Nc3. It is easy to check that this formula is L(MQ)N -valid. The translation of
ϕ to the relational term is t(ϕ) = −−(N−1;−−(Ψ3; 1)). The following picture presents
a closed R(MQ)N -proof tree. It shows R(MQ)N -provability of the relational formula
xτ(ϕ)y, and by Theorem 14, it proves L(MQ)N -validity of ϕ. In each node of the proof
tree, we underline the formula to which a rule has been applied.

x−−[N−1;−−(Ψ3; 1)]y

�
(−)

x[N−1;−−(Ψ3; 1)]y

�����

�����(; ) with c3

c3−−(Ψ3; 1)y, . . .

�(−)

c3(Ψ3; 1)y, . . .

�����
�����(; ) with y

c3Ψ3y, . . .

�
(C32)

c31′c3, . . .

closed

y1y, . . .

closed

xN−1c3, . . .

�
(−1)

c3Nx, . . .
����

�

����(N2)

c31′c3, . . .

closed

c31′c3, . . .

closed

c31′c3, . . .

closed

5 Conclusions and future work

In this paper, we have introduced a relational proof system in the style of dual tableaux
for the relational logic associated with the multimodal propositional logic for order of
magnitude qualitative reasoning L(MQ)N and we have proved its soundness and com-
pleteness. Moreover, we have shown how the proof system can be used for verification
of validity and we have given an example of the relational proof of validity for a specific
formula. As a future work, our plan is to adapt the implementation [2] to the specific
relational system presented in the paper. On the other hand, we are planning to in-
vestigate the decidability of the logic L(MQ)N and, if the answer is positive, to find a
decision procedure, that is, a complete and sound relational proof system such that all
of its proof trees are finite.
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[14] Mavrovouniotis, M.L., and Stephanopoulos, G., Reasoning with orders of
magnitude and approximate relations., Proc. 6th National Conference on Artificial
Intelligence, The AAAI Press/The MIT Press (1987).

[15] Or�lowska, E., Relational interpretation of modal logics., in: H. Andréka, D.
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Abstract

In this study a new experience for teaching mathematics to engineering stu-
dents, is presented. The aim is to provide the students a better understanding of
maths algorithms and basic concepts by using specific software, in a graduate-level
course. In this paper we discuss how to structure, define, and implement a web-
based course as a part of the traditional classes, according to the convergence of
the European Higher Education Project. The proposed course facilitates the use
of new Information and Communication Technologies.

Key words: Implementation, Information and Communication Technologies,
European Area of Higher Education.

1 Introduction

The creation of an European Area of Higher Education (EAHE) was proposed by the
Bologna declaration in 1999, to unify university studies in Europe. The declaration
emphasizes the creation of the European Area of Higher Education as a key to promote
citizens’ mobility and employability and the Continent’s overall development [2]. Spain
is one of the 46 countries involved in the Bologna Process. The corner stones of such an
open space are mutual recognition of degrees and other higher education qualifications,
transparency (readable and comparable degrees organised in a three-cycle structure),
and European cooperation in quality assessment. University studies must be adapted
to the international European context and technology development, facilitating new
strategies of communication. This new situation forces Universities to renew some
situations that until now seemed stable as teaching methodologies, and change their
degrees and studies programmes. The use of Information and Communication Tech-
nologies (ICT) become more and more important in the higher education process, and
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it is considered a pre-requisite for the adaptation to the EAHE, claiming new spaces
and conditions of learning, and new professional roles for lecturers [3].

Linear Algebra is a branch of Mathematics, and, in general, it is a part of the
curriculum in the first course of Industrial Engineering students. The algebra course
teached at the Escuela in the University of Salamanca is divided into 6 modules, con-
cerned with the study of vector spaces, invertible linear maps or matrices, determinants
or representation of a matrix in terms of its eigenvalues and eigenvectors, systems of
linear equations, and a brief introduction to linear constant-coefficient systems of differ-
ential equations. In this paper, we present some educational tools to learn about Linear
Algebra with Moodle environment. Moodle is an open source package, designed under
pedagogical principles, in order to help educators to create effective online learning
communities.

The rest of the paper is organized as follows: In section 2, we will comment the
changes that are happening in the Spanish Universities to reach the European Area of
Higher Education. In section 3 we will present the Moodle tools used in the University of
Salamanca (http://www.usal.es) and how to combine them with traditional algebra
classes, and finally, the conclusions will be shown in section 4.

2 Changes in higher education

The knowledge society depends for its growth on the production of new knowledge, its
transmission through education and training, and its dissemination through Informa-
tion and Communication Technologies [1]. As it was mentioned in the Introduction,
one of the means to get the convergence of European higher education and the common
goal of the Bologna Declaration is the use of the ICT in higher education. Universities
face an imperative necessity to adapt and adjust to a whole series of profound changes,
including increased demand, internationalisation and links with business.

Online education also refers to learning methods that, at least, partly utilize the
ICT available through the Internet. What we propose to the students is to use the online
methods to get a more complete education in specific subjects. The online education is a
new method of education, very different from traditional education, that take advantage
of new media, new ways to communicate, and the design of new educational experiences.
Educators are thus utilizing the Internet for professional networking, regionally and
globally, they learn from one another about the new media and their applications to
education [7], and renew their knowledge in virtually fields of enquiry.

ICT have changed from being considered as a mere object of use towards an in-
strument of support in the educational innovation [6]. They affect to different aspects
in relation to traditional education, as the change in the role of the teacher, who has
changed from a simple transmitter of knowledge to be a mediator in the construction
of the knowledge of the students; the role of the student has changed as the traditional
educative models do not adjust to the processes of learning by means of the use of the
ICT [5]. Finally, it is important to take into account that the use of new technologies
does not require the invention of new methodologies, but it requires a modification in
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the strategies for the continuous learning of the student [4].

3 New working environment

The University of Salamanca has a virtual environment, available for students and
teachers, to incorporate new educative technologies to the development of educational
tasks. The virtual campus, (http://www.usal.es/eudored), is based on a web plat-
form called Moodle (Modular Object Oriented Distance Learning Environment), a
course management system designed to help educators for creating quality online courses.

Moodle is a virtual environment for education which allows to place contents and
tasks in the web and provides online communication tools. The design and develop-
ment of Moodle is guided by a particular philosophy of learning: social constructionist
Philosophy. With this learning philosophy people actively construct new knowledge
as they interact with their environment, under the hypothesis that learning is more
effective when you are constructing something.

One of the most important advantages of Moodle environment is that it has im-
plemented all the useful tools and activities needed for online classes and e-Learning
in general. The following features are part of the learning environment: The Chat
module allows participants to have a real-time synchronous discussion via the web;
in forums most discussion takes place, and they can be structured in different ways,
and can include peer rating of each posting. Another activity are glossaries, that
allows participants to create and maintain a list of definitions, like a dictionary. A
module called Hotpot allows teachers to create multiple-choice, short-answer, jumbled-
sentence, crossword, matching/ordering and gap-fill quizzes using Hot Potatoes soft-
ware (http://hotpot.uvic.ca/). In Moodle platform resources can be prepared files
uploaded to the course server; pages edited directly in Moodle; or external web pages
made to appear part of this course. As part of web 2.0 learning tools, a wiki is a web
site where anyone can add new contents or edit the existing ones, it enables documents
to be authored collectively and supports collaborative learning.

4 Course activities: Training in Linear Algebra

We have used Moodle to create a new interactive educational teacher-student context.
Students need to construct their own understanding of each algebraic concept, so that
the primary role of teacher is not to explain, or attempt to ‘transfer’ knowledge, but to
create situations for students that allow them to make the necessary mental construc-
tions. In 21st century students are familiarized with the Internet and with the new
technologies. They usually use them to chat with friends, to send and receive e-mails,
to meet people or to organize holidays, but they are not conscious that it is a useful
tool in the daily classes. Sometimes they do not see possible that personal computers
and the Internet could be used effectively for classes about Mathematics.

With the purpose of obtaining a suitable training of the students, in each module
we will give the students access to some interesting and introductory documentation,
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and we will create a forum to discuss about the current module. For example, with
Systems of Linear Equations module we start a new Moodle activity which is a ques-
tionnaire with different items related to the right methods of solving systems of linear
equations using matrices, or solving systems with some parameters. Other exercises
will be proposed to the students so that they will be able to comment and debate
them in the forums created for that goal. Moreover, some theoretical questions or Hot
Potatoes exercises, that enable the creation of interactive tests, will be proposed for
the students assessment.

Another interesting and practical exercise that we are planning is to propose the
students to solve some problems as soon as possible. Each monday we will upload one
problem and the first student who solve it will have an extra in their final assessment.

5 Conclusions

We have designed a new experience for teaching Linear Algebra in the University of
Salamanca. The aim is to give the students a better understanding of that specific
branch of Mathematics. In this paper we have proposed a web-based course according
to the convergence of European Higher Education Project, to increase the use of new
Information and Communication Technologies. This course will be available, for the
students of the university, in the virtual environment, which is based on the Moodle
platform, and offers a reachable environment easy to work with.
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Abstract

The security in current communications recommend to develop the implemen-
tation of cryptographic primitives and algorithms in an effective way. The cryp-
tosystem proposed by Chor and Rivest, which is based on the knapsack problem,
has recently been broken by Vaudenay but only when the original parameters are
used. In this paper we give a brief overview of some developments in Cryptogra-
phy and we present a safe implementation for Chor-Rivest Cryptosystem by using
Magma software.

Key words: Chor-Rivest cryptosystem, Finite field, Implementation, Knapsack
problem, Magma software.

1 Introduction

As it is well known, the goal of Cryptography is to guarantee the secrecy, confidentiality
and integration of communications between several users. Moreover, the objective of
Cryptanalysis is to break the security and privacy of such communications ([7], [8]). In
public-key Cryptography each user has two different keys. One of them is the public
key, which is publicly known and it is used by any sender to encrypt messages. The
second key is the private key, which is kept in secret by the receiver and it is used
by him to decrypt encrypted messages. In general, Public Key Cryptography bases
its security on the computational intractability of some Number Theory problems, as
factorization problem, discrete logarithm problem and knapsack problem.

An important public-key cryptosystem based on the knapsack problem was pro-
posed by Chor and Rivest (see [3], [4]). This cryptosystem uses the arithmetic of finite
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fields and it needs to compute discrete logarithms over that field to determine the
keys of the system. Nevertheless, the security of the system depends on the knapsack
problem but not on the Discrete Logarithm Problem. In fact, if this problem becomes
tractable, then the Chor-Rivest cryptosystem will be easier to implement.

The Discrete Logarithm Problem is nowadays considered a very difficult problem
because the best algorithm known for solving it is the number field sieve ([10]) which
has a subexponential expected running time:

O
(
e((64/9)1/3+o(1))(ln p)1/3(ln ln p)2/3)

)
.

The problem can be defined as follows: Given a prime integer p, a generator α of the
group Z∗

p, and an element β ∈ Z∗
p, find an integer x, 0 < x ≤ p− 1, such that β = αx.

The Chor-Rivest cryptosystem has been broken by Vaudenay ([11]). Nevertheless,
it was only broken for the original proposed parameters, i.e., over finite fields of qh

elements, Fqh , with q ≈ 200 and h ≈ 25, and h having a small divisor. In order to
avoid Vaudenay’s attack, it has been proved ([5]) that the values of the parameter h
for which no divisor s verifies the equation h/s+ 1 ≤ s are those for which h is either
a prime number or the square of a prime number.

A secure Magma implementation of the Chor-Rivest cryptosystem is presented in
this communication. This implementation uses new parameters, q = 409, and h = 17,
which convert this cryptosystem in a safe system due to the fact that no attack has
been presented when q and h are both prime numbers. The implementation includes
procedures to transform the original messages in a suitable way, to generate the keys,
and to encrypt and to decrypt messages in Fqh .

2 The Chor-Rivest cryptosystem implemented in Magma

We present the Magma procedures ([2]), functions, and statements needed to transform
the messages, generate keys, encrypt, and decrypt messages using the Chor-Rivest
cryptosystem, with a pair of real parameters safer than the original ones. Namely, we
show the outputs of the implementation when the values q = 409 and h = 17, both
prime numbers, are considered. That is, when the finite field is F40917 .

Magma ([1]) is a Computer Algebra System for solving problems in Algebra, Num-
ber Theory, Geometry and Combinatorics that may involve sophisticated mathematics
and which are computationally hard. Magma provides a mathematically rigorous envi-
ronment which emphasizes structural computation. Since the computation in Magma

takes place in one or more algebraic structures, the first step in any computation in-
volves defining those algebraic structures. Once the structures have defined, elements
and other related objects of these structures may be created.

The parameters and the keys of the cryptosystem are chosen in the following way
(see [3] and [4] for details):

1. Define the finite field F where the discrete logarithms must be calculated. The
simplest way of creating the finite field (Galois field) with q elements in Magma
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is to use the function FiniteField or GF, which are synonymous. To define the
univariate transcendental extension Fq[t] of Fq the PolynomialRing command
must be used.

2. Define the extension Fq of F by using the ext command, specifying a generator,
g. In Magma the finite field F is built up as the extension of another finite field
(Fq in our case), called the ground field, by an element called the generator of
the field. The ground field is explicit in the construction when we use ext. An
element of the field that generates the multiplicative group is called primitive.
The function IsPrimitive may be used to check primitivity of an element. If Fq

is a finite field and f(t) is an irreducible polynomial, returned by the statement
IrreduciblePolynomial(Fq, h) of degree h with coefficients in Fq, this creates
an extension of degree h of the ground field Fq, with f as its defining polynomial.

3. Calculate the discrete logarithms. In this case, the best algorithm implemented
in Magma to compute discrete logarithms for finite fields is Pohlig-Hellman al-
gorithm ([9]), which running time is proportional to the square root of the largest
prime l dividing n. This algorithm is always used for any finite field F if l is small
and is also used if F is any non-prime field of characteristic greater than 2.

4. Calculate the noise as a random number in the interval [0, qh − 2] and determine
a permutation of q elements.

5. With the previous procedures and statements, the user have determined the pa-
rameters of the system. Then, he computes and saves his private key (noise, r;
permutation, π; and generator, g), and finally he computes the discrete loga-
rithms ai and determines the elements of his public key (the knapsack), ci, which
could be saved in a file and made public.

The public key of the user is the set (c0, c1, . . . , cq−1), and his/her private key is
the set (t, g, π, r).

Moreover, for this system, the messages must be binary vectors of length q and
weight h. So, we suppose that this is the form of a message.

In addition to the previous commands, other commands must to be used. For
example, Eltseq command, which converts the input parameter of the finite field F

and its representation as a polynomial in the generator of F over a subfield Fq, with
coefficients in Fq; CodeToString and StringToCode commands for converting between
a one-character string and the character code that it has in the computers operating
system; and Intseq(a, b) command which gives the sequence [a0, a1, . . . , an] which is
the representation of a = a0b

0 + a1b
1 + . . .+ anb

n in the base b.
In [6] an implementation by using Maple software was presented, but it is less

efficient than the one shown here. In both implementations, most of the time of CPU
is spent in the calculation of discrete logarithms. In the example presented in [6], the
process of generation of the parameters and keys required 76.42 minutes, but with our
implementation in Magma this time was reduced to 2.22 minutes on a Intel Core 2
CPU T7200 2.00 GHz, 2.00 GB RAM.
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3 Conclusions

We have studied and implemented the Chor-Rivest cryptosystem with Magma soft-
ware. The implementation of this cryptosystem was made with safe parameters, that
is, q = 409, h017 in an efficient way. This implementation includes functions to trans-
form the messages, procedures to generate the keys, encrypt and decrypt messages in
the finite field Fqh . The implementation opens a door to the future in order to use the
Chor-Rivest cryptosystem in a realistic way due to the fact that no attack has yet been
proposed when the parameters q and h are both prime numbers.
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Abstract

A graph generator associated with the determination of mathematical deriva-
tives is described. The graph coloring instances are obtained as intersection graphs
GΠ(A) of the sparsity pattern of A ∈ #m×n with row partition Π. The size of the
graph is dependent on the row partition; the number of vertices can be varied
between the number of columns (using single block row partition Π = Π1) and the
number of nonzero entries of A (using m block row partition Π = Πm). The chro-
matic number of the generated graph instances satisfy χ(G(A)) ≡ χ(GΠ1(A)) ≤
χ(GΠ(A)) ≤ χ(GΠm

(A)).

Key words: Column Segment Graph, Sparse Matrix, Mathematical Derivative.

1 Introduction

Graph coloring problems arise in a variety of scientific applications and are one of the
widely studied class of problems in graph theory. Applications where the underlying
problem is modelled by the coloring of the vertices of a graph arise, for example,
in scheduling and partitioning problems, matrix determination problems [2, 5], and
register allocation problems. Unfortunately, determining whether or not an arbitrary
graph is p-colorable p ≥ 3 is NP-complete [7]. The availability of suitable benchmark
test problems is therefore an important component in the design and testing of effective
algorithms for graph coloring and related problems. The main purpose of this paper is
to describe an implementation of graph coloring test instances described in [6]. Some
of the hardest problem instances included in the DIMACS graph coloring benchmark
instances (http://mat.gsia.cmu.edu/COLORING02/ accessed May, 2008) are obtained
from the graph generator presented here.

The remainder of this paper is organized in five sections. Section 2 provides a
brief introduction to the coloring problem associated with sparse derivative matrix
determination. In section 3, an algorithmic description of the column-segment graph
generator is given. In section 4 we present a graph generator based on a partition of
the edges of an undirected graph. The instructions for using our graph generator is
given in the Appendix. Section 5 concludes the paper.
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Graph Generator

2 The Coloring Problem

A Graph G = (V,E) is a finite set V of vertices and a set E of edges. An edge e ∈ E is
denoted by an unordered pair {u, v} which connects vertices u and v, u, v ∈ V . A graph
G is said to be a complete graph or a clique if there is an edge between every pair of
distinct vertices. In this paper multiple edges between a pair of vertices are considered
as a single edge. A p-coloring of the vertices of G is a function Φ : V �→ {1, 2, · · · , p}
such that {u, v} ∈ E implies Φ(u) �= Φ(v). The chromatic number χ(G) of G is the
smallest p for which it has a p-coloring. An optimal coloring is a p-coloring with
p = χ(G).

Given A ∈ #m×n, the intersection graph of the columns of A is denoted by G(A) =
(V,E) where corresponding to column j of A, written A(:, j), j = 1, 2, . . . , n, there is a
vertex vj ∈ V and {vj , vl} ∈ E if and only if there is a row index 1 ≤ i ≤ m for which
aij �= 0 and ail �= 0, l �= j.

A row q̃-partition Π is a partition of {1, 2, . . . ,m} yielding w1, w2, . . . , wĩ, . . . , wq̃

where wĩ contains the row indices that constitute the block ĩ, denoted by A(wĩ, :) ∈
Rmĩ×n, ĩ = 1, 2, . . . , q̃. A segment of column j in block ĩ of A denoted by A(wĩ, j), ĩ =
1, 2, . . . , q̃ is called a column segment. Unless explicitly stated the column segments in
the following are not identically zero.

Definition 2.1 (Structurally Orthogonal Column Segments).

• (Same Column)

Column segments A(wĩ, j) and A(wk̃, j), ĩ �= k̃ are structurally orthogonal.

• (Same Row Block)

Column segments A(wĩ, j) and A(wĩ, l), j �= l are structurally orthogonal if they
do not have nonzero entries in the same row position.

• (Different)

Column segments A(wĩ, j) and A(wk̃, l), ĩ �= k̃ and j �= l are structurally orthog-
onal if

– A(wĩ, j) and A(wĩ, l) are structurally orthogonal and

– A(wk̃, j) and A(wk̃, l) are structurally orthogonal.

An orthogonal partition of column segments is a mapping

κ : {(̃i, j) : 1 ≤ ĩ ≤ q̃, 1 ≤ j ≤ n} �→ {1, . . . , p}
such that column segments in each group in the partition are structurally orthogonal.

Definition 2.2 (Column-segment Graph). Given matrix A and row q̃-partition
Π, the column-segment graph associated with A under Π is a graph GΠ(A) = (V,E)
where vertex vĩj ∈ V corresponds to the column segment A(wĩ, j) not identically 0,
and {vĩj , vk̃l} ∈ E 1 ≤ ĩ, k̃ ≤ q̃, 1 ≤ j, l ≤ n if and only if column segments A(wĩ, j) and
A(wk̃, l) are not structurally orthogonal.
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The problem of determining a Jacobian matrix A using column segments can be
stated as the following graph problem.

Theorem 2.3. [5] Φ is a coloring of GΠ(A) if and only if Φ induces a orthogonal
partition κ of the column segments of A.

3 The Column Segment Graph Generator

In this section we describe an algorithm for constructing column segment graph GΠ(A)
associated with a m×n matrix A and a row partition Π. Furthermore, we describe the
column segment matrix AΠ associated with the given row partition.

Let Π be a row partition of matrixA that partitions the rows into blocksA1, A2, . . . , Aq̃

(See Fig. 1(a)). Denote the intersection graph corresponding to Aĩ by G(Aĩ), ĩ =
1, 2, . . . q̃. The construction of AΠ involves two phases. In the first phase, blocks Aĩ,
ĩ = 1, 2, . . . , q̃ are placed successively in the left-to-right fashion (see Fig. 1(b)) such that
each nonzero column segment is mapped to a unique column of AΠ. In other words,
for every nonzero column segment of A, a column is created in AΠ where all the entries
are zero except that the column segment is copied in the matching row positions. This
situation is illustrated in the top part of Fig. 1(b). In the second phase of construction,

.
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Figure 1: (a): Matrix A is partitioned into q̃ blocks (b): Column segment matrix
corresponding to the partition.

restrictions are enforced on column segments that are not structurally orthogonal in
order to prevent them from being grouped together. To illustrate, consider the column
segments A(wĩ, j) and A(wĩ, l) in Aĩ. If there are nonzero entries in the same row posi-
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tion in A(wĩ, j) and A(wĩ, l) then they are not orthogonal implying that A(wĩ, j) is not
orthogonal to column segments A(wk̃, l) for all k̃ �= ĩ. Consequently, A(wĩ, j) cannot be
grouped together with any of the segments A(wk̃, l). Similarly, A(wĩ, l) is not orthogo-
nal to columns A(wk̃, j) for all k̃ �= ĩ. To enforce these restrictions we simply introduce
two new rows in AΠ, one containing nonzero entries in the column positions mapped
by the column segments A(wĩ, j) and A(wk̃, l) and the other containing nonzero entries
in the column positions mapped by the column segments A(wĩ, l) and A(wk̃, j) for all
k̃ �= ĩ. This is done for every pair of dependent column segments in Aĩ, ĩ = 1, 2, . . . , q̃
(see Fig. 1(b)). To see this dependency restriction in terms of graphs, consider vertices
vĩj and vĩl in G(Aĩ). For each such edge we define edges between vertex vĩj and vertices
vk̃l from G(Ak̃) for k̃ �= ĩ. Similarly, vertex vĩl is connected with the vertices vk̃j from
G(Ak̃) for k̃ �= ĩ. This situation is illustrated in Fig. 2. In Fig. 1(a) the matrix is

� �

� �

� �

� �

��
��

��
�� ����

�
�

��

�
�

��

v
ĩj

v
ĩl

v
k̃j

v
k̃l

v
ĩj

v
ĩl

v
k̃j

v
k̃l

G(Aĩ)

G(Ak̃) GΠ(A)

Figure 2: Graph GΠ(A) before and after the insertion of edges due to the edge {vĩj , vĩl}
in G(Ai).

partitioned into q̃ blocks denoted by A1, A2, . . . , Aq̃. In Fig. 1(b) placement of each
of the blocks A1, A2, . . . , Aq̃ is shown. Column segments A(wĩ, j) and A(wĩ, l) are not
orthogonal, and hence two rows containing nonzero entries in the appropriate columns
of AΠare introduced.

From the procedure for column segment matrix construction described above we
obtain the following result.

Theorem 3.1. [5] G(AΠ) is isomorphic to GΠ(A).

An upper bound on the size of the column segment matrix and graph is easily
obtained from its construction. For a q̃ partition, the number of columns n′ ≤ nnz ≤
n ∗ q̃ where nnz is the number of nonzero elements in A. The number of rows m′ ≤
m + (q̃ − 1)

∑m
i=1 ρi(ρi − 1) where ρi is the number of nonzero in the ith row of A.

In practice, however, the numbers n′ and m′ are smaller due to many zero column
segments and repeated edges between pair of distinct vertices.
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4 A Graph Theoretic Approach

The graph generator of the preceding section is based on row partition of sparse
pattern matrices. The generated graph instances are described by listing the edges
(undirected) followed by the number of vertices and edges of the graph. An instance
generator can also be described in purely graph-theoretic terms. Let G = (V,E) be
an undirected graph with |V | = n > 0 vertices and |E| = m > 0 edges. Let Π
be a partition1 of the edges of E into subsets E1, E2, . . . , Eq̃. Define graphs G1 =
(V1, E1), G2 = (V2, E2), . . . , Gq̃ = (Vq̃, Eq̃) where Vĩ = {v ∈ V | there is an edge e ∈
Eĩ which is incident on v}, ĩ = 1, 2, . . . , q̃. A construction similar to the one shown in
Figure 2 can be used to introduce new edges to incorporate dependency information
among the subgraphs Gĩ, ĩ = 1, 2, . . . , q̃.
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v
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ĩj

v
ĩl
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Gĩ G′
Π

Figure 3: Graph G′
Π before and after the insertion of edges due to the edge {vk̃j , vk̃l}

in Gk̃.

In Figure 3 the subgraph Gk̃ contains edge {vk̃j , vk̃l}. This dependency is incorpo-
rated in the graph G′

Π by defining the “dependency edges” {vk̃j , vĩl} and {vk̃l, vĩj} for
each subgraph Gĩ, ĩ = 1, 2, . . . , q̃. Let Ê be the set of such dependency edges. Then the
resulting graph

G′
Π = (V ′, E′)

where

V ′ =
⋃
ĩ

Vĩ, and E′ =

⎛⎝⋃
ĩ

Eĩ

⎞⎠⋃ Ê, ĩ = 1, 2, . . . , q̃

satisfies χ(G′
Π) ≤ χ(G).

Denote by G′
Π(A) = (V ′, E′) the “extended graph” of G(A) (with q̃ block row

partition Π) which is obtained via a simple modification of definition 2.2 where corre-
sponding to each column segment, including the identical zero column segment, there
is a vertex in V ′. Let GΠ(A) = (V,E) be the column segment graph under the same

1

E =
⋃
ĩ

Eĩ, Eĩ ∩ Ej̃ = ∅ whenever ĩ �= j̃, and Eĩ �= ∅, ĩ = 1, 2, . . . , q̃.
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row partition Π. Then we have the following result that GΠ(A) is p-colorable if and
only G′

Π(A) is p-colorable. To see this let Φ be a p-coloring of GΠ(A). We show that Φ
can be modified to construct a new p-coloring Φ′ for G′

Π(A). First, let Φ′(vĩj) = Φ(vĩj)
corresponding to nonzero column segments A(wĩ, j), ĩ = 1, 2, . . . , q̃ and j = 1, 2, . . . , n.
Let A(wk̃, q) be any column segment which is identical zero. Then {vĩj , vk̃l} ∈ E′ im-
plies that ĩ �= k̃ and j �= l. Consequently, A(wĩ, j) and A(wĩ, l) must be nonzero and the
corresponding vertices are included in V . We set Φ′(vk̃l) = Φ(vĩl). Since Φ(vĩj) �= Φ(vĩl)
the coloring of vk̃l is valid. Since GΠ(A) ⊂ G′

Π(A), Φ is a p-coloring of G′
Π(A) implying

that Φ is a p-coloring of GΠ(A). Therefore, GΠ(A) is p-colorable if and only G′
Π(A) is

p-colorable.
We obserbe that given a connected undirected graph G = (V,E) we can construct

A ∈ {0, 1}|E|×|V | such that G(A) is isomorphic to G. The preceding discussion on the
coloring of the graphs GΠ(A) and G′

Π(A) together with the above observation outlines
a framework for the interpretation of the graph generator from a purely graph-theoretic
view point.

5 Concluding Remarks

In this paper we have described a graph instance generator based on intersection graphs
of row partitioned sparse pattern matrices. We have outlined a procedure for defining
graph instances based on edge partition of a given input graph. That the generated
instances are highly structured and the size of the generated instances can be varied
easily make them convenient for use as test sets for combinatorial optimization problems
such as graph coloring.
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6 Appendix A (Graph Generator Usage)

Our graph generator implements column segment graph instances. The software uses
SparseLib++v.1.5d [3], a collection of C++ sparse matrix classes that can read and
convert between a number of standard sparse matrix data structures e.g., coordinate,
compressed column, and compressed row format which are also supported by Harwell-
Boeing test matrix collection [4].

The C++ source code is provided in two directories:

1. The directory named col_seg_graph contains C++ code implementing the column-
segment matrix and the associated graph from a given sparse matrix. The di-
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rectory also contains several utility functions and a Makefile that can be used to
generate the executables.

2. The directory named SparseLib++ contains the sparse matrix library described
in [3]. SparseLib++ provides support for Harwell-Boeing and Matrix Market [1]
sparse matrix exchange formats.

6.1 Column Segment Graph

The function for defining column segment graph has the following prototype declara-
tion.

Coord_Mat_double& extend( const Coord_Mat_double& A,
const vector<int>& perm,
const vector<int>& part,
const char* fileName );

Given input matrix A in Coord_Mat_double format [1], input vector perm representing
a permutation of the row indices of A, input vector part representing a row partition of
A, and character string fileName, extend returns the resulting column segment matrix
in Coord_Mat_double format as function return value, and writes the associated column
segment graph in the file fileName.

Users can make (by running the command make) the executable program named
extend which can be executed to generate column segment graph and the associated
matrix.

Usage: extend TESTFILE [OUT_FILE (Optional)]

Information such as row partition, permutation, and the location of the input
matrix are provided in an input text file TESTFILE. Argument OUT_FILE_NAME stores
the column segment graph and is optional; if not provided the graph is written to the
standard output. The resulting column segment matrix is stored in a text file called
inputMatrixFileName_ext.mtx where inputMatrixFileName.mtx is the name of the
input matrix in Matrix Market exchange format.

The format of TESTFILE is described below.

Comment lines: The hash sign (#) at the beginning of a line marks that line as
comment. The comments can only appear at the beginning of the file (i.e., before
permutation and partition data) and cannot be interleaved with data.

The partition size is a single integer that specifies the number of row blocks in the
partition.

Partition lines: Following the comment lines and partition size, commences the spec-
ification of the row partition given by listing the index of the first row of each row
block: r1 r2 . . . rnblks+1 where nblks denotes the number of row blocks in the
partition. The first row block in the partition consists of rows r1, . . . , r2 − 1, the
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second row block in the partition consists of rows r2, . . . , r3 − 1 and so on. Since
a permutation of the rows can also be specified (explained next) the indices r1, r2
etc. are given in increasing order with r1 = 1 and rnblks + 1 = m + 1 where m
denotes the number of rows in the input matrix. An m block partition can also
be indicated by writing the negative of the integer m+1.

Permutation Lines: It is possible to specify a permutation of rows in specifying
the row partition. This allows for the rows in a row block not necessarily be
consecutive. For example, if we have 4 rows and the row partition is 1 3 5 and
the permutation is given as 3 1 2 4 then first block consists of rows with indices 3 1
and second block consists of rows with indices 2 4. If no permutation need to be
specified then the negative of the number of rows m is written in the permutations
lines.

Input Matrix file: This last line specifies the name of the file (full path name) con-
taining the input matrix.

6.2 Examples

Example test file (TESTFILE) Example 1:

# File t1.input
# Input matrix has 4 columns and 4 rows
# Row 2-partition with permutation

2
1 3 5
2 3 1 4
input_dir/test1.mtx

The first 3 lines are comments. The fourth line says that the row partition defines two
blocks. The fifth line specifies the two-block row partition: the first block starting at
row 1 and ending at row 2, the second starting at row 3 and ending at row 4. There are 4
rows in the input matrix. The sixth line says that a row permutation is provided: rows
2 and 3 of the input matrix constitute the first block and the rows 1 and 4 constitute
the second block. The seventh line specifies that the input matrix is contained in file
test1.mtx in the directory input_dir. The suffix mtx indicates that the input sparse
matrix is provided in Matrix Market format. The input matrix can also be provided
in Harwell-Boeing format (test1.p[rsu][ae]). Note that a Harwell-Boeing pattern
matrix has a three letter suffix in which the first one is the character p, the second is
one of the characters r,s, or u, and the third character is either an a or an e. (The
current implementation only supports matrix market exchange format for output of
column segment matrix.) The content of the input matrix test1.mtx is shown below.

%%MatrixMarket matrix coordinate pattern general
4 4 8
1 1
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1 2
2 1
2 3
3 2
3 3
4 3
4 4

Then the command

extend test1.input test1_ext.graph

will create the files test1_ext.mtx which contains the column segment matrix and
test1_ext.graph contains the column segment graph corresponding to the given row
partition.

Content of test1_ext.mtx:

%%MatrixMarket matrix coordinate pattern general
% Generated by writeMM()
11 7 22
1 1
1 3
2 2
2 3
3 4
3 5
4 6
4 7
5 1
5 6
6 3
6 4
7 2
7 6
8 3
8 5
9 4
9 2

10 5
10 1
11 7
11 3

Content of test1_ext.graph

1 3
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2 3
4 5
6 7
1 6
3 4
2 6
3 5
4 2
5 1
7 3

7 11

Figure 4 displays the column intersection graph and the column segment graph
of the example contained in test1.mtx (A). An edge of the original graph G(A)
is indicated by a solid line. The dashed lines in the column segment graph denote
edges introduced to enforce dependency. Note that in Figure 4 GΠ(A) has seven ver-
tices and the indices of these vertices are indicated in parentheses. In the graph file
test1_ext.graph the edges of the column segment graph are given as pairs of indices
one edge per line in all but the last line. The last line contains the number of vertices
(7) and the number of edges (11) of the column segment graph. The column segment
matrix contained in file test1_ext.graph is described using matrix market format.

Example test files (TESTFILE) Example 2:

# File t2.input
# Input matrix has 4 columns and 4 rows
# Row 4-partition and no permutation

4
-5
-4
input_dir/test2.mtx

The first 3 lines are comments. The fourth line says that this row partition has
four blocks: each row constitutes a block. The input matrix has the same dimension as
in Example 1. The fifth line says that no row permutation is given which is indicated
by the negative of the m + 1 where m = 4 denotes the number of rows of the input
matrix. The sixth line says that no row permutation is provided. The last line specifies
that the input matrix is contained in file test2.mtx in the directory input_dir.

6.3 Utilities

The graph generator is packaged with a number of utility programs for user convenience.
The executable showmat displays small (with less than approximately 30 columns)
pattern matrices on to the terminal screen.
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Figure 4: The column intersection graph G(A) and the column segment graph GΠ(A)
for the test matrix A provided in test1.mtx

Usage: showmat { -m MFILE | -t TESTFILE }
-m: MFILE is a matrix in Matrix Market or
Harwell-Boeing exchange format
-t: TESTFILE is an input file as in extend

With option -m the argument is expected to be a file that describes a sparse pattern
matrix in either Matrix Market or Harwell-Boeing format. Option -t, on the other
hand, allows users to specify a TESTFILE (see the usage of extend command).

Since the column segment graph output by extend does not conform to the input
format of any particular graph coloring application we provide Perl scripts to format
the column segment graph. The script ToDSaturFmt.pl converts the column segment
graph to the input format of DSATUR graph coloring implementation by Michael Trick
[8].

Usage:Perl ToDSaturFmt.pl InputFile OutPutFile
InputFile is a ASCII file describing
column segment graph (output of extend function)
OutPutFile is a ASCII file describing Column Segment
graph in the input format for DSATUR implementation by
Michael Trick.

The script ToDIMACS.pl converts the column segment graph to the input format of
DIMACS challenge.
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Usage:Perl ToDIMACS.pl InputFile OutPutFile
InputFile is a ASCII file describing
column segment graph (output of extend function)
OutPutFile is a ASCII file describing Column Segment
graph in the input format for DIMACS challenge.
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