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Anthropogenic changes in landscape structure, such as habitat loss, habitat subdivision and edge increase, can strongly affect the performance of plants, leading to population declines and extinctions. Many studies to date have focused on single characteristics of landscape structure or single life-cycle phases, but they poorly discern the different pathways through which landscape change influences plant population dynamics via different vital rates. In this study, we evaluated the effect of two structural characteristics (habitat quantity and edge length) on vital rates and population growth rates of a perennial forest plant (Primula vulgaris) in a historically managed landscape. Areas with higher amounts of forest habitat had higher population growth rates due to higher recruitment, survival and growth of seedlings, while increased forest edge length was positively associated with population growth rates primarily due to a higher survival of reproductive individuals. Effects were stronger during the first of the two transition intervals studied. The results demonstrate that changes in different landscape structural characteristics may result in opposing effects acting via different vital rates, and highlight the need for integrative analyses to evaluate the effects of rapid landscape transformation on the current and long term plant population dynamics.

Large-scale habitat degradation and fragmentation are among the major causes of biodiversity loss worldwide (Wilson 1985, Fahrig 2003, Sutherland et al. 2009). The alterations of landscape structure may negatively affect the performance of species in remaining habitat patches and lead to population declines and extinctions (Fischer and Stöcklin 1997, Hobbs and Yates 2003). The effects of landscape change may be the result of several simultaneous and interdependent processes, two of the most important being habitat loss, directly reducing population sizes (Swift and Hannon 2010) and edge increase, allowing potentially negative edge effects (Ries et al. 2004) to penetrate into the fragment and affect the viability of the occurring populations (Honnay et al. 2005).

The consequences of changes in landscape structure on individual plant fitness, population abundances and distributions have been extensively studied (Saunders et al. 1991, Bruna and Kress 2002, Fahrig 2003, Lienert 2004). However, most studies have considered only single characteristics of landscape structure, such as habitat quantity (Bruna and Oli 2005, García and Chacoff 2007, Cordeiro et al. 2009), or only a single phase of the life cycle, usually reproduction (Aizen and Feinsinger 1994, Cunningham 2000, Rabasa et al. 2009, Valdés and García 2011).

Understanding how changes in landscape structure affect plant population growth requires that specific landscape characteristics are explicitly linked to different vital rates. Several studies have shown that seed production and seedling survival are negatively affected by habitat loss and fragmentation (Steffan-Dewenter and Tscharntke 1999, Kolb 2005), whereas individual growth has been demonstrated to be hampered due to the abiotic changes imposed by increases in habitat edges (Bruna et al. 2002). However, we also need to establish the extent to which such effects on vital rates are translated into effects on population dynamics. Populations of many perennial plants may persist over long periods, even when habitat fragmentation disrupts reproduction and seed production, if adult survival is sufficiently high (Colling and Matthies 2006, Kolb et al. 2010). To assess the effects of landscape structure we therefore need to combine the links between landscape characteristics and vital rates, with the links between vital rates and population viability (Bruna et al. 2009, Dahlgren and Ehrlén 2011). Such analyses are essential to fully understand the mechanisms by which changes in landscape structure may drive populations to extinction, but also to manage populations to avoid extinctions (Honnay et al. 2005, Vellend et al. 2006).
In this study, we assess the effects of landscape structure on population viability of a perennial forest plant (*Primula vulgaris*) in a historically managed landscape. We do this by linking variation in vital rates (survival, growth, reproduction and recruitment) and population growth rates to variation in two landscape characteristics (habitat quantity and edge length), in 15 sites within a fragmented landscape, and during two yearly intervals. We seek to answer the following questions: 1) how do both studied characteristics of landscape structure influence the different vital rates? 2) How do observed differences in vital rates translate into differences in population growth rate? 3) Which are the components of landscape structure and vital rates that most account for the response of population growth to landscape change?

**Material and methods**

**Study species**

Our study species, *Primula vulgaris* (Primulaceae), is a perennial, early-flowering herb. Although widespread in moist open habitats in Europe (Endels et al. 2002), it is mostly restricted to temperate forests in many parts of its range (Jacquemyn et al. 2009). In the study region (Cantabrian mountains in northwestern Spain), it mainly occurs in forests, although it is also found in some other semi-shaded locations, like roadsides and trails. Leaves are produced in basal rosettes, and vegetative spread through lateral rosettes is possible, but uncommon in the study area. Flowers are pale yellow and borne on separate stalks. Flowering in our study area lasts from late winter (February) to late spring (June), peaking at the end of March–beginning of April (Valdés unpubl.). *Primula vulgaris* is distylous and normally only between-morph pollination (mainly by Hymenoptera and Diptera) results in seed production (Endels et al. 2002). Biased morph frequency in small populations therefore may lead to reduced reproductive output (Brys et al. 2004). Fruits (capsules containing 30–50 small seeds with elaiosome) are consumed by ungulates, rodents and Lepidoptera larvae. Seeds have been suggested to be dispersed mainly by barochory, but there is also some evidence of occasional dispersal by ants and slugs (Valverde and Silvertown 1995, Valdés and García unpubl.).

**Study area**

Our study was carried out in Sierra de Peña Mayor, Asturias, Spain (43°17'N–5°30'W, 900 m a.s.l.), within the Cantabrian Range. The climate of the region is Atlantic, with a mean annual temperature of 13°C and annual rainfall of ca 1300 mm. This area has suffered from historical deforestation for cattle grazing, as many other parts of the Cantabrian Range (García et al. 2005). As a result, the landscape has changed from continuous temperate forest to a heavily fragmented wood-pasture habitat.

The sampling sites (Fig. 1) are located along a north–south axis through the study area, which comprises a highly variegated forest landscape (sensu McIntyre and Hobbs 1999). That is, it presents a mosaic composed of a few large forest fragments with hardwood species (beech *Fagus*...
were randomly placed within the area covered by forest cover and 516.6% of the area. A previous study (Valdés and García 2009) found that *P. vulgaris* is absent from highly deforested areas (forest cover < 20%), but it may also be absent from high-cover areas, and large forest patches may contain several groups of isolated plants. Within this area and with these patterns in mind, in 2008 we selected 15 sites (150 × 150 m, Fig. 1) containing *P. vulgaris*, and representing a landscape-scale gradient of habitat loss and fragmentation. At each site, we described landscape structure and followed the population dynamics of *P. vulgaris*. We selected this sampling site size (22500 m²) because 1) it represents a sampling scale that concentrates much of the variability in forest landscape structure (García et al. 2005, Valdés and García 2009) and most of the spatial heterogeneity in population features of our study species (Valdés and García 2009) and 2) it is also a scale suitable to represent the area covered by important interaction processes related to the life cycle of the species and its perception of the landscape, i.e. seed dispersal and pollination (Valdés and García 2009, 2011). The choice of the size of the sites was thus made by considering a trade-off between a size that was small enough to represent the perceptual scale of the species and big enough to represent spatial variability in population features and in forest landscape structure. From the point of view of our study species, and due to its small perceptual scale of landscape heterogeneity (mediated specially by its very restricted dispersal capacity, Jacquemyn et al. 2009, Valdés and García 2009), each of these sites can be considered as a different landscape.

### Data collection

We represented the study area on a Geographic Information System (Hargis et al. 1998) using ArcGIS 9.1 (see Valdés and García 2009 for details). A layer of forest cover was incorporated, and for each 150 × 150 m site, we calculated two variables describing the landscape structure: the percentage of the area covered by forest was used as a measure of habitat quantity, and the length of forest perimeter was used as a measure of edge length. There was considerable variation in these parameters across the study sites (mean ± SD was 69.0 ± 16.5% for forest cover and 516.6 ± 205.8 m for edge length).

We carried out annual population censuses in three 2 × 1 m plots within each of the 15 sites (Fig. 1). These plots were randomly placed within the area covered by *P. vulgaris*. Censuses were performed at the beginning of July 2008, 2009 and 2010, just after fruit ripening and when seeds are being dispersed, but before germination. We distinguished four plant stages: 1) seedlings (with cotyledons still present, therefore less than one-year old), 2) juveniles (vegetative plants with one rosette with a diameter smaller than the average of reproductive individuals in the same plot), 3) vegetative adults (plants without flowers and with one or two rosettes with a diameter equal to or larger than the average of reproductive individuals in the same plot, and often showing signs of overwintering leaves, hereafter vegetatives), and 4) reproductive (plants with flowers). We did not include a seed stage in our models because available information does not suggest the existence of a long-term seed bank in *P. vulgaris* (Thompson et al. 1997, pers. comm.).

In July 2008, all the plants except new seedlings were located by means of X-Y coordinates within each plot, and their stage category was recorded. Seedlings were counted and mapped in 4 randomly distributed permanent subplots (25 × 25 cm) within each plot. In 2009 and 2010, each plot was again carefully inspected; previously mapped plants were relocated and their stage recorded. All new plants appearing in the plots were added to the study at their first recording.

### Data analysis

#### Calculation of vital rates

From the census data, we calculated vital rates for each stage category in each site by pooling data from the 3 plots. The probabilities of survival of seedlings (Ss), juveniles (Js), vegetatives (Vs) and reproductive (Rs) were calculated as the proportion of individuals in each stage at t that were still alive at t + 1. The probabilities of transition to reproductive, given survival, of seedlings (Sr), juveniles (Jr), and vegetatives (Vr) were calculated as the proportion of all surviving individuals in each respective stage that were reproductive at the following census. The probability of reproductive stasis (i.e. reproductive remaining reproductive, given survival, Rr), was calculated as the proportion of surviving reproductive individuals that were reproductive at the following census. The probabilities of seedlings and juveniles growing to vegetatives, given survival (Sv and Jr, respectively), were calculated as the proportion of surviving non-reproductive seedlings and juveniles, respectively, that were vegetative at the following census. The probability of seedlings growing to juveniles, given survival, was not calculated, as it is a combination of the probability of seedlings growing to vegetatives, given survival, and the probability of seedlings transitioning to reproductive, given survival (specifically, (1 − Sv) (1 − Sr)). Finally, the recruitment rate (i.e. average number of seedlings produced per reproductive individual) was calculated as the number of seedlings in one census divided by the number of reproductive in the previous census.

To get reasonably accurate estimates of vital rates for seedlings (probabilities of seedling survival, growth to vegetative and transition to reproductive), we only calculated them for sites that contained 10 or more seedlings (fewer were found in 9 and 3 sites out of 15 in 2009 and 2010 respectively). We evaluated the differences in vital rates between the two yearly intervals by means of paired t-tests.

#### Use of landscape characteristics as predictors

In our data set, forest edge length showed a high correlation with forest cover (r = −0.71, p = 0.0028). In order to avoid collinearity and test for the effects of edge length independent of forest cover, we fitted a quadratic regression model of length of edge against forest cover and extracted the residuals of this regression as estimates of the effects of length of edge.
independent of the effect of forest cover (see Hargis et al. 1998, Villard et al. 1999 for similar approaches). Thus, in all regressions described above, ‘length of forest edge’ refers to the residual values of this quadratic regression. This method implies that effects of forest cover may be overestimated and effects of forest edge length underestimated (Koper et al. 2007, Smith et al. 2009). To investigate the magnitude of this potential problem, we performed a multiple regression model with type III sum of squares, using the raw landscape variables as predictors, and population growth rate ($\lambda$, see below) for each yearly interval as the response variable (Supplementary material Appendix 2). This type of regression model estimates the effect of each of both landscape characteristics, independent of the effects of collinearity among them.

Matrix construction and relationship between population growth rates and landscape characteristics

We constructed stage-classified matrix models according to the standard procedure (Caswell 2001); $n(t + 1) = An(t)$, where $A$ is a matrix describing how individuals in each stage class of a population with a given abundance of plants in each class $n(t)$ contribute to a new population structure $n(t + 1)$. For each site, we constructed two matrices (2008–2009 and 2009–2010) from the estimated vital rates. Each matrix element was calculated as a combination of two or more vital rates (Supplementary material Appendix 1). For the sites without information on vital rates involving seedlings (see above), we used values of the most similar site in terms of forest cover.

We also constructed a set of predicted matrices based on the relationships between vital rates and landscape characteristics (cf. Kolb et al. 2007). We assessed the trends of variation in vital rates along the gradient of landscape structure by fitting linear regressions of every vital rate against each of the two landscape characteristics in each of the two yearly intervals. Our goal was not to detect strictly significant relationships or to reach the highest predictive value of the response based on the predictor, but to detect trends of correlation between vital rates and landscape characteristics, and build a model that realistically captured all the important effects of the landscape characteristics (i.e. we were not only concerned with type I errors but also with type II, as we did not want to omit potentially important effects). Therefore, statistical significance level for these regressions was set at $\alpha = 0.1$ instead of the classic $\alpha = 0.05$, in order to allow us to detect a broader range of these trends (see Quinn and Keough 2002 for discussion on the choice of significance levels). For the 2008–2009 interval, five vital rates were related to forest cover, and four other vital rates were related to forest edge length (Table 1). For 2009–2010, three vital rates were related to forest cover and one vital rate to forest edge length (Table 1). Regression functions were used to assess the relationship between vital rates and forest cover (percent unit intervals from 40 to 100%) and length of forest edge (10-units intervals, from 47 to 807). For vital rates that were unrelated to the respective landscape characteristics, we used the across-site average value for all values of forest cover and forest edge length ($n = 15$). Predicted vital rates were used to calculate matrices for the entire range of observed values of forest cover and length of forest edge during both yearly intervals.

We calculated the deterministic population growth rates (lambda, $\lambda$, Caswell 2001) for matrices representing vital rates actually observed at the 15 sites, as well as for matrices representing vital rates predicted for each combination of forest cover and forest edge length. In the first case, 95% confidence intervals for $\lambda$ were calculated using Monte Carlo simulations. First, we constructed an Excel worksheet (MS Office 2010) where the stage distributions for each population and year were resampled with replacement. The resampled values were used to construct transition matrices and calculate $\lambda$ in each case. The Monte Carlo analysis recalculated this worksheet for 1000 replicates, with a new $\lambda$ obtained for each replicate. Confidence intervals (95%) were calculated for the mean of these 1000 values of $\lambda$. Population growth rates and confidence intervals were calculated using the PopTools add-in for Microsoft Excel (Hood 2009).

We estimated the effects of forest cover and length of forest edge on population growth rate in two ways. For the 15 sites with direct observations in permanent plots, we regressed the estimated values of $\lambda$ on the percentage of forest cover and on forest edge length for each yearly interval. For matrices representing predicted vital rates for different combinations of forest cover and forest edge length, we regressed the values

<table>
<thead>
<tr>
<th>Interval</th>
<th>Vital rate</th>
<th>% Forest cover</th>
<th>Length of forest edge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$R^2$</td>
<td>$p$</td>
</tr>
<tr>
<td>2008–2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ss</td>
<td>0.0049</td>
<td>0.3430</td>
<td>0.0031</td>
</tr>
<tr>
<td>Sv</td>
<td>0.0102</td>
<td>0.4630</td>
<td>0.0690</td>
</tr>
<tr>
<td>Sr</td>
<td>0.0048</td>
<td>0.2101</td>
<td>0.0858</td>
</tr>
<tr>
<td>Jr</td>
<td>0.0053</td>
<td>0.2356</td>
<td>0.0666</td>
</tr>
<tr>
<td>Jv</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vr</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009–2010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ss</td>
<td>0.0030</td>
<td>0.5382</td>
<td>0.0066</td>
</tr>
<tr>
<td>Sr</td>
<td>0.0043</td>
<td>0.3539</td>
<td>0.0535</td>
</tr>
<tr>
<td>Vr</td>
<td>0.0035</td>
<td>0.1873</td>
<td>0.0911</td>
</tr>
<tr>
<td>Rs</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of $\lambda$ obtained from predicted matrices ($n = 61$) on the two landscape characteristics.

**Sensitivity and LTRE analyses**

Originally used to determine how a discrete factor influences population growth rate via changes in different vital rates, LTRE (Life Table Response Experiment, Caswell 2001) may also be used to examine the effects of continuously varying factors, like herbivory (Knight et al. 2009) and time since last fire (Kesler et al. 2008). For our study, we used a regression-type LTRE to identify the vital rates that contributed most to the observed variation in $\lambda$ along gradients of forest cover and forest edge length. We performed separate analyses for each yearly interval, using $\lambda$ values obtained from the regressions of vital rates on forest cover or forest edge length (see above and Table 1). Analyses were carried out in three consecutive steps. First, we calculated the sensitivities of population growth rate to changes in vital rates for each of the predicted matrices (Ehrlén and Van Groenendael 1998, Morris and Doak 2002, Franco and Silvertown 2004). Second, we multiplied these sensitivities by the slope of the regression between the vital rate and, respectively, forest cover and forest edge length ($\beta$ values in Table 1). These products estimate how $\lambda$ changes in response to a change in the respective landscape structure variable through each of the vital rates. Third, we estimated the actual LTRE contribution of each vital rate to the differences in population growth rate along the landscape gradient, by multiplying the products of sensitivities per regression slopes by the values of forest cover or forest edge length, centered on their respective means. These contributions show the differences in population growth rate due to each particular vital rate between the populations with given values of forest cover and forest edge length, and populations located at the average value of these variables.

**Results**

Vital rates and population growth rates differed between the 15 sites and between the two yearly intervals. Population growth rates ($\lambda$) ranged from 0.71 to 1.30 (mean $0.97 \pm 0.04$ SE) during 2008–2009 and from 0.69 to 0.92 (mean $0.83 \pm 0.02$ SE) during 2009–2010. Confidence intervals for population growth rates were in all cases narrower than $\lambda \pm 0.002$.

**Question 1: influence of landscape structure on vital rates**

Forest cover was positively correlated ($\alpha < 0.05$) with the probability of seedling survival and with the recruitment rate in 2008–2009 (Table 1). Trends of positive correlation were also found between forest cover and the probabilities of seedlings, juveniles and vegetatives growing to reproductive ($\alpha < 0.1$). In 2009–2010 forest cover was positively correlated with probability of seedling survival, and trends of positive correlation were found between forest cover and the probabilities of transition of seedlings to reproductives and of vegetatives to reproductives. In 2008–2009, the probability of juveniles growing to vegetatives and probability of survival of reproductives were significantly higher in areas with longer forest edge, while probability of reproductives to remain reproductive was lower. There was also a trend in the probability of seedlings growing to vegetative to be lower in areas with longer forest edge. In 2009–2010, probability of survival of reproductives increased with increased forest edge length. Overall, more seedlings survived and grew to vegetatives, more individuals flowered, and recruitment rate was higher in 2008–2009 than in 2009–2010 (Table 2). However, more juveniles grew to vegetatives in 2009–2010 than in 2008–2009 (Table 2).

**Question 2: influence of landscape structure on population growth rates**

These differences in vital rates translated into differences in population growth rate along the gradients of landscape characteristics. $\lambda$ values increased with increasing forest cover in both years (Fig. 2a, 2008–2009: $\beta = 0.009$, $F = 46.33$, $p < 0.0001$; 2009–2010: $\beta = 0.002$, $F = 5.70$, $p = 0.0328$). In 2008–2009, forest cover explained 78% of the variation in $\lambda$, and in 2009–2010 30%. There was no significant relationship between $\lambda$ and forest edge length in any of the years (Fig. 2b). These results using residuals

Table 2. Mean values and coefficients of variation (CV) of the vital rates for each of the stages and intervals ($n = 15$ sites). Results of paired t-tests comparing each vital rate between intervals are also shown.

| Stage            | 2008–2009 | 2009–2010 | t    | p > |t| |
|------------------|-----------|-----------|------|-----|---|
| Survival         | 0.18      | 0.11      | -2.30| 0.0375|
| Transition to reproductive | 0.04      | 0.20      | 2.12 | 0.0634|
| Growth to vegetative | 0.13      | 0.03      | -2.28| 0.0486|
| Survival         | 0.55      | 0.48      | -2.06| 0.0584|
| Transition to reproductive | 0.27      | 0.19      | -1.94| 0.0726|
| Growth to vegetative | 0.22      | 0.71      |     | 0.48|
| Survival         | 0.69      | 0.72      | 0.73 | <0.0001|
| Transition to reproductive | 0.71      | 0.39      | -7.06| <0.0001|
| Growth to vegetative | 0.82      | 0.82      | 0.06 | 0.9565|
| Survival         | 0.96      | 0.70      | -11.48| <0.0001|
| Flowering        | 2.66      | 1.26      | -2.35| 0.0338|
| Recruitment rate | 0.90      | 0.62      |      |      |
Discussion

In this study, we have shown that landscape structure affects the population dynamics of *P. vulgaris* in the highly fragmented forests of the intensively managed Cantabrian Range, by applying an integrative approach considering different components of landscape structure and their respective effects on all phases of the life cycle. Different characteristics of landscape structure influenced population dynamics of this species in opposed ways. Less forest cover was associated with lower vital rates but the intensity of these effects differed among vital rates and years. As a result, populations inhabiting highly deforested areas showed negative trends of population growth, whereas populations in highly forested sites showed increasing trends. However, longer forest edges, which are also associated with habitat fragmentation,
Figure 3. Contributions of vital rates to the differences in population growth along the gradients of forest cover (a) and length of forest edge (residuals from quadratic regression against forest cover, (b)), for each of the two yearly intervals studied. At a given point of the landscape gradient, the value of the contribution is either negative or positive depending on whether habitat quantity is below or above its mean value and on the sign of the slope coefficient of the relationship between population growth rate and habitat quantity. Note the different scales used in the y-axis. Only vital rates significantly related to landscape structure variables were used for the analysis. See text for abbreviations of vital rates.
led to increases in some vital rates. The effects of landscape characteristics on population growth rates varied between the two study years and were larger in the year with higher growth rates.

**Landscape structure and vital rates**

Landscape structure affected several vital rates, particularly through the effects of forest cover, which increased the probability of seedling survival, the probability of transition to reproductive from all stages, and the recruitment rate. Lower seedling survival probabilities in forest fragments compared to continuous forest have been observed also for a tropical understory herb (Bruna 2002), and high forest cover has also been demonstrated to offer an improved environment for seedling survival and recruitment in Mediterranean ecosystems (Ramírez et al. 2006). Soil moisture, a factor limiting seedling survival (Albrecht and McCarthy 2008), may be higher in more forested areas. Besides, areas with less forest cover harbor smaller populations of *P. vulgaris* (Valdés and García 2009), where lowered seedling survival may also be the result of increased inbreeding and increased genetic load (Kolb 2005, Van Geert et al. 2008). Small populations of *P. vulgaris* can also suffer from a biased morph ratio which leads to reduced reproductive output (Brys et al. 2004), although this is not the case in our study area, as we failed to detect a biased morph ratio in any of the populations studied (unpubl.). In *P. vulgaris*, seedlings, and also juveniles and vegetatives in one year, reached the reproductive state more frequently in high- than in low-cover areas. This may be associated with the same environmental conditions favoring growth and development; more water and nutrients for reproducing and growing in more forested areas (Jacquemyn et al. 2009). Fast transitions from seedlings to reproductive adult individuals have been observed in other Primula species (*P. farinosa*, Toräng et al. 2010). Finally, recruitment rate was also higher in high-cover areas in the first study year. Previous research in our study area demonstrated that populations in low-cover areas had lower reproductive output (i.e. flower, fruit and seed production) during this first year than those in highly forested areas (Valdés and García 2011). Such differences in reproductive output may be largely responsible for the differences in recruitment rate observed along the forest cover gradient in the first year. The relationship of reproductive output with habitat quantity was also positive in the second study year, although not significant (Valdés and García 2011), resulting in recruitment rate being unrelated to forest cover in this year. Taken together, the results of this study suggest that the amount of forest cover can have strong effects on multiple vital rates of individuals and growth rates of populations.

The effects of forest edge length on vital rates were not as strong as those of forest cover. Still, edge length affected the probability of growth of several stages, and the probabilities of survival and stasis in reproductives. These effects varied between the two study years. Positive effects of edges have previously been documented for plant growth (Bach et al. 2005) and reproduction (Burgess et al. 2006). We found that forest edge length increased the probability of juvenile growth, but decreased the probability of seedling growth and the probability of flowering of reproductives in the first year. However, we also found an increased probability of survival of reproductive adults in edge-rich sites. The larger light availability in these sites could favor resource acquisition and accumulation by adults in these areas (Schmucki and De Blois 2009), enhancing their re-growth ability and long-term survival. Overall, the effects of increased edge length tended to have a positive effect on vital rates. This implies that effects of fragmentation via decreased forest cover and increased edge length can have partly opposed effects on vital rates.

We found considerable differences in vital rates and their relationships with landscape characteristics between the two study years. The most plausible explanation for these differences is the variation in climatic conditions. For example, mean precipitation was higher for the first year (Valdés unpubl.), and some studies have found a positive relationship between this variable and recruitment and seedling survival in tropical and temperate forests (Clarke 2002, Engelbrecht et al. 2005). On the other hand, the winter of the first year was mild, with higher-than-average temperatures and a shorter snow cover period, which enabled an early start of the growing season. This resulted in a larger reproductive output per adult than in the second year (Valdés and García 2011), which was possibly due to more opportunities for pollination during this longer flowering period. Since recruited seedlings observed in the field emerged from seeds produced in the previous year, the differences in seed production between 2008 and 2009 are consistent with the larger recruitment rates observed in 2008–2009 compared with 2009–2010.

**Landscape structure and population growth rates**

Our study for the first time jointly analyzed two components of landscape structure and multiple vital rates integrated in a population model. Landscape structure influenced *P. vulgaris* population growth rate, the most important effect being that of habitat quantity. We did, however, not find a significant relationship between population growth rate and forest edge length. This agrees with most empirical studies to date (reviewed by Fahrig 2003), which suggest that the negative effects of changes in landscape structure on biodiversity are mostly due to habitat loss, and not to habitat fragmentation. It is possible that our approach may have overestimated the net effect of habitat quantity per se, as our estimates include the joint variance explained both by forest cover and edge length (Koper et al. 2007). Likewise, the effect of edge length could have been underestimated, as our residual variable accounts only for the independent effects of edge, but not for its joint effect with forest cover. However, the results of the multiple regression (Supplementary material Appendix 2) showed that the amount of variance explained by habitat quantity was larger than the variance explained by forest edge length, and thus confirmed the dominant effect of habitat quantity over edge length on population dynamics.

We found considerable differences in population growth rates between the two study years, and in the magnitude of the effects of forest loss on population growth. This sort of
temporal inconsistency in the effects of landscape structure has been documented previously for reproduction in this study system (Valdés and García 2011), and also in other studies (Rabasa et al. 2009). Population growth rates in sites with low habitat quantity remain consistently low regardless of year, but in sites with high habitat quantity, there is considerable variation among the two years. Hence, according to our results, it seems that habitat loss drives populations into a deterministic decline, and makes them scarcely unable to respond to favorable climatic conditions. However, studies spanning several more years (Nicolè et al. 2011) are needed to confirm this hypothesis.

**Influence of vital rates on the response of population growth to landscape structure**

Population growth of *P. vulgaris* was strongly favoured by the amount of forest cover, and our LTRE analysis showed that this effect was mostly the result of increased probabilities of recruitment, seedling survival, and growth of seedlings to the reproductive state in sites with high forest cover. This means that in our study system, the effects of habitat loss on early stages of the plant life cycle were most important for population growth. According to previous studies using prospective perturbation analysis (elasticity) on this species (Valverde and Silvertown 1998), population growth would be strongly dependent on the persistence of adult stages in closed canopy areas. However, using LTRE analysis in *Primula veris*, Lehtilä et al. (2006) showed that processes of large elasticity, (survival of largest individuals) contributed little to differences in population growth between different habitats compared to other with much lower elasticity values (seed production and growth of small individuals). Thus, the importance of adult persistence for population growth in perennial plants varies not only among species, but also among habitats within the same species.

The lack of significant relationship between population growth rates and increased forest edge length was mostly the result of a higher probability of survival of reproductive adults in edge-rich sites. However, due to the non-significant effect of forest edge length on population growth rate, the survival of reproductive adults was less important for population dynamics than other vital rates. This suggests again that the persistence of adults, contrary to other forest perennial herbs (Silvertown et al. 1993), had a low contribution to the observed variation in population growth. Hence, no long-term demographic inertia against landscape change (i.e. extinction debts; Honnay et al. 2005) would be expected in this species under the current environmental scenario.

**Conclusions**

Changes in landscape structure are expected to affect sizes, isolation and dynamics of populations of understory herbs (Honnay et al. 2005). We have shown for *P. vulgaris* that changes in landscape structure affect demography, either vital rates (habitat loss, edge increase) or population growth rate (habitat loss), and that habitat loss, and not habitat fragmentation per se, is the main process influencing population dynamics in the fragmented forest of the Cantabrian range. However, we have also shown that two different aspects of landscape change, habitat loss and increased edge length, may have opposite effects on vital rates in our system. Overall, our study suggests the importance of disentangling different components of landscape structure, and that although their effects may differ between years, strong population declines and ultimately local extinctions are expected in response to landscape alteration. Our results highlight the importance of separately considering the different characteristics of landscape structure and of assessing the effects of landscape structure on the whole set of vital rates constituting the life-cycle of a species. Only by considering all phases of the life cycle will we be able to identify the key processes responsible for population declines along the gradients of landscape structure and therefore, to discern the appropriate management measures for avoiding species extinction.
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