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Abstract

Background: Large-scale educational assessments in the U.S. are used as policy tools for improving instruction and evaluating educational programs and the effectiveness of educators. Because of the high-stakes nature of their use, it is imperative that validity evidence based on testing consequences is obtained to support their multiple purposes. Method: A comprehensive review of the literature related to validity evidence for test use was conducted. Results: A theory of action for a testing program should be delineated. A theory of action reflects an interpretative and use argument and a validity argument for assessment programs and delineates the purposes and uses of the system as well as the outcomes of the system. The articulation of a validity argument allows for the accumulation of evidence not only for, but also against, intended score interpretations and uses. Conclusions: As described in the paper, for assessment and accountability systems that are intended to have an effect on both instruction and student learning, the consequences, both positive and negative, of the systems need to be evaluated. Keywords: Validity, standards, evidence of testing consequences, test use.

In this article I address the need to evaluate the consequences of assessment programs in the context of an argument-based approach to validity which entails both an interpretative and use argument and a validity argument (Kane, 2006, 2013). The central role of consequential evidence in support of the interpretative and use arguments for educational assessments is then discussed. Following this is a review of the results from studies that have examined the consequences of the use of large scale performance assessments from various stakeholders’ perspectives and using a variety of methods. The studies reviewed primarily examined the consequences of state-level performance assessment and accountability systems that were implemented in the early 1990’s in the United States to serve, in part, as a tool for educational reform. This is followed by a discussion on how a theory of action for educational assessment and accountability programs can guide the delineation of the interpretive and use argument and the validity argument. Within a theory of action for an assessment system, the goals, purposes, and uses of an assessment system; the outcomes of the assessment system (e.g., increased rates of college and career readiness for all students); and the mediating outcomes necessary to achieve the ultimate outcomes (e.g., students will show gains on the assessment, instruction will improve) are articulated (Marion, 2010). Key components of the theory of action are then prioritized and further delineated to support the design of the assessment and the validity argument. Examples of theories of actions are used to demonstrate that consequences are a key component in the validation of educational assessments.

Argument-based approach to validity

Validation entails constructing and evaluating coherent arguments for and against proposed test interpretations and uses (Cronbach, 1971, 1988; Messick, 1989; Kane, 1992) and therefore validation is an evaluation argument (Cronbach, 1988). A clear statement of the proposed interpretations and uses of test scores
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is critical in the validation of assessment and accountability systems. This requires the specification of the inferences included in the interpretations and uses, evaluation of the proposed inferences and their supporting assumptions using evidence, and the consideration of plausible alternative interpretations. The examination of alternative explanations is an important aspect of validity evaluation.

The argument-based approach to validity entails both an interpretative argument and a validity argument (Kane, 2006). An interpretative argument “specifies the proposed interpretations and uses of test results by laying out the network of inferences and assumptions leading to the observed performances to the conclusions and decisions based on the performances” (p. 7). Kane (2013) has shifted from using the term “interpretative argument” to “interpretative/use argument (IU)” to emphasize the need to focus on uses of assessment results. The validity of an assessment and accountability program depends on the synthesis of the evidence for the evaluation of the IU argument (Haertel, 1999). A validity argument provides a structure for evaluating the merits of the IU argument, and it requires the accumulation of theoretical and empirical support for the appropriateness of the claims (Kane, 2006). Each inference in the validity argument is based on a proposition or claim that requires support. The validity argument entails an overall evaluation of the plausibility of the proposed interpretations and uses of test scores by providing a coherent analysis of the evidence for and against the proposed interpretations and uses (AERA, APA, & NCME, 1999; Cronbach, 1988; Kane, 1992; Messick, 1989). Cronbach (1988) argued that the logic of an evaluation argument should provide the foundation for the validation of score interpretations and uses. The specification of a validity argument allows for the accumulation of evidence not only for, but also against, intended score interpretations and uses.

Kane (2006) provided three criteria for the evaluation of IU arguments, including clarity, coherence, and plausibility. A clear IU argument is stated as a framework for validation in that “the inferences to be used in getting from the observed performance to the proposed conclusions and decisions, as well as the warrants and backing supporting these inferences, should be specified in enough detail to make the rationale for the proposed claims apparent” (Kane, 2006, p. 29). A coherent argument logically links the network of inferences from performance to conclusions and decisions, including the actions resulting from the decisions. The plausibility of the argument emphasizes that the assumptions underlying the assessment and score inferences should be credible and judged in terms of supporting and conflicting evidence.

As suggested by Cronbach (1988), researchers have provided advice on prioritizing validity questions (Kane, 2006; Lane & Stone, 2002; Shepard, 1993, 1997). Shepard (1993) proposed three questions to help prioritize validity evaluation:

“What does the testing practice claim to do? What are the arguments for and against the intended aims of the test? What does the test do in the system other than what it claims, for good or bad?” (p. 429).

These questions can be used as a guide in crafting the validity argument for an assessment and accountability system, and unequivocally they indicate that the consequences of the system are integral to the validity argument.

Consequences in the argument-based approach to validity

Considering consequences in the evaluation of validity is not new although it is still debated by scholars (Popham, 1997; Mehrens, 1997; Cizek, 2012). Decades ago Cronbach (1971) considered the evaluation of decisions and actions based on test scores as part of validity evaluation. The soundness of test-based decisions has been an integral aspect of validity, resulting in the need to attend to consequences in the validity framework (AERA, APA, & NCME, 1999; APA, AERA, & NCME, 1985, Cronbach, 1971; Shepard, 1997). The inclusion of the evaluation of the soundness of decisions based on test scores warrants the need to examine consequences which are a “logical part of the evaluation of test use, which has been an accepted focus of validity for several decades” (Shepard, 1997, p. 5).

Claims have been made for examining consequences for both placement tests and tests used as a policy tool for improving instruction and student learning, and evaluating educational programs. When discussing the validity evidence needed for an algebra test used for differential placement, either placement into a calculus course or a remedial algebra course, Kane (1992) indicated that an important claim of the argument is that “the remedial course is effective in teaching the algebraic skills used in the calculus course” (p. 532). In his discussion on how an IU argument framework provides a focus on the intended use of a test, he argued that providing evidence of success in algebra skills and success in the subsequent intended course is a central aspect of the validity argument. Linn (1997) also argued that consequences are integral to validity evaluation for tests that claim differential placement, and stated that their evaluation “demands attention to plausible negative effects as well as the putative benefits of the classification” (p. 15). Such negative effects can include some students not having the opportunity to engage in critical thinking skills. It is evident that a fundamental feature of a validity evaluation is to evaluate test-based decisions in terms of their consequences or outcomes.

Similarly, validation efforts need to attend to consequences when evaluating decision procedures for educational assessment programs that are used as tools for policy. The impetus for state assessment and accountability systems in the United States is to improve the educational opportunities afforded to students so as to improve their learning, and therefore integral to validity evaluation of these systems is the appraisal of test-based decisions in terms of their consequences. As Cronbach (1982) indicated, to evaluate a testing program as an instrument of policy, the evaluation of consequences is essential. The values inherent in the testing program need to be made explicit and consequences of decisions made based on test scores must be evaluated (Kane, 1992). Both positive and negative consequences of test-based accountability programs typically have different impacts on different groups of students and in different schools, and these impacts need to be examined as part of the validity argument (Lane & Stone, 2002). In discussing whether the evaluation of unintended consequences, such as adverse impact, should be integral to a validity argument, Kane (2013) argued that consequences that have “potential for substantial impact in the population of interest, particularly adverse impact and systemic consequences (p. 61)”, should be subsumed in the validity research agenda.

For end of course tests, which are intended to increase the rigor of high school courses, consequential evidence that should be
examine the degree to which evidence and theory support the interpretation
of test scores entail by proposed uses of tests” (p. 9). Neither the test nor the scores are validated, but instead the score interpretations and uses are validated. In the validity chapter of the Standards (AERA, APA, &NCME, 1999), the standards explicitly address the consequence for educational assessment that are considered to be tools for improving instructional practice. As an example, Standard 1.22 states:

When it is clearly stated or implied that a recommended test use will result in a specific outcome, the basis for expecting that outcome should be presented, together with relevant evidence. (p. 23).

Standard 1.23 calls for the accumulation of validity evidence for the intended consequences of an assessment as well as any potential unintended consequences:

When a test use or score interpretation is recommended on the grounds that test or the testing program per se will result in some indirect benefit in addition to the utility of information from the test scores themselves, the rationale for anticipating the indirect benefit should be made explicit. Logical or theoretical arguments and empirical evidence for the indirect benefit should be provided. Due weight should be given to any contradictory findings in the scientific literature, including findings suggesting important indirect outcomes other than those predicted. (p. 23)

The comment associated with Standard 1.23, further states that “certain educational testing programs have been advocated on the grounds that they would have a salutary influence on classroom instructional practices or would clarify students’ understanding of the kind or level of achievement they were expected to attain” (p. 23) and therefore, “...the extent that such claims enter into the justification for a testing program, they become part of the validity argument for test use and so should be examined as part of the validation effort” (p. 13).

In the chapter on educational testing and assessment, Standard 13.1 supports the need to consider consequences in the validity argument for educational assessments:

When educational testing programs are mandated by school, district, state, or other authorities, the way in which test results are intended to be used should be clearly described. It is the responsibility of those who mandate the use of tests to monitor their impact and to identify and minimize potential negative consequences. Consequences resulting from the uses of the test, both intended and unintended, should also be examined by the test user. (p. 145).

The Standards (1999) further reinforces Messick’s (1999) claim that evidence about consequences is also relevant to validity when it can be traced to a source of invalidity such as construct underrepresentation or construct irrelevant components. Standard 1.24 in the validity chapter states:

When unintended consequences result from test use, an attempt should be made to investigate whether such consequences arise from the test’s sensitivity to characteristics other than those it is intended to assess or to the test’s failure to represent the intended construct.
The comment for Standard 1.24 indicates that it is important to examine whether any unintended consequences “arise from such sources of invalidity” (AERA, APA, & NCME, 1999, p. 23) such as construct-irrelevant components or construct underrepresentation. The Standards (1999) clearly state the need for validity arguments for assessment and accountability systems that are used as policy instruments to include an evaluation of their effects on improving instruction and student learning. Although not published yet, the next revision of the Standards will continue to argue for the need for consequential evidence for educational assessments. The evaluation of the consequences of an assessment and accountability program should also consider relevant contextual variables (Lane, Parke, & Stone, 1998). As an example, school contextual variables, such as teacher and principal stability, access to quality curriculum and resource materials, access to professional development support, and socio-economic status, could enhance the interpretation of the consequential evidence of an assessment and accountability system. As summarized by Linn (1997), “the evaluation of consequences rightly belongs in the domain of validity” (p. 16) and the “best way of encouraging adequate consideration of major intended positive effects and plausible unintended negative effects of test use is to recognize the evaluation of such effects as a central aspect of test validation” (p. 16).

Validity evaluation for consequences

A framework for the evaluation of intended and unintended consequences associated with assessment and accountability programs was proposed by me and my colleagues at the University of Pittsburgh (Lane, Parke, & Stone, 1998; Lane & Stone, 2002). This framework evolved during our research project that examined the consequences of the Maryland State Performance Assessment Program (MSPAP). MSPAP was comprised entirely of performance tasks that were integrated across disciplines and required reasoning and problem solving skills. It was intended to promote performance-based instruction and classroom assessment, and to provide opportunities for students to be engaged in higher level thinking, resulting in higher levels of student achievement. In our framework the intended outcomes of an assessment and accountability system were organized into a set of IU arguments, from which a set of propositions or claims were generated that could be either supported or refuted by logical and empirical evidence. As indicated by the Standards (AERA, APA, & NCME, 1999) a set of claims that support the proposed interpretation of the particular purpose of the assessment needs to be delineated in framing an argument. When an assessment and accountability program is used to improve educational practices and student learning by influencing curriculum and instruction and to hold schools accountable as they were in the U.S. in the early 1990’s, five claims were considered to be fundamental to the IU argument (Lane & Stone, 2002, p. 26):

1. School administrators and teachers are motivated to adapt the instruction and curriculum to the standards. 2. Professional development support is being provided. 3. Instruction and curriculum will be adapted. 4. Students are motivated to learn and put forth their best efforts. 5. Improved performance is related to changes in instruction.

The validation process evolves as these claims are identified and evidence is gathered to evaluate their soundness. Evidence that could be collected to support or refute each of the claims, potential data sources, and potential stake-holders that could provide consequential evidence were outlined. Evidence that could be collected to evaluate the consequences of state assessment and accountability programs included (Lane & Stone, 2002, p. 24):

- Student, teacher and administrator motivation and effort.
- Curriculum and instructional content and strategies.
- Content and format of classroom assessments.
- Improved learning for all students.
- Professional development support.
- Use and nature of test preparation activities.
- Student, teacher, administrator, and public awareness and beliefs about the assessment; and criteria for judging performance, and the use of assessment results.

An evaluation of the intended effects is not sufficient however. The unintended, potentially negative consequences, should also be examined including:

- Narrowing of curriculum and instruction to focus only on the specific standards assessed and ignoring the broader construct reflected in the specified standards.
- The use of test preparation materials that are closely linked to the assessment without making changes to instruction.
- The use of unethical test preparation materials.
- Inappropriate or unfair uses of test scores, such as questionable practices in reassignment of teachers or principals; and
- For some students, decreased confidence and motivation to learn and perform well on the assessment because of past experiences with assessments (Lane & Stone, 2002, p. 24).

Data sources that can be used to obtain consequential evidence include teacher, student and administrator surveys; interviews and focus groups that probe more deeply into survey results; instructional logs; as well as more direct measures such as instructional artifacts, including instructional tasks and classroom assessments, and classroom observations. The latter two sources of evidence, instructional artifacts and classroom observations, complement the other sources, providing richer data with higher fidelity. As an example, the alignment between instruction and the content standards measured by the assessment can be evaluated by both the use of surveys and by the collection of classroom artifacts such as classroom assessment and instruction tasks and test preparation materials. In addition, changes in instruction as evidenced through classroom artifacts and survey data can be related to changes in performance on assessments (Lane & Stone, 2002).

Research on the consequences of large-scale performance assessments in the 1990’s

The renewed interest in performance assessments in the United States in the early 1990’s was, in part, because performance assessments were considered to be valuable tools for educational reform. Performance assessments help shape sound instructional practice by providing an indicator to teachers of what is important to teach and to students of what is important to learn (Lane & Stone, 2006). Research studies have demonstrated that the implementation of large-scale performance assessments in the
1990’s were related to positive changes in instruction and student learning, with a greater emphasis on problem solving and critical thinking skills. In providing validity evidence to support the interpretative argument and the intended outcomes of MSPAP, my colleagues and I demonstrated that there was a positive impact of the assessment and accountability system on both student learning and classroom instruction (Lane, Parke, & Stone, 2002; Parke & Lane, 2008; Parke, Lane, & Stone, 2006; Stone & Lane, 2003), which were the intended outcomes of MSPAP. Our results indicated that most mathematics instructional activities were aligned with MSPAP and the state content standards, however, the classroom assessments had a weaker alignment with MSPAP and the standards (Parke & Lane, 2008). Teacher reported use of performance-based instruction accounted for differences in school performance on MSPAP in reading, writing, math and science. In particular, schools focusing on more performance-based instruction, such as the engagement of students in critical thinking, had higher MSPAP scores than schools in which their instruction was less performance-based (Lane, Parke, & Stone, 2002; Stone & Lane, 2003). Further, the more impact MSPAP had on instruction, including more of a focus on higher level thinking skills and rigorous content, the greater rates of change in MSPAP school performance in mathematics and science over a five year period (Lane, Parke, & Stone, 2002; Stone & Lane, 2003). The MSPAP results pertaining to mathematics was supported by a study by Linn, Baker, and Betebenner (2002) that demonstrated that trends in mathematics student gains for NAEP and MSPAP math assessments were similar, indicating that increased performance on MSPAP was a result of actual gains in student achievement in mathematics across the school years. Such positive results may have resulted, in part, from schools using MSPAP data along with other information to guide instructional planning (Michaels & Ferrara, 1999).

When using test scores to make inferences regarding the quality of education, contextual information is needed to inform inferences and actions (Haertel, 1999). In the MSPAP studies, a school contextual variable, SES measured by percent of students receiving free or reduced lunch, was significantly related to school level performance on MSPAP in math, reading, writing, science, and social studies (Lane, Parke, & Stone, 2002; Stone & Lane, 2003). More importantly, SES was not significantly related to school growth on MSPAP in math, writing, science and social studies. It may be argued that these results indicate that there was no adverse impact of MSPAP for students living in economically disadvantaged areas with respect to school growth on the assessment.

Other state assessment programs that included performance-based tasks have provided evidence of the impact of its assessment on instruction and student learning. Teachers in Vermont reallocated instruction time to reflect the goals of the Vermont Portfolio Assessment in math and writing, such as allocating more time to problem-solving and communication in math and providing students opportunity to engage in extended writing projects (Stecher & Mitchell, 1995; Koretz, Baron, Mitchell, & Stecher, 1996). Teachers in Washington reported that both short-response items and extended-response items on the Washington Assessment of Student Learning were influential in improving instruction and student learning (Stecher, Barron, Chun, & Ross, 2000), and based on observations, interviews and classroom artifacts in a subset of the schools it was found that teachers used math and writing scoring rubrics in instruction in a way that reinforced meaningful learning (Borko, Wolf, Simone, & Uchiyama, 2001). In Kentucky, teachers began using more performance-based activities in math (Borko & Elliott, 1999; Koretz et al., 1996) and writing (Wolf & McLever, 1999) that were aligned to the Kentucky performance-based assessment system. However, based on teacher interviews and classroom artifacts from a small number of Kentucky schools it was found that while teachers implemented new instructional strategies, the depth and complexity of content covered did not change in fundamental ways (McDonell & Choisser, 1997).

In examining the relationship between improved instruction and gains in Kentucky school-level scores, Stecher and his colleagues (Stecher, Barron, Kaganoff, & Goodwin, 1998) found inconsistent findings across disciplines and grades. There was a positive relationship however between standards-based instructional practices in writing and the Kentucky direct writing assessment. For example, more 7th grade writing teachers in high-gain schools versus low-gain schools reported integrating writing with other subjects and increasing their emphasis on the process of writing.

Within a mathematics education reform project, the relationship between the presence of reform features of mathematics instruction and student performance on a mathematics performance assessment was examined for schools that served students in economically disadvantaged urban areas (Stein & Lane, 1996). Extensive observations were conducted in the classrooms to examine the quality of mathematics instruction and student engagement. The analyses of instruction focused on the cognitive demands of the instructional tasks as represented in the instructional material, as set up by the teacher in the classroom, and as implemented by students. The greatest student gains on the performance assessment were observed for those classrooms in which the instructional tasks were set up and implemented with high levels of cognitive demands so that students were engaged in using multiple solution strategies and multiple representations, and they were adept at explaining their mathematical thinking. These classroom teachers encouraged non-algorithmic forms of thinking associated with the doing of mathematics. Whereas, the smallest gains were observed in classrooms when instructional tasks were procedurally based and could be solved by a single, easily accessible strategy, and required little or no mathematical communication.

Theory of action and consequential evidence

Underlying program evaluation efforts are theories of action. A theory of action provides a framework for evaluating programs by identifying critical program components and their logical points of impact. A theory of action for program evaluation may include the context in which a program is being implemented; a description of the components of the program; what the program components intend to achieve and how they interact; and short term and long term outcomes. Assumptions or claims that underlie the actions are specified in order to examine the extent to which the proposed activities bring about desired changes (Weiss, 1997).

Given that validation is an evaluation argument (Cronbach, 1988), a theory of action can be used to guide the development of a comprehensive IU and validity argument for an assessment and accountability system by fleshing out the validity evaluation plan. A theory of action for assessment and accountability systems serves as a vehicle to develop a comprehensive validity argument, and should include the rationale for the use of the assessment,
the mechanisms that will lead to the intended outcomes, and the intended outcomes. Studies are needed not only to support the theory of action and the validity argument but also to identify contradictions to the specified claims. Validity evidence to support or refute the claims can be collected based on content, internal structure, response processes, relations with other variables, as well as consequences as outlined in the Standards for Educational and Psychological Testing (AERA, APA, & NCME, 1999).

Consistent with Kane’s argument-based approach to the validation of assessments, Bennett (2010) indicated that a theory of action for an assessment and accountability system provides a framework for bringing together score meaning and impact claims, with an emphasis on claims about the intended consequences or outcomes of the assessment on both individuals and schools. The delineation of the claims about the intended consequences within a theory of action is integral to the validity argument. Bennett (2010) proposed that the following features be included in a theory of action for an assessment system:

- The intended effects of the assessment system.
- The components of the assessment system and a logical and coherent rationale for each component, including backing for that rationale in research and theory.
- The interpretative claims that will be made from assessment results.
- The action mechanisms designated to cause the intended effects.
- Potential unintended negative effects and what will be done to mitigate them (Bennett, 2010, p. 71).

An initial theory of action was delineated for the Title I law and standards-based reform in the late 1990’s (Elmore & Rothman, 1999). The three key components that were included were standards, assessment, and accountability. The ultimate outcome, higher levels of student learning, was mediated by two claims or action mechanisms: 1) clear expectations for students and schools and 2) motivation to work hard. The theory of action as described by Elmore and Rothman (1999) is provided below (see figure 1).

Elmore and Rothman (1999) expanded on this theory of action to reflect features of effective reform. It was evident that the theory of action needed to address both professional development and improved teaching as key mechanisms to enhance student learning. Their revised theory of action reflects the view that standards-based policies affect student learning only if they are linked to efforts that build teacher capacity to improve instruction for students (Elmore & Rothman, 1999) (see figure 2).

The revised theory of action proposed by Elmore and Rothman (1999) explicitly includes action mechanisms that would have an impact on student learning. These action mechanisms are embedded within the validity argument and require evidence to support the claims.

Bennett (2010) proposed a preliminary theory of action for the Cognitively Based Assessment of, for, and as Learning (CBAL) research initiative for developing a model of an innovative K-12 assessment system that “documents what students have achieved (of learning); facilitates instructional planning (for learning); and is considered by students and teachers to be a worthwhile educational experience in and of itself (as learning)” (pp. 71-72). The theory of action included the major components of CBAL, and both intermediate intended effects and ultimate effects. The four main components of CBAL are: Domain-specific competency models and learning progressions, summative assessments distributed across the school year and accumulated for accountability purposes, formative assessment, and professional development support. The intermediate intended effects included:

- A clearer, deeper, and better organized understanding on the part of teachers of the content domain in which they teach.
- An increase in teachers’ pedagogical knowledge and assessment skill.
- Greater focus in classroom instruction on integrated performances and other activities intended to promote the development of higher-order skills...
- The routine use of formative assessment practices in the classroom to make appropriate adjustments to instruction; and
- Improved student engagement in learning and assessment. (Bennett, 2010, p. 73).

The ultimate effects included:

- Improved student learning with respect to content standards and
- More meaningful information for policy makers regarding the effectiveness of education at the school, district, and state levels, leading to decisions that facilitate learning. (Bennett, 2010, p. 73).

Provisional interpretative claims, specified at the individual, class, district, and school level, that will require evidence to support them were also specified by Bennett (2010). As an example, three of the five provisional interpretative claims for summative assessments included:

- Aggregated student performance on periodic assessments represents achievement of content standards.
- Students who perform at a designated level of proficiency are ready to proceed to the next grade’s work.
- Flagged content areas, class groups, and individual students should be followed-up through classroom assessment because they are likely to need attention. (Bennett, 2010, p. 80).

Figure 1. Initial theory of action for title I
Figure 2. Revised theory of action for title I
A set of hypothesized action mechanisms that connect the CBAL components to the intended effects were also identified. Bennett (2010) further stated that “adoption and use of the system components is hypothesized to cause those effects” (p. 80). It is evident from this theory of action that when an assessment system has intended outcomes, validation efforts should examine whether these intended outcomes were realized.

The U.S. Department of Education Race to the Top initiative (Department of Education, 2009) calls for state assessment systems to be grounded in academic standards that reflect 21st century skills, including higher level thinking skills that are typically difficult to measure. The Common Core State Standards (CCSS; CSSO, & NGA, 2010) are intended to reflect 21st century skills, representing a set of expectations for knowledge and skills students need so they are prepared for success in college and careers when they graduate from high school. The CCSS emphasize students’ ability to reason, synthesize information from various sources, think critically, and solve challenging problems. Under the Race to the Top Assessment Program, the U.S. Department of Education required state consortia to specify a theory of action, including the intended benefits of their assessment and accountability systems (Department of Education, 2010). The call required a “theory of action that describes in detail the causal relationships between specific actions or strategies... and its desired outcomes... including improvements in student achievement and college- and career-readiness” (Department of Education, 2010, p. 18174).

The criteria that was used for evaluating the theory of action focused on “the extent to which the eligible applicant’s theory of action is logical, coherent, and credible, and will result in improved academic outcomes” (Partnership for Assessment of Readiness for College and Careers, 2010, p. 34).

It is expected that the implementation of the Common Core State Standards and the next generation of state assessments based on the CCSS will lead to improved educational opportunities for students and as a result, improved student learning. In order to evaluate these intentions it is necessary to specify how they will occur, and the mechanisms that will bring about these outcomes. In crafting a theory of action, the intended purposes of the assessments need to be made explicit. As an example, the fundamental goal of the Partnership for Assessment of Readiness for College and Careers (PARCC, 2010) is to increase the rates at which students graduate from high school prepared for success in college and the workplace. The intended purposes of the PARCC assessment that will guide their theory of action are:

1. Determine whether students are college- and career ready or on track.
2. Assess the full range of the Common Core State Standards, including standards that are difficult to measure.
3. Measure the full range of student performance, including the performance of high and low performing students.
4. Provide data during the academic year to inform instruction, interventions and professional development.
5. Provide data for accountability, including measures of growth.
6. Incorporate innovative approaches throughout the system (PARCC, 2012).

Inclusion of students with severe cognitive disabilities in alternate assessments intended to improve learning for those students requires evidence of the impact on instruction for these students and effects on their learning. Marion and Perie (2009) argued that consequential evidence is of particular importance for evaluating the validity for alternate state assessments because these assessments provide a mechanism to promote grade-level academic instruction for students who are typically underserved. The theory of action for the National Center and State Collaborative (NCSC) Alternate Assessments treats the summative assessment as a component of the overall system, and must be considered in light of the other system components (e.g., professional development for teachers, appropriate communication methods for the student and teacher, instruction aligned to grade-level content standards) when evaluating the system goals (Quenemoen, Flowers, & Forte, 2013).

Incorporating the claims and outcomes in the next generation of assessment programs, including the alternate assessments, into a comprehensive validity argument will facilitate evaluating the consequences of the assessment systems. Some of the intended consequences and unintended, negative consequences that will need to be examined based on their theories of actions include:

- Teacher engagement in professional development, instruction and student learning.
- Student engagement in learning and engagement on the assessment.
- Teacher and administrator use of assessment results to inform instruction.
- Changes in curriculum, instruction, and classroom assessment (innovative instructional techniques, alignment with CCSS, focus on problem solving and reasoning, etc.).
- The relationship between changes in instruction and changes in student performance on the assessments.
- Impact on subgroups (students with disabilities, ELLs, and minority subgroups) with respect to improving instruction and narrowing achievement gaps.
- Use of assessment results for evaluating the system (e.g., changes in teachers’ course patterns).
- Use of assessment results for educator accountability.
- Impact on college readiness – overall and for subgroups:
  - HS graduation rates.
  - College admission patterns.
  - Remedial course patterns.

Haertel’s (2013) framework for classifying mechanisms of intended testing effects as direct effects and indirect effects can help clarify our thinking on the validity evidence needed for assessment and accountability systems. The direct effects of educational assessments, instructional guidance for students, student placement and selection, informing comparisons among educational approaches, and educational management (e.g., the use of assessments to help evaluate the effectiveness of educators or schools), involve interpretations or uses that rely directly on the information scores provide about the assessed constructs. Whereas, indirect effects, including directing student effort, focusing the system (i.e., focusing curriculum and instruction), and shaping public perceptions that have an impact on actions, have no direct dependence on the information provided by test scores, but are linked closely to the purposes or claims of assessment (Haertel, 2013). These indirect mechanisms of action, which are key components of the interpretative and use argument, are critical
in the evaluation of consequences of educational assessments and accountability programs. Further, the potentially negative unintended consequences tend to be embedded within these indirect effects (Haertel, 2013). The use of Haertel’s framework provides a foundation for a comprehensive, principled approach to studying both the intended and unintended consequences of an assessment system.

Concluding thoughts

A research agenda for validity evidence based on testing consequences should be a priority for educational assessments, in particular, assessment and accountability programs that are used as policy tools for improving instruction and evaluating educational programs. A theory of action that encompasses the IU argument and a validity argument for educational assessment and accountability programs can explicitly address both the direct and indirect mechanisms of action. Within a theory of action the purposes and uses of the system and the outcomes of the system, including the mediating outcomes necessary to achieve the ultimate outcomes are delineated. The key components of the theory of action can then be prioritized and further delineated so as to support assessment design and the validity argument. Because assessment and accountability systems are intended to have an impact on both instruction and student learning it follows that the consequences, both positive and potentially negative, of the systems are integral to the theory of action and validity argument.

Author note
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